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ABSTRACT

The dynamics of a neuron are influenced by the connections with the network where it lies. Recorded spike trains exhibit patterns due to the interactions between neurons. However, the structure of the network is not known. A challenging task is to investigate it from the analysis of simultaneously recorded spike trains. We develop a non-parametric method based on copulas, that we apply to simulated data according to different bivariate Leaky Integrate and Fire models. The method discerns dependencies determined by the surrounding network, from those determined by direct interactions between the two neurons. Furthermore, the method recognizes the presence of delays in the spike propagation. This article is part of a Special Issue entitled “Neural Coding”.

1. Introduction

The knowledge of the structure of a network is helpful to understand principles of its organization. Unfortunately, the connections between neurons belonging to a specific or different areas of the brain are generally unknown. Experimental techniques will not allow to get such information in an immediate future. However, the analysis of recorded spike trains may suggest possible connections and help neuroscientists to reconstruct the structure of networks.

Raster displays might reveal the presence of dependencies between the interspike intervals (ISIs) of the observed neurons, reflecting the existence of connections in the network. To study its structure, one should first establish the dependencies between the recorded neurons, and then investigate the nature and the strength of these dependencies.

Since the pioneering work of Perkel et al. (1967), large efforts have been devoted to analyze simultaneously recorded data coming from several neurons. In the last thirty years, different techniques have been proposed; limits and difficulties are known, allowing their use in laboratories. There exists a lot of fundamental work on this subject. An exhaustive list of references can be found in a recent book (Grün and Rotter, 2010), where the available methods are collected, explained and discussed.

The most used methods to detect connections between neurons are based on the study of the crosscorrelation function (Perkel et al., 1967). Unfortunately, crosscorrelation de-
scribes linear dependencies and it might fail to detect non-linearities (Sacerdote and Tamborrino, 2010).

Other techniques include Generalized Linear Models (GLMs) (Brillinger, 1988) with their variants (Stevenson et al., 2009). However, these methods present difficulties too. A typical problem is the dependence of the results upon the size of the testing window (Eldawlatly et al., 2009).

Updating an older paper (Borisyuk et al., 1985), Masud and Borisyuk (2011) propose to use the Cox method as a statistical method to analyze functional connectivity of simultaneously recorded multiple spike trains. It is based on the theory of modulated renewal processes (Cox, 1972). This method detects bivariate dependencies between multiple spike trains in a neural network, providing statistical estimates of the strengths of influence and their confidence intervals. Moreover, it presents a set of advantages with respect to the others, e.g. it does not depend on the window amplitude, it detects weak dependencies and it succeeds in the presence of spurious connection due to common source or indirect connections. However, it requests a preliminary estimation of a set of parameters that is a very difficult task if the underlying model is unknown. Therefore, the results may become unreliable.

We propose the use of the copula notion to detect possible dependencies between ISIs. Copulas are joint probability distributions with uniform marginal distributions (Nelsen, 2006). Therefore, they catch dependencies between random variables (rvs), and they can be easily used for modeling purposes, being scale-free.

In neuroscience, the use of copulas is not a novelty. Jenison and Reale (2004) show how to couple probability densities to get flexibility in the construction of a multivariate neural population. Furthermore, they express the mutual information between two ISIs in terms of the copula distribution. More recently, Onken et al. (2009) inferred the connectivity between neurons by fitting the spike counts through the copulas of a given family. In particular, they provide a method to estimate the parameters of the prescribed copula. Sacerdote and Sirovich (2010) propose to use copulas to model the coupling of two or more neurons, while Sacerdote and Tamborrino (2010) investigate the reliability of crosscorrelograms analysis to detect dependencies in spike trains with known connections, being simulated through copula models.

A spike train is a collection of spike times and it can be considered as a vector of rvs. Therefore, a copula between two spike trains can be determined. Different types of dependency correspond to different shapes of the copula.

The aim of this work is to illustrate the ability of copulas to recognize dependencies between spike trains coming from different underlying models. To do this, we propose a non-parametric method.

A detailed study on simulated data could allow to classify shapes of copulas corresponding to different kinds of connections. However, in this paper, our main goal is to detect dependencies, instead of classifying their nature. Indeed, it represents a long task, since it corresponds to determine the joint distribution, i.e. the copula, that fits the data.

Furthermore, we limit ourselves to the study of two spike trains. The extension to multiple dependencies arising in the case of a larger number of spike trains requests further mathematical effort. Indeed, in a network of \( n \) neurons, it would correspond to investigate dependencies in groups of \( k \) neurons, \( k = 2, \ldots, n \), i.e. to investigate \( k \) dimensional copulas for groups of \( k \) spike trains. However, our method can be applied immediately to the case of \( n \) spike trains, if the interest is focused on pairwise dependencies, as it happens in Masud and Borisyuk (2011). To do this, it is enough to select a target and a reference neuron, and then consider all the possible combinations.

In Section 2, we describe our method to catch dependencies between spike trains through copulas. In Section 3, we introduce the different Leaky Integrate and Fire (LIF) models used to generate coupled spike trains. In Section 4, we test the proposed method on those data. In Section 5, we discuss the results of our approach, providing a comparison with other methods, in particular with the Cox method. Finally, in Section 6, we describe conclusions, open problems and possible developments.

\section{The copula method}

\subsection{A mathematical tool: copulas}

A copula is a mathematical object that catches dependencies between rvs. In (Nelsen, 2006), it is defined as follows:

\begin{definition}
A two-dimensional copula is a function \( C : [0,1]^2 \rightarrow [0,1] \) with the following properties:
\begin{align}
C(u; 0) &= C(0; v) = 0 \text{ and } C(u; 1) = u; C(1; v) = v \text{ for every } u, v \in [0,1]; \\
C &\text{ is } 2\text{-increasing, i.e. for every } u_1, u_2, v_1, v_2 \in [0,1] \text{ such that } u_1 \leq u_2, v_1 \leq v_2, \\
C(u_1, u_2) + C(u_2, v_1) - C(u_1, v_1) - C(u_2, v_2) \geq 0.
\end{align}
\end{definition}

Let \( X \) and \( Y \) be two rvs with marginal cumulative distribution functions (cdfs) \( F \) and \( G \), respectively. Let \( H(x, y) \) be the joint cdf of \( (X,Y) \). Due to the Sklar’s theorem, a two dimensional copula \( C \) satisfies:
\begin{equation}
H(x, y) = C(F(x), G(y)) \quad x, y \in \mathbb{R}.
\end{equation}

This theorem holds also in the multivariate case (Nelsen, 2006).

From Eq. (1), it follows that a copula is a joint cdf with two standard uniform marginals. Therefore, copulas are scale-free and capture all the information related to the joint behavior, and do not involve the marginal distributions. Hence, the study of a bivariate distribution can be split in two parts: the marginal behaviors caught by the marginal cdfs and the dependencies contained in the copula structure.

Copulas have other properties, as for instance the invariance under strictly increasing transformations, or the possibility to model several joint distribution functions.

In the literature, there exists a list of families of copulas, e.g. the Archimedean and the Euclidean families. Given a sample, we may perform a goodness-of-fit test to test if the data could belong to a certain family (Genest et al., 2009).
After that, we may estimate the involved parameters as done by Genest and Favre (2007) or Onken et al. (2009).

To measure the strength of dependencies, we consider the Kendall’s tau τ. It is a rank correlation index assuming values in [−1,1] and it measures the concordance for bivariate random vectors.

Given a data sample of size n, an estimator \( \hat{\tau} \) of the Kendall’s tau is given by:

\[
\hat{\tau} = \frac{n_c - n_d}{\frac{1}{2}n(n-1)}.
\]

Here, n, and nd denote the number of concordant and discordant pairs in the sample. A pair of observations \((x_i,y_j)\) and \((x_k,y_l)\) is said to be concordant if \(x_i - x_k < 0 \) and \(y_j - y_l > 0\), otherwise it is called discordant (Nelsen, 2006).

A rank correlation test verifies if \( \hat{\tau} \) is statistically different from zero, i.e. if data are dependent. This index detects non-linear dependencies, while the common Pearson’s and Spearman’s rho detect linear dependencies (Nelsen, 2006).

In the next Subsection, we explain how to obtain empirical copulas starting from data belonging to samples of first passage times (FPTs) or spike trains.

### 2.2. Detect dependencies between ISIs through copulas

Copulas are multivariate joint distributions. For this reason, they can be used to investigate dependencies in a neural network with n neurons. However, their use is more intuitive for n=2. The extension to the pairwise analysis for any number of neurons is immediate, while the study of k dimensional dependencies, for k=3,...,n, is computationally not trivial, although it is theoretically analogous.

Given a sample \(\{X_1,Y_1\}, \ldots,\{X_n,Y_n\}\), we calculate the empirical cdfs \(\hat{F}\) and \(\hat{G}\) as

\[
\hat{F}(x) = \frac{1}{n} \sum_{i=1}^{n} 1_{\{X_i \leq x\}}, \quad \hat{G}(y) = \frac{1}{n} \sum_{i=1}^{n} 1_{\{Y_i \leq y\}}, \quad x,y \in \mathbb{R}.
\]

Then, we define the pseudo-observations from the copula as \(\hat{U}_i = \left(\hat{F}(X_i), \hat{G}(Y_i)\right), i = 1,\ldots,n\). A scatterplot of \(\hat{U}\), called "copula scatterplot", helps to understand dependencies between the involved rvs.

From the theory of copulas, we know that the points lying on the main diagonal (i.e. the diagonal which runs from the bottom left corner to the top right corner) correspond to times related by a strictly increasing function \(f\) such that \(F(X) = f(G(Y))\). If \(X - Y\), then \(f\) becomes the identity function, otherwise a new curve appears. Indeed, if the marginal distributions are different, then a straight line on the time scatterplot is transformed into a curve on the copula scatterplot. We call it curve of mononty. If \(X\) and \(Y\) are times, then the synchrony is caught by a straight line along the diagonal on the time scatterplot. These points are mapped into points lying on the main diagonal or on a curve on the copula scatterplot, depending on whether \(X\) and \(Y\) are identically distributed.

For independent rvs, characterized by the independent copula \(C(u,v)=uv\), the scatterplot presents a uniform distribution of points on the square \([0,1]^2\). On the contrary, the presence of clusters of points reveals a specific dependency. Furthermore, we have considered the empirical cdf \(C_n\) and the empirical probability density function (pdf) \(C_n\) of the copula \(\hat{C}\). Their study, together with the estimation of the Kendall’s tau, gives further information about the dependencies between \(X\) and \(Y\).

To illustrate how to apply copulas to neuronal data, we first assume to have a sample of FPTs \(T_1, \ldots, T_m\), where \(T_1, T_2, \ldots, T_m\) are independent for \(i \neq j\). If \(T_i, T_j\) are independent for \(i \neq j\), \(T_i - T_j\) are independent. Hence, the empirical probability density function (pdf) of the copula \(\hat{C}\). For each \(T_A\) in \(A\), we show the corresponding \(\theta^A\) and the following \(T_B\) in \(B\) for \(i=1, 2\) and \(m=3\).
then the coupling has an instantaneous (long) effect. Furthermore, we study the optimal value $m$ maximizing the coupling. It can be detected as the value of $m$ that maximizes $\hat{\tau}$. Note that $m=0$ leads to the previous sample $(\tau_{A,0}, 0)$.

To study the presence of delayed dependencies, we analyze the sample $(\tau_{A,T_{A,B}^0}, \tau_{B,T_{A,B}^0}, \ldots, (\tau_{A,T_{A,B}^n}, \tau_{B,T_{A,B}^n}))$. Indeed, it might happen that a spike in $A$ influences the $k$-th spike in $B$. Therefore, the delay can be estimated as $\hat{\tau} + \sum_{i=1}^{k} \tau_{TB}^0$, where $k$ is the first index such that the Kendall’s tau for $(\tau_{A,T_{A,B}^n}, \tau_{B,T_{A,B}^n})$ is statistically different from zero.

These properties of memory and delayed dependencies hold when $\mathbb{E}[\hat{\tau} + \sum_{i=1}^{k} \tau_{TB}^0 - \tau_{A,0}] = \tau_{A,0}$, where $k$ is the first index such that the dependence is due to the slower nature of $A$.

To conclude the analysis, we select $B$ as target neuron and we repeat the procedure. Note that this is not necessary if $\tau_{A,0}$ and $\tau_{B,0}$ are identically distributed, since this leads to the same results, the study being symmetric.

### 3. Models for data generation

The samples were generated from two bivariate LIF models. Both of them describe the spike times of each neuron as the evolution of the MP of the neuron. The dependency between spikes is determined only by the jumps. The Stein process for the spiking activity of a single neuron was introduced by Stein (1965). However, the study of the FPT problem for jump processes is mathematically intractable. Assuming the high frequency and the small amplitude of the jumps, diffusion limits have been proposed for instance by Capocelli and Ricciardi (1971) and Lansky (1984). From a theoretical point of view, Sirovich et al. (2007) proposed to use these processes to describe interactions in a small network.

Here, we describe the MP evolutions through a two dimensional jump diffusion process $X(t) = (X_1(t), X_2(t))$. Each component evolves independently from the other, until the time when one of them attains a threshold value $C$ for the first time. Then, that neuron releases a spike, its MP is reset to its resting value and the evolution restarts anew. Meanwhile, the MP of the other neuron has a jump of amplitude $h$ (Fig. 2, Panel I) and then it pursues its evolution. In the absence of jumps, the MP of each neuron is modeled as an OU process given by

$$dX_i(t) = \left( -\frac{1}{\tau} X_i(t) + \mu_i \right) dt + \sigma_i dW_i(t)$$

with $t_0 = 0$ and $X_i(0) = X_0$, for $i = 1, 2$. Here, $\tau$, $\mu_i$, $\sigma_i$ denote the membrane constant (or decay time), the input and the noise intensity respectively. Moreover, $W_1(t)$ and $W_2(t)$ are two standard Wiener processes. Hence, the Brownian increments are independent.

We say that this corresponds to a local connection between neurons, since the dependency between spikes is direct, being determined only by the jumps.

To simulate a sample of FPTs $T$, we proceed as follows. When both neurons release a spike, the MPs are reset to their resting values and a new simulation starts. This type of sample reproduces the interspike times following synchronous spikes of the two neurons (Fig. 1, Panel I).

To generate two coupled spike trains, we collect the crossing times of the two MPs up to a maximum observed time $t_{\text{max}}$.

### 3.1. Model of the MP evolution through jump diffusion processes

Musila and Lansky (1991) proposed to use jump diffusion processes to describe the MP evolution of a single neuron to account for the effects of the postsynaptic potentials (PSPs) impinging on the membrane near the trigger zone. Deco and Schürmann (1998) studied resonance phenomena for central neurons described by Ornstein Uhlenbeck (OU) processes with jumps modeling a discrete input spike train. In Sirovich (2003), jump processes are associated to the arrival of a discrete spike train. In Sirovich et al. (2007), the dependency between spikes is determined only by the jumps.

### 3.2. Model of the MP evolution through correlated diffusion processes

The Stein process for the spiking activity of a single neuron was introduced by Stein (1965). However, the study of the FPT problem for jump processes is mathematically intractable. Assuming the high frequency and the small amplitude of the jumps, diffusion limits have been proposed for instance by Capocelli and Ricciardi (1971) and Lansky (1984). From a theoretical point of view, Sirovich et al. (2007) proposed to use these processes to describe interactions in a small network.

Here, we describe the MP evolutions through a two dimensional jump diffusion process $X(t) = (X_1(t), X_2(t))$. Each component evolves independently from the other, until the time when one of them attains a threshold value $C$ for the first time. Then, that neuron releases a spike, its MP is reset to its resting value and the evolution restarts anew. Meanwhile, the MP of the other neuron has a jump of amplitude $h$ (Fig. 2, Panel I) and then it pursues its evolution. In the absence of jumps, the MP of each neuron is modeled as an OU process given by

$$dX_i(t) = \left( -\frac{1}{\tau} X_i(t) + \mu_i \right) dt + \sigma_i dW_i(t)$$

with $t_0 = 0$ and $X_i(0) = X_0$, for $i = 1, 2$. Here, $\tau$, $\mu_i$, $\sigma_i$ denote the membrane constant (or decay time), the input and the noise intensity respectively. Moreover, $W_1(t)$ and $W_2(t)$ are two standard Wiener processes. Hence, the Brownian increments are independent.

We say that this corresponds to a local connection between neurons, since the dependency between spikes is direct, being determined only by the jumps.

To simulate a sample of FPTs $T$, we proceed as follows. When both neurons release a spike, the MPs are reset to their resting values and a new simulation starts. This type of sample reproduces the interspike times following synchronous spikes of the two neurons (Fig. 1, Panel I).

To generate two coupled spike trains, we collect the crossing times of the two MPs up to a maximum observed time $t_{\text{max}}$.

### 3.1. Model of the MP evolution through jump diffusion processes

Musila and Lansky (1991) proposed to use jump diffusion processes to describe the MP evolution of a single neuron to account for the effects of the postsynaptic potentials (PSPs) impinging on the membrane near the trigger zone. Deco and Schürmann (1998) studied resonance phenomena for central neurons described by Ornstein Uhlenbeck (OU) processes with jumps modeling a discrete input spike train. In Sirovich (2003), jump processes are associated to the arrival of a spike train, but the model is not a diffusion. Recently, Sirovich et al. (2006) and Sirovich et al. (2007) proposed to use these processes to describe interactions in a small network.

Here, we describe the MP evolutions through a two dimensional jump diffusion process $X(t) = (X_1(t), X_2(t))$. Each component evolves independently from the other, until the time when one of them attains a threshold value $C$ for the first time. Then, that neuron releases a spike, its MP is reset to its resting value and the evolution restarts anew. Meanwhile, the MP of the other neuron has a jump of amplitude $h$ (Fig. 2, Panel I) and then it pursues its evolution. In the absence of jumps, the MP of each neuron is modeled as an OU process given by

$$dX_i(t) = \left( -\frac{1}{\tau} X_i(t) + \mu_i \right) dt + \sigma_i dW_i(t)$$

with $t_0 = 0$ and $X_i(0) = X_0$, for $i = 1, 2$. Here, $\tau$, $\mu_i$, $\sigma_i$ denote the membrane constant (or decay time), the input and the noise intensity respectively. Moreover, $W_1(t)$ and $W_2(t)$ are two standard Wiener processes. Hence, the Brownian increments are independent.

We say that this corresponds to a local connection between neurons, since the dependency between spikes is direct, being determined only by the jumps.

To simulate a sample of FPTs $T$, we proceed as follows. When both neurons release a spike, the MPs are reset to their resting values and a new simulation starts. This type of sample reproduces the interspike times following synchronous spikes of the two neurons (Fig. 1, Panel I).

To generate two coupled spike trains, we collect the crossing times of the two MPs up to a maximum observed time $t_{\text{max}}$.

### 3.2. Model of the MP evolution through correlated diffusion processes

The Stein process for the spiking activity of a single neuron was introduced by Stein (1965). However, the study of the FPT problem for jump processes is mathematically intractable. Assuming the high frequency and the small amplitude of the jumps, diffusion limits have been proposed for instance by Capocelli and Ricciardi (1971) and Lansky (1984). From a theoretical point of view, Sirovich et al. (2007) proposed to use these processes to describe interactions in a small network.

Here, we describe the MP evolutions through a two dimensional jump diffusion process $X(t) = (X_1(t), X_2(t))$. Each component evolves independently from the other, until the time when one of them attains a threshold value $C$ for the first time. Then, that neuron releases a spike, its MP is reset to its resting value and the evolution restarts anew. Meanwhile, the MP of the other neuron has a jump of amplitude $h$ (Fig. 2, Panel I) and then it pursues its evolution. In the absence of jumps, the MP of each neuron is modeled as an OU process given by

$$dX_i(t) = \left( -\frac{1}{\tau} X_i(t) + \mu_i \right) dt + \sigma_i dW_i(t)$$

with $t_0 = 0$ and $X_i(0) = X_0$, for $i = 1, 2$. Here, $\tau$, $\mu_i$, $\sigma_i$ denote the membrane constant (or decay time), the input and the noise intensity respectively. Moreover, $W_1(t)$ and $W_2(t)$ are two standard Wiener processes. Hence, the Brownian increments are independent.

We say that this corresponds to a local connection between neurons, since the dependency between spikes is direct, being determined only by the jumps.

To simulate a sample of FPTs $T$, we proceed as follows. When both neurons release a spike, the MPs are reset to their resting values and a new simulation starts. This type of sample reproduces the interspike times following synchronous spikes of the two neurons (Fig. 1, Panel I).

To generate two coupled spike trains, we collect the crossing times of the two MPs up to a maximum observed time $t_{\text{max}}$.
4. Results

In this Section, we apply our method on samples of FPTs and pairs of spike trains simulated from the jump and the covariance models. In Subsection 4.3, we enlighten the differences observed in the corresponding copula scatterplots. Performing the data analysis, we ignore the knowledge of the models and we infer coupling properties directly from copula scatterplots and Kendall’s tau (values reported in the captions of the figures). The goodness of fit of the results is finally checked.

The parameter values of the models agree with those used for one dimensional LIF models in the literature. In particular, we choose membrane constant $r=10 \text{ ms}$, threshold value for the MP $C=10 \text{ mV}$, jump amplitude $h=3 \text{ mV}$, covariances 0.5; 0.8; 0.91 mV²ms⁻¹, drifts and noise intensities are reported in Table 1. Examples of negative covariances, implying negative dependencies between spike trains, have been also analyzed, obtaining correct results. Also in this case, our method detects them. Unfortunately, the simulation of data from the jump model requests long computational times when we have negative jump amplitudes. For this reason, we do not illustrate these examples.

4.1. Data from the jump model

4.1.1. Samples of FPTs

The biological interpretation of samples of FPTs is not intuitive, since they do not correspond to time series. However, they can be interpreted as the intertimes after synchronous spikes (Fig. 1, Panel I) and their analysis helps to understand the use of copula scatterplots.

In Fig. 4, we report the copula scatterplots for different samples of T, obtained from the jump model, using the parameters reported in Table 1, with $h=3 \text{ mV}$. We first test the null hypothesis $H_0: T_A - T_B$ through a Kolmogorov-Smirnov (KS) test. Since the p-values $\hat{p}$ are 1, 0.998, 0.901 and 0 respectively, we reject $H_0: T_A - T_B$ only for the fourth sample, in agreement with how they were sampled.

We start considering the first three samples. The distribution of $T_A$ (and hence of $T_B$) changes in each sample. Indeed, their means and variances are different (values not reported). From the scatterplots and the values of $\hat{p}$ in Fig. 4, Panels I–III, we observe the following features:

1. Panels are characterized by decreasing values of $\hat{p}$, all statistically different from 0.
2. many points lie on the main diagonal, drawing its shape;

Fig. 3 – MP evolution through correlated diffusion processes. Example of MP evolution of two neurons coupled through a two dimensional correlated diffusion process. The MP evolution of A (B) is reset to its resting value after it spikes, while the MP evolution of B (A) is not influenced by the spike. These dynamics are stopped after both neurons have released a spike (Panel I) or after a maximum time $t_{\text{max}}$ (Panel II).

---

Tamborrino et al., submitted for publication. There, the PSPs impinging on each neuron correspond to two kinds of input: those influencing a specific neuron and those simultaneously acting on a collection of at least two neurons.

Here, the MP evolutions of the two neurons are described by a bivariate diffusion process $X(t)$ with correlated components. The sub-threshold MP evolutions are still described by Eq. (3), but now the Brownian increments are not independent anymore. Indeed, we assume $\text{Cov}(W_1(t), W_2(t))=\sigma_{12}$, with $\sigma_{12} \in (0,1)$. Therefore, the evolutions proceed jointly in all the observed time intervals, due to the presence of a common noise. We say that this situation corresponds to a global kind of dependence, since the dependencies are determined by the surrounding network.

To obtain a sample of FPTs $T$, we stop the MP evolution of the fastest neuron after it fires. Meanwhile, the slowest one continues its evolution until its MP reaches the boundary (Fig. 3, Panel I). After that, the dynamics restarts anew. These neural dynamics are characterized by a continuous coupling effect up to the first spike.

To generate two coupled spike trains, we reset the MP of the firing neuron to its resting potential and then restart it. Meanwhile, the other neuron continues its evolution until it spikes (Fig. 3, Panel II). This procedure continues up to $t_{\text{max}}$, coupling the dynamics of the two neurons.

---

The biological view point, when the neuron receives a huge number of inputs from the surrounding network, the continuous limit is a good approximation of the original process. A multivariate extension of these models has been recently proposed (Tamborrino et al., submitted for publication). There, the PSPs impinging on each neuron correspond to two kinds of input: those influencing a specific neuron and those simultaneously acting on a collection of at least two neurons.

Here, the MP evolutions of the two neurons are described by a bivariate diffusion process $X(t)$ with correlated components. The sub-threshold MP evolutions are still described by Eq. (3), but now the Brownian increments are not independent anymore. Indeed, we assume $\text{Cov}(W_1(t), W_2(t))=\sigma_{12}$, with $\sigma_{12} \in (0,1)$. Therefore, the evolutions proceed jointly in all the observed time intervals, due to the presence of a common noise. We say that this situation corresponds to a global kind of dependence, since the dependencies are determined by the surrounding network.

To obtain a sample of FPTs $T$, we stop the MP evolution of the fastest neuron after it fires. Meanwhile, the slowest one continues its evolution until its MP reaches the boundary (Fig. 3, Panel I). After that, the dynamics restarts anew. These neural dynamics are characterized by a continuous coupling effect up to the first spike.

To generate two coupled spike trains, we reset the MP of the firing neuron to its resting value after it spikes, while the MP evolution of the slowest neuron continues until its MP reaches the boundary (Fig. 3, Panel II). This procedure continues up to $t_{\text{max}}$, coupling the dynamics of the two neurons.

---

The biological view point, when the neuron receives a huge number of inputs from the surrounding network, the continuous limit is a good approximation of the original process. A multivariate extension of these models has been recently proposed (Tamborrino et al., submitted for publication). There, the PSPs impinging on each neuron correspond to two kinds of input: those influencing a specific neuron and those simultaneously acting on a collection of at least two neurons.

Here, the MP evolutions of the two neurons are described by a bivariate diffusion process $X(t)$ with correlated components. The sub-threshold MP evolutions are still described by Eq. (3), but now the Brownian increments are not independent anymore. Indeed, we assume $\text{Cov}(W_1(t), W_2(t))=\sigma_{12}$, with $\sigma_{12} \in (0,1)$. Therefore, the evolutions proceed jointly in all the observed time intervals, due to the presence of a common noise. We say that this situation corresponds to a global kind of dependence, since the dependencies are determined by the surrounding network.

To obtain a sample of FPTs $T$, we stop the MP evolution of the fastest neuron after it fires. Meanwhile, the slowest one continues its evolution until its MP reaches the boundary (Fig. 3, Panel I). After that, the dynamics restarts anew. These neural dynamics are characterized by a continuous coupling effect up to the first spike.

To generate two coupled spike trains, we reset the MP of the firing neuron to its resting value after it spikes, while the MP evolution of the slowest neuron continues until its MP reaches the boundary (Fig. 3, Panel II). This procedure continues up to $t_{\text{max}}$, coupling the dynamics of the two neurons.

---

The biological view point, when the neuron receives a huge number of inputs from the surrounding network, the continuous limit is a good approximation of the original process. A multivariate extension of these models has been recently proposed (Tamborrino et al., submitted for publication). There, the PSPs impinging on each neuron correspond to two kinds of input: those influencing a specific neuron and those simultaneously acting on a collection of at least two neurons.

Here, the MP evolutions of the two neurons are described by a bivariate diffusion process $X(t)$ with correlated components. The sub-threshold MP evolutions are still described by Eq. (3), but now the Brownian increments are not independent anymore. Indeed, we assume $\text{Cov}(W_1(t), W_2(t))=\sigma_{12}$, with $\sigma_{12} \in (0,1)$. Therefore, the evolutions proceed jointly in all the observed time intervals, due to the presence of a common noise. We say that this situation corresponds to a global kind of dependence, since the dependencies are determined by the surrounding network.

To obtain a sample of FPTs $T$, we stop the MP evolution of the fastest neuron after it fires. Meanwhile, the slowest one continues its evolution until its MP reaches the boundary (Fig. 3, Panel I). After that, the dynamics restarts anew. These neural dynamics are characterized by a continuous coupling effect up to the first spike.

To generate two coupled spike trains, we reset the MP of the firing neuron to its resting value after it spikes, while the MP evolution of the slowest neuron continues until its MP reaches the boundary (Fig. 3, Panel II). This procedure continues up to $t_{\text{max}}$, coupling the dynamics of the two neurons.

---

The parameter values of the models agree with those used for one dimensional LIF models in the literature. In particular, we choose membrane constant $r=10 \text{ ms}$, threshold value for the MP $C=10 \text{ mV}$, jump amplitude $h=3 \text{ mV}$, covariances 0.5; 0.8; 0.91 mV²ms⁻¹, drifts and noise intensities are reported in Table 1. Examples of negative covariances, implying negative dependencies between spike trains, have been also analyzed, obtaining correct results. Also in this case, our method detects them. Unfortunately, the simulation of data from the jump model requests long computational times when we have negative jump amplitudes. For this reason, we do not illustrate these examples.

4.1. Data from the jump model

4.1.1. Samples of FPTs

The biological interpretation of samples of FPTs is not intuitive, since they do not correspond to time series. However, they can be interpreted as the intertimes after synchronous spikes (Fig. 1, Panel I) and their analysis helps to understand the use of copula scatterplots.

In Fig. 4, we report the copula scatterplots for different samples of $T$, obtained from the jump model, using the parameters reported in Table 1, with $h=3 \text{ mV}$. We first test the null hypothesis $H_0: T_A - T_B$ through a Kolmogorov-Smirnov (KS) test. Since the p-values $\hat{p}$ are 1, 0.998, 0.901 and 0 respectively, we reject $H_0: T_A - T_B$ only for the fourth sample, in agreement with how they were sampled.

We start considering the first three samples. The distribution of $T_A$ (and hence of $T_B$) changes in each sample. Indeed, their means and variances are different (values not reported).

From the scatterplots and the values of $\hat{p}$ in Fig. 4, Panels I–III, we observe the following features:

1. Panels are characterized by decreasing values of $\hat{p}$, all statistically different from 0.
2. many points lie on the main diagonal, drawing its shape;
Table 1 – Drifts $\mu$ and noise intensities $\sigma^2$ used to simulate spike data. Units are: $\text{mVms}^{-1}$ and $\text{mV}^2\text{ms}^{-3}$, respectively.

<table>
<thead>
<tr>
<th>Case</th>
<th>$\mu_A$</th>
<th>$\mu_B$</th>
<th>$\sigma_A^2$</th>
<th>$\sigma_B^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>1.2</td>
<td>1.2</td>
<td>0.3</td>
<td>0.3</td>
</tr>
<tr>
<td>II</td>
<td>1.2</td>
<td>1.2</td>
<td>0.5</td>
<td>0.5</td>
</tr>
<tr>
<td>III</td>
<td>1.2</td>
<td>1.2</td>
<td>1.1</td>
<td>1.1</td>
</tr>
<tr>
<td>IV</td>
<td>1.0</td>
<td>1.5</td>
<td>0.5</td>
<td>0.5</td>
</tr>
</tbody>
</table>

3. scatterplots exhibit similar features, although with different densities of the points. Moving from the left to the right side, the density of the points not on the diagonal increases;
4. there is a lack of points around the main diagonal.

Due to feature 1, a dependency is caught by the method in each sample. The analogies between the plots suggest the presence of a similar coupling phenomenon acting with different strengths, as suggested also by the first feature. The coupling phenomenon acts only to determine the synchrony, while the other intertimes are scarcely dependent. Indeed, feature 4 and the lack of clusters do not reveal further dependencies. That means that specific phenomenon might determine synchronous spikes or have no effect if the instantaneous coupling is not strong enough. A local connection is compatible with this kind of behavior. These remarks agree with the underlying model used to generate the samples.

Now, consider Panel IV. Also in this case, a positive $\hat{\tau}$ is observed, but the copula scatterplot is not symmetric anymore. In the time scatterplots (figures not reported), we observe many points lying on the main diagonal. Therefore, the curve in Panel IV corresponds to the curve of synchrony. Moreover, a high density of points is observed on the curve that is surrounded by a lack of points. Hence, we can hypothesize a similar dynamics to that observed in Panels I–III, but with different marginals.

4.1.2. Samples of spike trains
We consider two spike trains generated according to the jump model with parameters given by case IV in Table 1. We cannot reject $H_0: T_A = T_B$, since $\hat{\beta} = 0.998$. Therefore, the analysis does not change inverting the roles of target and reference neurons. Thus, we choose A as target neuron.

The pairs $(T_A, \theta + \sum_{m=1}^k T_B^m)$ are characterized by Kendall’s tau statistically equal to zero (e.g. $\hat{\beta} = 0.71, 0.70, 0.79$ for $k = 1,2,3$). Hence, the samples do not present delayed coupling phenomena.

In Fig. 5, we report the copula scatterplots of $(T_A, \theta + \sum_{m=1}^k T_B^m)$ for $m=0,1,2,3,5,10$. From these plots and the values of $\hat{\tau}$, we observe that increasing the value of $m$, the copula scatterplots approach the independent copula.

In Panel I, the curve with the highest density of points is well approximated by a straight line. Moreover, $T_A$ and $\theta$ have a similar distribution (histograms not shown). Since $T_A \sim T_B$, $\theta$ and $T_B$ have a similar distribution too. Therefore, the spiking dynamics are characterized by the presence of synchronous spikes. Moreover, we observe a lack of points around the diagonal, as in Fig. 4. Therefore, we can hypothesize a local coupling.

In the remaining panels, new curves catch the dependency between $T_A$ and $\theta + \sum_{m=1}^k T_B^m$. Since these rvs have different distributions (p-values not reported), these curves correspond to curves of monotonity.

Now, we consider two spike trains obtained with parameters of case IV in Table 1. We reject $H_0: T_A \sim T_B$ and $H_0: T_A \sim \theta$, since both p-values are null. The Kendall’s tau for $(T_A, \theta + \sum_{m=1}^k T_B^m)$ is statistically different from zero only when $k = 1$, since $\hat{\beta} = 0$ for $H_0: \tau = 0$. However, it does not represent a delayed dependency, since $E[T_A] = 17.92$, $E[\theta + \sum_{m=1}^k T_B^m] = 20.40$ and $E[T_B^m] = 10.32$.

In Fig. 6, we plot the copulas for $(T_A, \theta + \sum_{m=1}^k T_B^m)$. Here, $m = 1$ maximizes $\hat{\tau}$. This figure presents some similarities to Fig. 5. Indeed, for $m$ greater than the optimal one, the dependency decreases and the copula scatterplots look like the independent copula. Moreover, in both figures, we observe a lack of points around the curve of monotonity for $m=0$ and 1 as well as the presence of clusters. Finally, in Fig. 6, these curves can be detected up to $m=5$.

The analogies between samples of Figs. 5 and 6 allow to hypothesize dynamics for the spike trains driven by similar kinds of dependencies, even if with different marginal behaviors.

Since $T_A$ and $T_B$ are not identically distributed, we repeat the analysis considering $B$ as target neuron. In Fig. 7, we report the copula scatterplots for $m=0,1,2$. The shapes of these scatterplots and the strength of the dependencies caught by $\hat{\tau}$ are different from those in Fig. 6. Also in this case, $\hat{\tau}$ is statistically different from 0. Furthermore, a curve of monotonity is
recognized only for $m=0$. This is related to the slower nature of neuron A. Note that we have detected dependencies alternating A and B as target neurons. Therefore, there exists a bi-directional influence connection between the two neurons.

The results obtained applying our method are coherent with the features of the models used to simulate data. In particular, we were able to detect bi-directional connections, such as those determined by the jump dynamics of the

Fig. 5 – Sample of spike trains from the jump model, where $T_A\sim T_B$. Copula scatterplots of $(T_A, \theta + \sum_{k=1}^{m} T_B(k))$, for $m=0, 1, 2, 3, 5, 10$, where $T_A$ and $T_B$ have the same distribution. The estimated Kendall’s tau are statistically different from zero, with values $\hat{\tau}_I = 0.42, \hat{\tau}_II = 0.20, \hat{\tau}_III = 0.15, \hat{\tau}_IV = 0.12, \hat{\tau}_V = 0.10$ and $\hat{\tau}_VI = 0.07$, respectively. Note that $m=0$ represents the optimal value maximizing the dependency between the involved times.

Fig. 6 – Sample of spike trains from the jump model with different distributions of $T_A$ and $T_B$. Copula scatterplots of $(T_A, \theta + \sum_{k=1}^{m} T_B(k))$, for $m=0, 1, 2, 3, 5, 10$, where $T_A$ and $T_B$ have different distributions. The estimated Kendall’s tau are statistically different from zero and equal to $\hat{\tau}_I = 0.04, \hat{\tau}_II = 0.12, \hat{\tau}_III = 0.06, \hat{\tau}_IV = 0.04, \hat{\tau}_V = 0.02, \hat{\tau}_VI = 0.01$, where $m=1$ represents the optimal value maximizing $\hat{\tau}$. 
considered model, as well as to hypothesize a correct local coupling. As previously remarked, we have ignored the knowledge of the underlying models during the analysis phase.

4.2. Data from the covariance model

Here, we consider data generated from the covariance model with parameters reported in Table 1 and covariances equal to 0.5, 0.8, 0.91, 0.8 \text{mV}^2\text{ms}^{-1}, respectively.

4.2.1. Samples of FPTs

In Fig. 8, we report the copula scatterplots coming for the four samples of FPTs. Testing \(H_0: T_A \sim T_B\), we obtain \(\hat{p} = 0.69, 0.95, 0.89 \) and 0, respectively. We start considering the first three pairs, characterized by identically distributed ISIs.

Looking at Fig. 8, Panels I–III and the corresponding \(\hat{\tau}\), we observe the following features:

1. Panels are characterized by increasing values of \(\hat{\tau}\), all statistically different from 0.
2. many points lie on the main diagonal and around it;
3. scatterplots exhibit similar features, although with different densities of the points. Moving from the left to the right side, the density of the points far from the diagonal decreases.

Positive dependencies are caught in all samples. Furthermore, the numerous points lying on the diagonal (indicator of synchrony) are surrounded by a cloud of other points. This suggests the presence of a noise that continuously perturbs the coupling phenomenon, destroying the synchrony. A global connection is compatible with this kind of behavior.

Now, consider Panel IV. In the time scatter plot, not reported, (resp. copula scatterplot) no points lie on or above the main diagonal (the curve of synchrony), due to the fact that \(\mathbb{E}[T_A] = 24.98, \mathbb{E}[T_B] = 10.65\). Therefore, no synchrony is observed. For the similarity with Panel I, we hypothesize a similar dynamics characterized by different marginals.

4.2.2. Samples of spike trains

We consider two spike trains generated with drifts and variances given by case III in Table 1, and covariance 0.91 \text{mV}^2\text{ms}^{-1}. We cannot reject \(T_A \sim T_B\), since \(\hat{p} = 0.94\). Therefore, it is sufficient to consider \(A\) as target neuron.

In Fig. 9, we report the copula scatterplots of \((T_A, \theta + \sum_{k=1}^{m} T_B^k)\) for \(m = 0, 1, 2, 3, 5, 10\). From these plots and the values of \(\hat{\tau}\), we note that the copula scatterplots approach the independent copula as \(m\) increases.

In Panel I, \(T_A\) and \(\theta\) have different distributions since \(\hat{p} = 0\) for the hypothesis \(H_0: T_A \sim \theta\). Therefore, the monotone dependency is caught by a curve and the largest part of the points lays on and under it. This behavior may be explained admitting the existence of a noise that perturbs the system and destroys the deterministic relationship. Furthermore, the dependencies seem to be determined by a continuous phenomenon that tunes the activity of the two neurons, despite

\[\hat{\tau}_I = 0.41, \hat{\tau}_{II} = 0.53, \hat{\tau}_{III} = 0.67, \text{ respectively. They are statistically different from zero, since the corresponding } p\text{-values are smaller than 0.05.}\]
the noise. Therefore, a global coupling might be hypothesized. This is supported by the fact that (TA, Σk=1m TB(k)) becomes statistically independent for m ≥ 409. That means that we are observing a long memory phenomenon.

In the remaining panels, new curves of monotony catch the synchrony between TA and θ + Σk=1m TB(k). In particular, in Panel II, the number of points lying on this curve is greater than those in Panel I.

Finally, we consider two spike trains generated using the parameters given by case IV in Table 1, and covariance 0.8 mV2ms−1. We reject H0: TA − TB, since β̂=0. In Fig. 10, we plot the copulas for (TA, θ + Σk=1m TB(k)). Here, m=2 maximizes τ̂ for the considered samples and curve of monotony can be detected up to m=5. This figure presents some similarities to Fig. 9. Indeed, for m greater than the optimal value, the dependence decreases and the copula scatterplots look like the independent copula. These analogies allow to hypothesize dynamics for the spike trains driven by similar kinds of dependencies, even with different marginal behaviors.

Due to the different roles of neurons A and B, we repeat the analysis considering B as target neuron. The copula scatterplots for m=0, 1, 2 are plotted in Fig. 11. The shapes are obviously different from those in Fig. 10, but also in this case, τ̂ is statistically different from 0. Therefore, we have detected a bi-directional connection between the two neurons.

In both samples, no delayed phenomena are detected. Indeed, no p-values statistically different from zero are observed for (TA, TB) such that E(θ + Σk=1m TB(k)) − E(TA) > E(TB).

The results agree with those expected, determined by the structure of the used model.

4.3. Comparison between data from the two models

Data used in Figs. 4–8, 5–9, 6–10, 7–11 came from two OU processes with the same parameters, but coupled according to different rules, i.e. jumps or positive covariances. The different coupling leads to different shapes in the copula scatterplots, as well as to different properties. For instance, copula scatterplots related to the jump model are characterized by a lack of points around the main diagonals, while a cluster of points is observed in those coming from the covariance model. This allows us to hypothesize different coupling phenomena for those scatterplots presenting different features.

Furthermore, we may observe different shapes of scatterplots even with a similar τ̂. Look for instance at Fig. 4, Panel II and Fig. 8, Panel III, with τ̂=0.69 and τ̂=0.67, respectively. Therefore, the study of correlation or rank correlation indexes, such as the Pearson’s rho or the Kendall’s tau, is useful to recognize the presence of dependencies, but it cannot be used to investigate their nature.

5. Discussion

The use of copulas allows a new approach to analyze dependencies between spike trains. The discussed examples illustrate some features highlighted by means of this technique. Suitable statistical tests and further developments of the mathematical tools will allow to determine families of copulas able to fit data. Furthermore, a classification of the
different copulas corresponding to different kinds of coupling may help to interpret the structure of the network.

In this Section, we compare some of our results with those obtained through classical tools. At first, we consider cross-correlograms and time scatterplots. Then, we briefly discuss some features of the GLMs and finally we perform a detailed comparison with the Cox method.

Crosscorrelograms are one of the most used techniques to analyze spike trains. They detect synchronous and delayed activities but they are often unable to recognize other kinds of dependencies. Reversely, in copula scatterplots, the layout of the points out of the curve of synchrony discloses the presence of other kinds of dependencies. Moreover, it helps to hypothesize the underlying coupling effects. A common feature between crosscorrelograms and the proposed approach is the necessity to fix a target neuron. Usually, the analysis is repeated, exchanging the roles of the two neurons.

The analysis of crosscorrelograms requests the simultaneous study of the autocorrelograms. Indeed, oscillations in the crosscorrelogram might be due to marginal behaviors, as described by Sacerdote and Tamborrino (2010) and Tetzlaff et al. (2008). Thus, it is not always possible to distinguish between the two cases. Furthermore, the duration of the dependencies is hidden in crosscorrelograms. Indeed, this information depends on the presence of several peaks or troughs and by their width. Unfortunately, these features

Fig. 10 – Sample of spike trains from the covariance model, with different distributions of $T_A$ and $T_B$. Copula scatterplots of $(T_A, \theta + \sum_{k=1}^{m} T_B(k))$, for $m = 0, 1, 2, 3, 5, 10$, where $T_A$ and $T_B$ have different distributions. The estimated Kendall’s tau are statistically different from zero and equal to $\hat{\tau}_I = 0.07, \hat{\tau}_{II} = 0.27, \hat{\tau}_{III} = 0.33, \hat{\tau}_{IV} = 0.31, \hat{\tau}_V = 0.26, \hat{\tau}_{VI} = 0.20$, where $m = 2$ represents the optimal value maximizing $\tau$.

Fig. 11 – Choice of $B$ as target neuron. Copula scatterplots of $(T_B, \theta + \sum_{k=1}^{m} T_A(k))$, for $m = 0, 1, 2$, obtained considering $B$ as target neuron, in the spike trains analyzed in Fig. 10. The estimated Kendall’s tau are $\hat{\tau}_I = 0.27, \hat{\tau}_{II} = 0.22, \hat{\tau}_{III} = 0.18$ and $m = 0$ maximizes the dependency.
change according to the used bin. On the contrary, copulas allow to determine the value of \( m \) such that the two considered random times become independent, disclosing memory properties. In Fig. 12, we show autocorrelograms and crosscorrelograms corresponding to samples analyzed in Figs. 5 and 9. For each sample, we only plot one autocorrelogram, since \( T_A \sim T_B \). In the crosscorrelograms, peaks and troughs far from zero are due to the marginal behaviors, as explained by the autocorrelograms. Hence, these oscillations do not represent two neurons firing with a delay, i.e. the only statistically meaningful peaks are those in \( 0 \).

One might wonder why to use copula scatterplots instead of time scatterplots. In a time scatterplot, one can easily recognize synchronous spikes from the presence of a straight line. Furthermore, such plot gives information on the marginal behavior, allowing to recognize the range of the involved times. However, the merge of marginal and joint behaviors represents the main limit of this tool. Indeed, it is hard to distinguish meaningful clusters, observing clouds of points (Fig. 13, Panels I and IV). Hence, any classification of the observed kinds of dependencies becomes difficult. Reversely, copula scatterplots (Fig. 13, Insets I’ and IV’) solve this problem, catching only the joint behavior, since the marginal distributions are uniform. The same considerations hold when one plots the 3-D histograms for the times (Fig. 13, Panels II and V) and for the copulas (Fig. 13, Panels III and VI).

GLMs, as well as correlation indices, privilege linear dependencies, while copulas and the Kendall’s \( \tau \) deal with any kind of dependency. For instance, correlation indices assume value 1 when the rvs are related by a linear relationship. On the contrary, the Kendall’s tau is equal to 1 if there exists a strictly increasing transformation between the rvs. Furthermore, GLMs are sensible to the amplitude of the test window. In our approach, this problem becomes relevant only plotting a 3-D histogram for the copula, to perform a fit of data to a specific family of copulas.

The recent upgrading of the Cox method makes it a useful approach for the detection of dependencies in a neural network (Masud and Borisyuk, 2011). They study the dependency of a target neuron \( A \) on the other \((n-1)\) reference neurons, considering pairwise dependencies. For this reason, we focus on the comparison of the two methods for the case \( n-2 \), reporting the main advantages of each method.

5.1. Copula method versus Cox method

5.1.1. The Cox method

The Cox method makes use of the hazard function, that is defined as the occurrence rate at time \( t \) conditional on survival time until time \( t \) or later:

\[
\psi(t) = \lim_{\Delta \to 0} \frac{P(t \leq t + \Delta | T > t)}{\Delta} = \frac{f(t)}{1-F(t)}.
\]

Here, \( f(t) \) is the cdf of the ISIs and \( F(t) \) is their density.

In (Masud and Borisyuk, 2011), modulated renewal processes (refer to Cox (1972) and Borisyuk et al. (1985)) have been considered to introduce the dependency between spike trains. They suppose that the hazard function \( \phi \) of the target neuron \( A \) is a product of two multipliers. The first term is the hazard function \( \phi \) of the renewal process \( A \) without influence from the reference neuron \( B \), and the second term describes the influence of neuron \( B \) on \( A \). In particular, they introduce an influence function \( Z(t) \) that determines how the reference neuron influences the target. They propose to use a hazard function given by

\[
\psi(t) = \phi_A(U_A(t)) \exp(nZ(t)).
\]

Here, \( U_A(t) \) is the backward recurrence time of the process \( A \) at time \( t \) and \( \beta \) is the parameter that has to be estimated (Perkel et al., 1967). It gives the strength of influence from train \( B \) to \( A \) if \( \beta<0 \), no influence is observed. Their method provides an estimation of \( \beta \) and a confidence interval for the test hypothesis \( H_0: \beta=0 \).

As influence function \( Z(t) \), they choose the alpha function proposed by Gerstner and Kistler (2002) to describe the synaptic connectivity between neurons. This choice implies the necessity to estimate a set of parameters: the delay time \( \Delta \) due to spike propagation from neuron \( B \) to \( A \) and the characteristic decay and rise times of the postsynaptic potential (PSP), denoted by \( \tau_r \) and \( \tau_s \), respectively.

The estimation of \( \Delta \) can be properly done using a pairwise Cox method or considering the time shift to the right side of zero corresponding to the highest value of the crosscorrelation function exceeding the upper boundary. If the MP evolution is described by a Stein’s model, the decay time can be estimated.

![Fig. 12 - Autocorrelograms and crosscorrelograms. Panels I and III: autocorrelograms of TA for the samples analyzed in Figs. 5 and 9, respectively. The line with circles represents the estimated autocorrelation. The two straight lines limit the confidence interval at 0.05 for \( \tau_{\text{A}} \). Panels II and IV: crosscorrelograms for the considered samples. The line with stars (dotted line) denotes the empirical (theoretical) crosscorrelation, while the two straight lines delimit a confidence interval for the hypothesis of independence between \( T_A \) and \( T_B \).](image_url)
from the ISI data using the algorithm in Tuckwell and Richter (1978), while the rise time is assumed to satisfy $\tau_\theta = \frac{1}{\Delta r} \tau_r$.

In general, the estimation of $\tau_r$ and $\tau_\theta$ from the ISI data is an unsolved task. Indeed, it requires the knowledge of the underlying model and the measurement of the PSP. Therefore, the results from the method may become unreliable. A solution might be to change the influence function $Z_{B\theta}$, choosing a more general expression.

In the sequel, we consider a set of examples analyzed with the two methods.

5.1.2. Examples
We apply the Cox method to the data sample used in Section 4. For an OU process, $\tau_\theta = \theta$, while $\tau_r = \theta$. However, to perform the analysis, we assume $\tau_r = 0.1$, as in Masud and Borisyuk (2011). The delay $\Lambda$ is estimated using crosscorrelograms. To estimate $\beta$ from Eq. (4) and its confidence interval, we use the software provided kindly to us by Borisyuk and Masud.

Using data from the covariance model, we obtain $\Delta=0$ or $\Delta=1$. With these estimates, the Cox method correctly catches the bi-directional dependencies, providing statistically positive estimates of $\beta$ (analysis not reported).

However, the method does not succeed using data from the jump model. Choosing $A$ as target neuron, we investigate $\beta_{BA}$, i.e. the influence from $B$ to $A$. Here, we report the study of the Cox method on the spike trains analyzed in Fig. 5, with crosscorrelogram in Fig. 12, Panel II. Looking to the right side of Fig. 12, two peaks are observed at times 0 and 10. However, the second one is due to the autocorrelation and therefore, we choose $\Delta=0$. This leads to $\beta_{BA} = -5.89$ with confidence interval $(-6.22; -5.59)$.

Therefore, a wrong negative dependency is caught. Vice versa, choosing the wrong delay $\Lambda=10$, we got a correct positive dependency $\beta_{BA} = 0.71$, with confidence interval $(0.46; 0.97)$. Choosing $B$ as target neuron, similar features follow (data not reported).

Hence, the goodness of the results depends highly on the underlying model and on the ability of the experimenter to estimate the parameters correctly, when this can be done, i.e. when we can measure the PSP or we know $\tau_r$ and $\tau_\theta$ in advance.

As a second check, we have generated two spike trains according to the enhanced LIF model described in (Borisyuk, 2004), using the software from the website www.tech.plymouth.ac.uk/infovis. This model considers different biological parameters, e.g. the already mentioned $\Delta$ and $\tau_r$, but also the absolute refractory period $r$, defined as the interval following a spike where the neuron is unable to spike again. Furthermore, the software allows to specify the connection scheme between the two neurons.

Here, we test the Copula method on two spike trains generated choosing $\Delta=7$, $\tau_\theta=2.78$, $\tau_r=0.1$, $r=5$ and uni-directional connection $\beta_{BA}=12.18$, i.e. $B$ influences $A$. Choosing $A$ as target neuron, no delayed phenomena are observed. Indeed, the Kendall’s tau for the pairs $(\tau_A, T_B)$ are statistically equal to zero (refer to Table 2, for k=1, 2). Reversely, we obtain a positive Kendall’s tau for $m=0$, i.e. for the pair $(\tau_A, \theta)$. Furthermore, the pairs $(\tau_A, \theta + \sum_{n=1}^m T_B^n)$ are independent for $m>1$, having a p-value larger than 0.05 (values not reported). Therefore, these data are characterized by an instantaneous effect. Choosing $B$ as target neuron, no dependencies are catched, as shown in Table 2. Hence, as the Cox method, our method catches the connection scheme correctly.

Fig. 13 – Analyses through ISIs and copulas. Scatterplots and 3-D histograms for times and copulas. The upper (lower) panels correspond to the samples analyzed in Fig. 5 (Fig. 9). Panels I, IV: ISI scatterplots of $(\tau_A, T_B)$. Inset I’: copula scatterplot corresponding to $(\tau_A, \theta)$ (previously shown in Fig. 5, Panel I). Panel IV’: copula scatterplot corresponding to $(\tau_A, \theta + T_B^1)$ (already shown in Fig. 9, Panel II). Panels II and V: 3-D time histograms. Panels III and VI: 3-D copula histograms.
this would request the investigation of triplets, quartets, etc. of dependencies. Using the copula method, ever, it would be interesting to investigate also the existence of and performing the aforementioned analysis on each pair. How-

study would become even more difficult, since one should rede-

the impossibility to use scatterplots. Using the Cox method, this

Masud and Borisyuk (2011), i.e. considering pairs of spike trains
to investigate dependencies of a neural network as done in

influence function

• it gives the possibility to fit the joint distribution for the ex-

• it recognizes the duration of the effect of a coupling phe-

nomenon through the investigation of m;

it allows to recognize the presence of similar underlying dy-

mamics for the MP, when the copula scatterplots or densities

have similar shapes;

it gives the direction scheme of two neurons, non pairwise.
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