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1. Introduction

This paper considers statistical estimation of the finite state space, time–inhomogeneous aggregate Markov process introduced in the companion paper [3]. The term aggregate refers to certain states of the process being pooled into macrostates. For example, the interpretation of macrostates could be biometric or behavioural states in a life insurance context, like active, disabled, or free–policy. The pooled states are referred to as microstates and are introduced to improve the sojourn time distributions of the macrostates and introduce dependencies between transitions. This allows for non–Markovian modelling in general. Since only paths of the macrostates are observed, this corresponds to an incomplete data problem with respect to the underlying microstates, and we employ an expectation–maximisation (EM) algorithm to obtain maximum likelihood estimates of transition intensities on the micro level.
The aggregate Markov model of [3] may be considered as the underlying process of a time–inhomogeneous BMAP (Batch Markovian Arrival Processes, [20]), and contains as special cases time–homogeneous phase–type renewal processes (see [21]), Markov modulated Poisson processes (see [23]) and of course (time–homogeneous) BMAPs. In the aggregate Markov model, the sojourn time distributions are inhomogeneous phase-type distributed (IPH, [4]) and dependent, as shown in [3, Proposition 4.1]. Methods for fitting independent IPH distributions via the EM algorithm have been considered in [6] for commuting sub–intensity matrix functions and in [2] for general IPHs. Methods for the estimation of homogeneous BMAPs can be found in [11, 12].

In the multi–state life insurance context, however, we both need the time–inhomogeneity and dependency between transitions to adequately capture age dependencies and duration effects. The nature of such models implies that sub–intensity matrices at different times may not commute, which is a crucial assumption in the independent IPH fitting of [6]. We, therefore, extend the general approach of [2] to include the dependencies. This will provide the main contribution of the paper. Special attention is paid to the semi–Markovian case considered in [3, Subsection 4.2], known as the reset property, where sojourn time distributions are IPH and independent. Here, we show how algorithms of [2] partly can be used as inputs to our algorithms.

An important ingredient in our methods is the approximation of the models by piecewise constant transition rates. In general, transition probabilities of the Markov processes involved are solutions to ordinary differential equations of Kolmogorov type, the solution of which is denoted the product integral (see [15, 19]). Assuming piecewise constant rates, the solutions can be expressed explicitly in terms of products of matrix exponentials. Furthermore, maximum likelihood estimation greatly simplifies and can be expressed in terms of Multinomial and Poisson regressions based on sufficient statistics in the different time intervals.

While we develop an EM algorithm for the general model, we only implement and apply it to data where the reset property is satisfied along with piecewise constant transition rates; this relates to the approach in [2]. Here, we present a numerical example where macro data is simulated from a time–inhomogeneous semi-Markovian disability model commonly used in the context of disability insurance (see, e.g., [18, 16, 14, 13]). We compare our model fits with more classic GLM-based fits as well as true and empirical distributions to illustrate how the aggregate Markov model with the reset property is able to capture duration effects in these kinds of models.

The approach of using a GLM fit to a semi-Markovian model is a classical way that requires minimal implementation since GLM routines from standard software packages can be employed. The execution of the GLM is fast and can be applied to any semi–Markovian model with piecewise constant transition rates. On the other hand, aggregate Markov models are incomplete data models in which the GLM approach cannot be employed. Here, the EM algorithm is a standard method, which suffers from the usual
issues related to any EM algorithm: slow convergence and the possibility of convergence
to a local maximum or saddlepoint. Additionally, the current model suffers from overpa-
parameterisation and hence lack of identifiability. In spite of this, the potential applications
of the aggregate Markov model with unobserved microstates are much broader and can,
in principle, be used in any Markovian life insurance setting; see [3] for further details.

The remainder of the paper is structured as follows. In Section 2, we set up the model and
notation. Section 3 considers the estimation of completely observed aggregate Markov
processes. Special attention is given to the piecewise constant case and the reset property,
where links to Multinomial and Poisson regressions are provided. Then, in Section 4,
an EM algorithm for fitting aggregate Markov models from observing only the macro
process is developed. Special attention is devoted to the piecewise constant case and
the reset property. The proof of the EM algorithm is deferred to Appendix A. Finally,
Section 5 contains a numerical example in a disability model.

2. THE AGGREGATE MARKOV MODEL

We now present the aggregate Markov model introduced in the companion paper [3]
and some probabilistic properties of the model that are relevant to the present paper.
Consider a jump process \( X_1 = \{X_1(t)\}_{t \geq 0} \) taking values on the finite set \( J = \{1, 2, ..., J\} \),
\( J \in \mathbb{N} \). We think of these as biometric or behavioural states governing the states of the
insured in a life insurance context, for example, active, disabled, free–policy, or dead.
We refer to these states as macrostates. To each macrostate \( i \in J \), we assign a number
\( d_i \geq 1 \) of so–called microstates. If \( d_i = 1 \), the macrostate coincides with the state \( i \) of the
Markov process \( X_1 \). If \( d_i > 1 \), we think of a state \( i \) as consisting of several underlying
and unobserved microstates. Usually, the microstates are added with the sole purpose
of improving the fit of the model, in particular, to capture duration effects, and the
microstates are, therefore, not attributed to any physical interpretation.

In order to keep track of both macro and microstates, we define a time-inhomogeneous
Markov jump process

\[
X = \{X(t)\}_{t \geq 0} = \{(X_1(t), X_2(t))\}_{t \geq 0}
\]

with state space

\[
E = \{i = (i, \tilde{i}) : i \in J, \tilde{i} \in \{1, 2, ..., d_i\}\}.
\]

Here \( X_2(t) \) is, in general, dependent on \( X_1(t) \). For each \( i = (i, \tilde{i}) \), \( i \) denotes the current
macrostate, which identifies a group of microstates, and \( \tilde{i} \) denotes the actual microstate
within this group. The total number of (micro)states is \( |E| = \bar{d} = \sum_{i \in J} d_i \). We assume
that \( X_1(0) = 1 \), so that the initial distribution of \( X \) is given by

\[
\pi = (\pi_1(0), 0)
\]
for some initial distribution \((d_1\text{–dimensional row vector}), \pi_1(0)\), the elements of which are the probabilities of \(X_2(t)\) initiating in the different microstates, i.e. the distribution of \(X_2(0)\).

Denote by \(M(t)\) the intensity matrix function for \(X\). This can be written in the following block form:

\[
M(t) = \begin{pmatrix}
M_{11}(t) & M_{12}(t) & \cdots & M_{1J}(t) \\
M_{21}(t) & M_{22}(t) & \cdots & M_{2J}(t) \\
\vdots & \vdots & \ddots & \vdots \\
M_{J1}(t) & M_{J2}(t) & \cdots & M_{JJ}(t)
\end{pmatrix},
\]

(2.1)

where \(M_{ii}(t)\) are sub–intensity matrices of dimension \(d_i \times d_i\) providing transition rates between the microstates within macrostate \(i\) at time \(t\), and \(M_{ij}(t)\) are non-negative matrices of dimension \(d_i \times d_j\) providing transition rates from microstates within macrostate \(i\) to microstates within macrostate \(j\) at time \(t\). We denote an element of \(M(t)\) by \(\mu_{ij}(t), i, j \in E\).

The (defective) transition matrix for transitions between the microstates of macrostate \(i\) only, are given as the product integral (see [19, 15])

\[
\bar{P}_i(s, t) = \int_s^t (I + M_{ii}(x)) dx, \quad i \in J.
\]

(2.2)

Throughout the paper, we let \(\tilde{e}_i\) denote a column vector (of appropriate dimension) having 1 in entry \(\tilde{i}\) and zeros otherwise. Primes on vectors and matrices will denote matrix transposition.

If we let \(e_i\) be of dimension \(d_i\), then \(e_i^T \bar{P}_i(s, t)\) contains the distribution of \(X(t)\) within macrostate \(i\) on the event of staying in this macrostate throughout \([s, t]\), and conditional on \(X(s) = i = (i, \tilde{i})\). The matrix \(M_{ij}(t)dt, j \neq i\), then contains the (infinitesimal) transition probabilities between microstates belonging to macrostates \(i\) and \(j\), respectively.

The paths of the macro process \(X_1\) can be represented by its marked point process \((T_i, Y_i)_{i \in \mathbb{N}_0}\), where \(T_i\) denotes the time of the \(i\)th jump out of a macrostate, and where \(Y_i\) denotes the state to which the jump occurs, i.e. \(Y_i = X_1(T_i)\). In particular, let \(S_n = (T_i, Y_i)_{i \leq n}\) denote a sample path consisting of \(n\) jumps and which terminates by a jump at time \(T_n\) to state \(Y_n\). If \(o_n\) denotes a realisation of \(S_n\) with corresponding jump times \(T_i = t_i\) and states \(Y_i = y_i\), then the \(d_{y_n}\)-dimensional row vector (see [3, Lemma A.1])

\[
\alpha(o_n) = \pi_1(0) \prod_{\ell=0}^{n-1} P_{y_\ell}(t_\ell, t_{\ell+1}) M_{y_\ell y_{\ell+1}}(t_{\ell+1})
\]

(2.3)

provides the rate of a jump to state \(y_n\) at time \(t_n\) on the event that previous jumps times and states are given by \(t_i\) and \(y_i, i \leq n - 1\), respectively, and conditionally on initiating in macrostate 1.
In particular, according to [3, Remark 4.2], the sojourn times are inhomogeneous phase–
type distributed (IPH, [4]) and dependent on past jump times and transitions:
\[ T_{n+1} - T_n \mid S_n \sim \text{IPH} \left( \frac{\alpha(S_n)}{\alpha(S_n)1_{d_n}}, M_{Y_n}Y_n(T_n + \cdot) \right). \]  
(2.4)

The corresponding exit rate function out of macrostate \( i \) is then given as the column
vector function
\[ m_i(t) = -M_{ii}(t)1_{d_i} = \sum_{j \in J: j \neq i} M_{ij}(t)1_{d_j}, \]  
(2.5)
where \( 1_{d} \) denotes the \( d \)–dimensional column vector of ones.

Throughout the paper, we pay special attention to the case where the reset property
introduced in [3, (3.3)] holds. Here \( M_{ij}(t), j \neq i, \) is a rank one matrix on the form
\[ M_{ij}(t) = \beta_{ij}(t)\pi_j(t), \]  
(2.6)
where \( \beta_{ij}(t) \) is a \( d_i \)–dimensional non-negative column vector function and \( \pi_j(t) \) is a \( d_j \)–
dimensional non-negative row vector function with \( \pi_j(t)1_{d_j} = 1 \). Hence, coming from a
microstate within macrostate \( i \), the microstate within macrostate \( j \) is picked independently
of all previous history. This can be seen as the process restarting or resetting itself at
the time of such a transition.

In case of resetting in all states,
\[ m_i(t) = \sum_{j \in J: j \neq i} \beta_{ij}(t)\pi_j(t)1_{d_j} = \sum_{j \in J: j \neq i} \beta_{ij}(t). \]  
(2.7)

Remark 2.1. In a life insurance context, the reset property (2.6) means that leaving a
macrostate \( i \) by a jump out of a particular microstate does not influence which microstate
is picked within the new macrostate \( j \). Consequently, the total transition rate out of
a macrostate \( i \), (2.7), is not influenced by the initiations of the target macrostates to
which it jumps. △

Hence, according to [3, Remark 4.5], the conditional sojourn time distributions (2.4)
become independent of past jump times and transitions:
\[ T_{n+1} - T_n \mid S_n \sim \text{IPH}(\pi_{Y_n}(T_n), M_{Y_n}Y_n(T_n + \cdot)). \]  
(2.8)

These simplifications imply a specific time-inhomogeneous semi-Markovian structure to
the macrostate process \( X_1 \), cf. [3, Subsection 4.2], which explains the focus on these type
of models in our numerical example in Section 5.

In this paper, we develop methods for statistical fitting of the aggregate Markov model,
namely estimation of the micro intensities \( \mu_{ij} \) based on independent observations of the
trajectories of the macrostate process \( X_1 \). Since this leads to incomplete data with respect
to the underlying macro-micro state process \( X \), we employ an expectation-maximization
(EM) algorithm to obtain maximum likelihood estimations of the micro intensities. We develop a general EM algorithm and implement it in the case where the reset property (2.6) is satisfied, along with piecewise constant transition rates.

2.1. Piecewise constant transition rates. Following [2, Section 2.1], suppose that the transition rates are piecewise constant on a grid \( s_0 = 0 < s_1 < \cdots < s_{K-1} < \infty = s_K \) of \( K \) time points, \( K \in \mathbb{N} \), with values

\[
M(s) = M^k = \left\{ \mu_{i,j}^k \right\}_{i,j \in E}, \quad s \in (s_{k-1}, s_k], \quad k \in \{1, \ldots, K\}.
\] (2.9)

Introducing \( k(x) \) as the unique \( k \in \{1, \ldots, K\} \) satisfying that \( x \in (s_{k-1}, s_k] \), we now have that the transition (sub–)probability matrix functions within macrostates (2.2) simplify to a product of matrix exponentials on the form

\[
\bar{P}_i(s, t) = e^{M^k_i(s_{k+1} - s_{k})} \prod_{\ell=k(k)+1}^{k(t)-1} e^{M^\ell_j(s_\ell - s_{\ell-1})} e^{M^k_j(t - s_{k(t)} - 1)},
\] (2.10)

with the convention that empty product integrals equal the identity matrix. The defec-
tive distribution (2.3) at time \( t_n \) then also simplify, to

\[
\alpha(s_n) = \pi_{1}(0) \prod_{\ell=0}^{n-1} P_{y_\ell}(t_{\ell}, t_{\ell+1}) M^k_{y_\ell y_{\ell+1}},
\] (2.11)

with the matrices \( P_{y_\ell}(t_{\ell}, t_{\ell+1}) \) being on the form (2.10). We give special attention to this case being satisfied along with the reset property when we develop our algorithms in this paper, as they will provide simplifications similar to those in [2].

Here it may be noted that if the resulting exit rates (2.5) are different between two sub–intervals, the density of the conditional sojourn time distributions (2.4) become dis-
continuous at the corresponding grid point between the two sub–intervals. This follows by similar arguments as those made in [2, Subsection 2.1].

3. The case of complete micro data

We now consider the complete data case where trajectories of the underlying macro-
micro state process \( X \) are fully observed, which corresponds to methods known from inference of time-inhomogeneous Markov jump processes on finite state spaces; we refer to [7] for a detailed exposition on this. The approach and notation of this section largely follow that of [2, Section 3.1–3.2].

In this paper, the computational approach we take, and implement, uses an approxima-
tion of transition rates by piecewise constant functions and assumes the reset property to avoid a full–trajectory history. First, we set up the general framework, where the basic formulas are presented.
3.1. Notation and general considerations. Suppose that we observe \( N \in \mathbb{N} \) i.i.d. realizations of the Markov jump process \( X \) of macro–micro states on some time interval \([0, T]\), where \( T > 0 \) is a given and fixed time horizon; represent the (fictive) data by \( X = (X^{(1)}, \ldots, X^{(N)}) \). Denote with \( N = (N^{(1)}, \ldots, N^{(N)}) \) the corresponding data of the multivariate counting process associated to \( X \), that is, \( N^{(n)}, n = 1, \ldots, N \), have components

\[
N_i^{(n)}(t) = \# \{ s \in (0, t] : X^{(n)}(s-) = i, X^{(n)}(s) = j \}.
\]

Parametrising the transition rates on the micro level with a parameter vector \( \theta \in \Theta \), where \( \Theta \) is some finite–dimensional, suitably regular parameter space with non–empty interior, such that

\[
M(s) = M(s; \theta),
\]

we have that the likelihood function for the joint parameter \((\pi_1, \theta)\) is given by

\[
L_X(\pi_1, \theta) = L_0^X(\pi_1) \prod_{i, j \in E, j \neq i} L_{i,j}^X(\theta),
\]

\[
L_0^X(\pi_1) = \prod_{r=1}^{d_1} \pi_{(1, r)}(0) B_{(1, r)(0)},
\]

\[
L_{i,j}^X(\theta) = \exp \left( \int_{(0, T]} \log(\mu_{i,j}(s; \theta)) dN_{i,j}(s) - \int_0^T I_i(s) \mu_{i,j}(s; \theta) ds \right),
\]

where \( B_{(1, r)}(0) \) is the number of processes initiating in state \((1, r)\), and, for \( i, j \in E, j \neq i \), and \( s \in [0, T] \),

\[
I_i(s) = \sum_{n=1}^N 1_{X^{(n)}(s) = i} \quad \text{and} \quad N_{i,j}(s) = \sum_{n=1}^N N_{i,j}^{(n)}(s).
\]

Then \( I_i(s) \) gives the number of observations in state \( i \) at time \( s \), while \( N_{i,j}(s) \) gives the total number of jumps observed from state \( i \) to \( j \) on \([0, s]\). The corresponding log-likelihood \( L_X(\pi_1, \theta) = \log L_X(\pi_1, \theta) \) is given by

\[
L_X(\pi_1, \theta) = L_0^X(\pi_1) + \sum_{i, j \in E, j \neq i} L_{i,j}^X(\theta),
\]

\[
L_0^X(\pi_1) = \sum_{r=1}^{d_1} B_{(1, r)}(0) \log(\pi_{(1, r)}(0)),
\]

\[
L_{i,j}^X(\theta) = \int_{(0, T]} \log(\mu_{i,j}(s; \theta)) dN_{i,j}(s) - \int_0^T I_i(s) \mu_{i,j}(s; \theta) ds,
\]
and the MLE of \((\pi_1, \theta)\) is then found by maximizing the log-likelihood:

\[
(\hat{\pi}_1, \hat{\theta}) = \arg \max_{(\pi_1, \theta)} L^X(\pi_1, \theta).
\]

The product structure of the likelihood (3.1) in \(\pi_1\) and \(\theta\) gives that we can estimate these separately via their respective likelihoods \(L_0^X\) and \(L_{ij}^X\), \(i, j \in E, j \neq i\). For \(\pi_1\), one realizes that the likelihood \(L_0^X\) is proportional to the likelihood obtained from viewing \((B_{(1,1)}(0), \ldots, B_{(1,d_1)}(0))\) as an observation from the Multinomial\((N, \pi_1(0))\)-distribution, where \(N\) is considered fixed. Hence, the MLE of \(\pi_1\) is explicitly given by

\[
\hat{\pi}_{(1,r)}(0) = \frac{B_{(1,r)}(0)}{N}. \tag{3.5}
\]

The MLE of \(\theta\) is then given by

\[
\hat{\theta} = \arg \max_{\theta} \sum_{\substack{i,j \in E \\backslash \ j \neq i}} L_{ij}^X(\theta),
\]

which, in general, requires numerical optimisation methods. Similar discussions are seen in, e.g., [2, Section 3.1].

3.2. Reset property. We now assume the reset property (2.6) is satisfied. The setup remains that of Subsection 3.1, except that we now, due to the nature of the exit rates \(\beta_{ij}\) and initial distributions \(\pi_j\) playing distinct roles, extend the parameter space to \(\Theta \times H\), such that, for \((\theta, \eta) \in \Theta \times H\),

\[
M_{ij}(s; \theta, \eta) = \beta_{ij}(s; \theta)\pi_j(s; \eta), \quad j \neq i. \tag{3.6}
\]

This parameterisation allows for separate estimations of exit rates and initial distributions within the reset property. Note that we implicitly also set \(\pi_1(0) = \pi_1(0; \eta)\), so that we allow for the possibility of \(\pi_1(0)\) to be regressed against the other initial distributions at the different time points.

Having this setup, we see by splitting the likelihood contributions for the different transitions, \(L_{ij}^X\), between those within macrostates and those between macrostates that the likelihood (3.1) now simplifies to, using that \(\pi_j(s; \eta)1_{d_j} = 1\) for all \(j\),

\[
L^X(\theta, \eta) = \prod_{i \in E} L_i^X(\eta) \prod_{i=1}^{d_i} L_{i(i,j)}^X(\theta) \prod_{j \in \mathcal{J}} L_{ij}^X(\theta),
\]

with \(L_{i(i,j)}^X\) as in (3.1), and

\[
L_i^X(\eta) = \exp \left( \int_{[0,T]} \log (\pi_i(s; \eta)) dN_i(s) \right), \tag{3.7}
\]

\[
L_{ij}^X(\theta) = \exp \left( \int_{[0,T]} \log (\beta_{ij}(s; \theta)) dN_{ij}(s) - \int_0^T I_i(s) \beta_{ij}(s; \theta) ds \right), \tag{3.8}
\]
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where we define \( N_{ij} \) and \( N_i \) as the aggregated processes

\[
N_{ij}(s) = \sum_{j=1}^{d_j} N_{ij}(s) \quad \text{and} \quad N_i(s) = \begin{cases} \sum_{j \neq i} N_{ji}(s) & \text{for } s > 0, \\ B_i(0) & \text{for } s = 0 \text{ and } i = 1, \\ 0 & \text{Otherwise.} \end{cases}
\]

(3.9)

Note that we rather untraditionally, but for notational convenience, couple the number of initiations at time 0 with the counting process counting the number of jumps into a macrostate in our definition of \( N_i \). This is related to the aforementioned possibility of regressing the initial distribution \( \pi_1(0; \eta) \) at time 0 with the other initial distributions \( \pi_j(\cdot; \eta) \), where this definition allows us to unify computations.

The corresponding log-likelihood (3.3) takes the form

\[
L^X(\theta, \eta) = \sum_{i \in E} \left( L^X_i(\eta) + \sum_{i \neq i}^{d_i} \sum_{j \in \mathcal{J}}^{L^X_{ij}(\theta)} + \sum_{j \neq i}^{L^X_{ij}(\theta)} \right),
\]

(3.10)

with \( L^X_{i(i,i)} \) as in (3.4), and

\[
L^X_i(\eta) = \int_{[0,T]} \log \left( \pi_i(s; \eta) \right) dN_i(s),
\]

(3.11)

\[
L^X_{ij}(\theta) = \int_{[0,T]} \log \left( \beta_{ij}(s; \theta) \right) dN_{ij}(s) - \int_0^T I_i(s) \beta_{ij}(s; \theta) ds.
\]

The MLE of \( (\theta, \eta) \) is then found by maximizing the relevant log-likelihood contributions:

\[
\hat{\theta} = \arg \max_{\theta} \sum_{i \in E} \left( \sum_{i \neq i}^{d_i} L^X_{i(i,i)}(\theta) + \sum_{j \neq i}^{L^X_{ij}(\theta)} \right),
\]

\[
\hat{\eta} = \arg \max_{\eta} \sum_{i \in E} L^X_i(\eta),
\]

which also, here, in general, requires numerical optimisation methods.

3.3. Piecewise constant transition rates. Consider again the general case of Subsection 3.1, and assume now that the transition intensity matrix function \( M(\cdot; \theta) \) is piecewise constant on the form (2.9). Then the likelihood contributions for the transitions between states, \( L^X_{i,j} \), simplify to:

\[
L^X_{i,j}(\theta) = \prod_{k=1}^{K} \left( \mu_{ij}^{k}(\theta) \right)^{O_{ij}(k)} \exp \left( -\mu_{ij}^{k}(\theta) E_{ij}(k) \right),
\]

(3.12)

where \( O_{ij}(k) \) is the total number of occurrences of transitions from state \( i \) to \( j \) in the time interval \( (s_{k-1}, s_k] \), and \( E_{ij}(k) \) is the total time spent in state \( i \) in the time interval...
\( (s_k-1, s_k] \), the so-called exposure, given by
\[
O_{ij}(k) = \int_{(s_k-1, s_k]} dN_{ij}(t) \quad \text{and} \quad E_i(k) = \int_{s_k-1}^{s_k} I_i(t) \, dt. \tag{3.13}
\]
The corresponding log–likelihood contributions take the form
\[
L^X_{ij}(\theta) = \sum_{k=1}^K \left( O_{ij}(k) \log(\mu^k_{ij}(\theta)) - \mu^k_{ij}(\theta) E_i(k) \right). \tag{3.14}
\]
Thus, in the case of piecewise constant transition rates, the occurrences and exposures in the different time intervals, along with the number of initiations in the different microstates of macrostate 1,
\[
\{ (B_{(1,r)}(0), O_{ij}(k), E_i(k)) \}_{k \in \{1, \ldots, K\}, r \in \{1, \ldots, d_1\}, i, j \in E, j \neq i},
\]
are sufficient statistics. One even notes that the resulting likelihood, (3.1) combined with (3.12), is proportional to the likelihood obtained from independent observations
\[
( B_{(1,1)}(0), \ldots, B_{(1,d_1)}(0)),
\]
\[
( O_{ij}(k), \quad k \in \{1, \ldots, K\}, \quad i, j \in E, \quad j \neq i), \tag{3.15}
\]
where
\[
( B_{(1,1)}(0), \ldots, B_{(1,d_1)}(0)) \quad \text{is} \quad \text{Multinomial}(N, \pi_1(0)) - \text{distributed},
\]
\[
O_{ij}(k) \quad \text{is} \quad \text{Poisson}(E_i(k) \mu^k_{ij}(\theta)) - \text{distributed}, \tag{3.16}
\]
with \( N \) and \( E_i(k) \) considered fixed. Hence, the MLE of \( \pi_1(0) \) remains explicitly given by (3.5), while the MLE of \( \theta \) can be obtained from Poisson regressions of the occurrences against the times on the grid, which can be carried using standard software packages. For example, if the intensities \( \mu^k_{ij}(\theta) \) are exponential functions of \( \theta \), a Poisson regression with log–link function and log–exposure as offset can be carried out, corresponding to fitting the model
\[
\log(\mu_{ij}(s; \theta)) = \sum_{r=0}^q \theta^r_{ij} g^r(s), \tag{3.17}
\]
for suitably regular known functions \( g^r(s) \), with a common choice being \( g^r(s) = s^r \), and where \( \theta = (\theta^r_{ij})_{i, j \in E, j \neq i, r=0, \ldots, q}. \) The predictions at \( s_k \) then constitutes the MLEs of the intensities.

In the special case where each of the parameters in \( \theta \) are the transition rates in the different time intervals, that is, \( \theta = (\theta^k_{ij})_{i, j \in E, j \neq i, k=1, \ldots, K} \) such that
\[
\mu^k_{ij}(\theta) = \theta^k_{ij},
\]
the MLE of $\theta$ simplify to so-called occurrence–exposure rates (cf. also [8, 2]):

$$\hat{\theta}^k_{ij} = \frac{O_{ij}(k)}{E_i(k)}.$$ 

This can be seen as a direct “non–parametric” approach to estimate the micro intensities in the different time intervals, which then is a special case of the general parametric approach. The assumption of piecewise constant transition rates is often seen as an approximation to continuous versions obtained when the number of grid points tends to infinity. The observations of this subsection largely follow the remarks made in [1, Section 5].

### 3.4. Reset property with piecewise constant transition rates.

We now assume the reset property (2.6) in combination with piecewise constant transition rates on the form (2.9), so that for $j \neq i$, $k \in \{1, \ldots, K\}$, and $s \in (s_{k-1}, s_k]$, 

$$\beta_{ij}(s; \theta) = \beta_{ij}^k(\theta),$$

$$\pi_j(s; \eta) = \pi_j^k(\eta),$$

with $\pi_1(0; \eta) = \pi_1^0(\eta)$. The transition rates between macrostates are then on the form

$$M_{ij}^k(\theta, \eta) = \beta_{ij}^k(\theta)\pi_j^k(\eta).$$

In this case, the likelihood contributions for transitions between macrostates (3.7)–(3.8) simplify to

$$L_{X_i}(\eta) = \prod_{k=0}^K \pi_i^k(\eta)^{B_i(k)},$$

$$L_{X_j}(\theta) = \prod_{k=1}^K \beta_{ij}^k(\theta)^{O_{ij}(k)} \exp\left(-\beta_{ij}^k(\theta)E_i(k)\right),$$

where, for $k \in \{1, \ldots, K\}$, $B_i(k)$ is the total number of initiations in microstate $\tilde{i}$ in the time interval $(s_{k-1}, s_k]$ resulting from jumps into macrostate $i$, and $O_{ij}(k)$ is the total number of transitions in time interval $(s_{k-1}, s_k]$ from macrostate $i$ to $j$ happening from microstate $\tilde{i}$:

$$B_i(k) = \sum_{\tilde{j} \in K, \tilde{j} \neq i} O_{\tilde{i}\tilde{j}}(k) \quad \text{and} \quad O_{ij}(k) = \sum_{\tilde{j}=1}^{d_i} O_{\tilde{i}\tilde{j}}(k).$$

The corresponding log–likelihood contributions simplify to

$$L_{X_i}(\eta) = \sum_{k=0}^K B_i(k) \log(\pi_i^k(\eta)), \quad \text{(3.21)}$$
\[ L_{i,j}^X(\theta) = \sum_{k=1}^{K} \left( O_{i,j}(k) \log(\beta_{i,j}^k(\theta)) - \beta_{i,j}^k(\theta)E_i(k) \right). \]  

(3.22)

Consequently, in the case where the reset property is satisfied in combination with piecewise constant transition rates, (2.9) and (3.18), the sufficient statistics regarding the occurrences between macrostates reduce to those of (3.20). In fact, by inserting the simplified likelihood contributions (3.19) into the general piecewise constant case (3.12), which again are inserted into the general likelihood (3.1), we realise that it now is proportional to the likelihood obtained from independent observations

\[
(B_i(k), \quad k = 0, \ldots, K, \quad i \in E),
\]

\[
\left( O_{i(i,i)}(k), O_{i,j}(k), \quad k = 1, \ldots, K, \quad i \in E, \quad i \neq \tilde{i}, \quad \tilde{i} \in \mathcal{J}, \quad j \neq i \right),
\]

where

\[
\left( B_{i(1)}(k), \ldots, B_{i(d_i)}(k) \right) \text{ is Multinomial} \left( B_i(k), \pi_{i}^k(\eta) \right) \text{ - distributed},
\]

\[
O_{i(i,i)}(k) \text{ is Poisson} \left( E_i(k)E_{i(i,i)}^k(\theta) \right) \text{ - distributed},
\]

\[
O_{i,j}(k) \text{ is Poisson} \left( E_i(k)E_{i,j}^k(\theta) \right) \text{ - distributed},
\]

with \( B_i(k) = \sum_{i=1}^{d_i} B_i(k), \) \( k = 1, \ldots, K \), being the total number of jumps to macrostate \( i \) observed in \((s_k-1, s_k)\); for \( k = 0 \) and \( i = 1 \), we have \( B_1(0) = N \), cf. also (3.16). Hence, the MLE of \( \theta \) is obtained from similar kinds of Poisson regressions as those in Subsection 3.3, but the MLE of \( \eta \) can now be obtained from Multinomial regressions of the number of initiations against the times on the grid, which also can be carried using standard software packages.

For example, if for a fixed macrostate \( i \in \mathcal{J} \), the probabilities \( \pi_{i}^k(\eta) \) are exponential functions of \( \eta \) (relative to the probability \( \pi_{i(d_i)}^k(\eta) \) in the last microstate \( d_i \), say), then a Multinomial logistic regression can be carried out, corresponding to fitting the model

\[
\pi_{i}(s; \eta) = \frac{\exp\left( \sum_{\tilde{r}=0}^{\eta_{i(d_i)}} \eta_{i,r}^{(\tilde{r})} g^{(\tilde{r})}(s) \right)}{1 + \sum_{i=1}^{d_i-1} \exp\left( \sum_{\tilde{r}=0}^{\eta_{i,i,\tilde{i}}^{(\tilde{r})}} \eta_{i,r}^{(\tilde{r})} g^{(\tilde{r})}(s) \right)}, \]

(3.23)

where the functions \( g^{(\tilde{r})} \) are as in (3.17). The predictions at \( s_k \) then constitute the MLEs of the initial distributions. A similar type of Multinomial logistic regressions for initial distributions of (inhomogeneous) phase–type distributions are performed in [10, 5], although in the context of covariate information.
4. EM algorithm for the aggregate Markov model

In this section, we give the main contributions of the paper, namely the maximum likelihood estimation of micro intensities using the expectation-maximization (EM) algorithm. While we only present the algorithm, and apply to data, in the case where the reset property holds, we start by introducing some general results that will both set up the notation and clarify the importance of the reset property. This will extend the results of [2].

4.1. Notation and general considerations. The macro data we observe are \( N \) i.i.d. realisations of the macrostate process \( X_1 \) on the generic time interval \([0, T]\). It shall be useful to represent the data via the associated marked point process \((T_i, Y_i)_{i \in \mathbb{N}_0}\) to keep track of jump times and transitions. This is also the approach of, e.g. [8].

Denote with \( S(n) = (T(n), Y(n)) = (T^{(n)}_i, Y^{(n)}_i)_{i \leq M(n)} \), the \( n \)'th observation, \( n = 1, \ldots, N \), of jump times and transitions of the macrostate process \( X_1 \), where \( M(n) \) is the number of transitions observed, so that \( T = \max_{n=1,\ldots,N} T^{(n)}_{M(n)} \). Represent all observed data by the vector \( \mathcal{S} = (S^{(1)}, \ldots, S^{(N)}) \).

Let \( \mathbb{E}(\pi_1, \theta) \) denote the expectation under which the Markov jump process \( X \) of macro-micro states has transition intensity matrix function \( \mathbf{M}(\cdot; \theta) \) and initial distribution \((\pi_1(0), 0)\). The EM algorithm for estimation of the micro–level parameter \((\pi_1, \theta)\) then consists of initialising with some value \((\pi_1(0), \theta(0)) \in [0,1]^d \times \Theta\), and then iteratively compute the conditional expected log-likelihood given macro data under some current parameter \((\pi_1(m), \theta(m))\), the so-called E–step, \( (\pi_1, \theta) \mapsto \tilde{L}(m)(\pi_1, \theta) = \mathbb{E}_{(\pi_1(m), \theta(m))}[L^X(\pi_1, \theta) \mid \mathcal{S}], \quad m \in \mathbb{N}_0, \quad (4.1) \)

and then maximize this to update the parameter to \((\pi_1^{(m+1)}, \theta^{(m+1)})\), the so-called M–step. For notational convenience, we write, under some parameter \((\pi_1^{(m)}, \theta^{(m)})\),

\[
P_i^{(m)}(s, t) = \int_s^t \left( I + \mathbf{M}_{ii}(x; \theta^{(m)}) \right) dx, \quad i \in \mathcal{J},
\]

for the transition (sub–)probability matrix functions within macrostates, and

\[
\alpha^{(m)}(s_n) = \pi_1^{(m)}(0) \prod_{\ell=0}^{n-1} P_{i^{(m)}}(t_\ell, t_{\ell+1}) \mathbf{M}_{i^{(m)}}(t_{\ell+1}; \theta^{(m)}), \quad (4.3)
\]

for the corresponding defective distribution at time \( t_n \). Also, we denote with \( \mathbf{1}_n \) the row vector of ones with the same dimension as \( \alpha^{(m)}(S^{(n)}) \).
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To obtain the conditional expected log-likelihood given macro data, we need some conditional expected statistics. For \( r \in \{1, \ldots, d_1\} \), and \( i, j \in E, j \neq i \), define

\[
\bar{B}^{(m)}_{(1,r)}(0) = E_{(\pi_1^{(m)}, \theta^{(m)})}[B_{(1,r)}(0) | \mathcal{S}],
\]

(4.4)

\[
I^{(m)}_t(s) = E_{(\pi_1^{(m)}, \theta^{(m)})}[I_t(s) | \mathcal{S}],
\]

(4.5)

\[
N^{(m)}_{i,j}(s) = E_{(\pi_1^{(m)}, \theta^{(m)})}[N_{i,j}(s) | \mathcal{S}].
\]

(4.6)

Introduce the \( d_i \times d_i \) matrix function \( c_i^{(m)} \) and the \( d_j \times d_i \) matrix function \( a_{ij}^{(m,\ell)} \), \( i, j \in J, j \neq i \), and \( \ell \in \{1, \ldots, n\} \), given by

\[
c_i^{(m)}(u; \alpha_n) = \sum_{\ell=1}^{n} \mathbb{I}_{[\ell-1, \ell)}(u) \mathbb{I}_{(y_{\ell-1} = ij)} \bar{P}_i^{(m)}(u, t_\ell) \alpha_\ell^{(m)}(\alpha_n) a^{(m)}(\alpha_{\ell-1}) \bar{P}_i^{(m)}(t_{\ell-1}, u),
\]

\[
a_{ij}^{(m,\ell)}(u; \alpha_n) = \mathbb{I}_{(t_{\ell-1}, t_\ell)}(u) \mathbb{I}_{(y_{\ell-1} = ij, y_\ell = y_j)} \bar{P}_j^{(m)}(u, t_{\ell+1}) \alpha_{\ell+1}^{(m)}(\alpha_n) a^{(m)}(\alpha_{\ell-1}) \bar{P}_i^{(m)}(t_{\ell-1}, u),
\]

where the \( d_{y_{\ell-1}} \)-dimensional row vector

\[
a_\ell^{(m)}(\alpha_n) = M_{y_{\ell-1}y_\ell}(t_\ell; \theta^{(m)}) \left( \prod_{r=\ell}^{n-1} \bar{P}_r^{(m)}(t_r, t_{r+1}) M_{y_r y_{r+1}}(t_{r+1}; \theta^{(m)}) \right) \mathbf{1}_{d_{\alpha_n}}
\]

takes care of sample path probabilities from the \( \ell \)’th jump and onwards. We then have the following main result.

**Theorem 4.1.** The conditional expected log-likelihood given the macro data \( \mathcal{S} \) under the parameter \( (\pi_1^{(m)}, \theta^{(m)}) \), \( m \in \mathbb{N}_0 \), is given by

\[
\bar{L}^{(m)}(\pi_1, \theta) = \bar{L}_0^{(m)}(\pi_1) + \sum_{i, j \in E} \bar{L}_{i,j}^{(m)}(\theta),
\]

(4.7)

\[
\bar{L}_0^{(m)}(\pi_1) = \sum_{r=1}^{d_1} \bar{B}^{(m)}_{(1,r)}(0) \log(\pi_1(0))
\]

\[
\bar{L}_{i,j}^{(m)}(\theta) = \int_{(0, T]} \log(\mu_{i,j}(u; \theta)) d\bar{N}_{i,j}^{(m)}(u) - \int_{0}^{T} \bar{I}_i^{(m)}(u) \mu_{i,j}(u; \theta) du,
\]

where, for \( r \in \{1, \ldots, d_1\} \),

\[
\bar{B}^{(m)}_{(1,r)}(0) = \sum_{n=1}^{N} \pi_1^{(m)}(0) e_1^{(m)} \bar{P}_1^{(m)}(0, T_1^{(n)}) a_1^{(m)}(\mathcal{S}_{\alpha_{(n)}}) \mathbf{1}_{n},
\]

while for \( i \in E \) and \( \tilde{i} \in \{1, \ldots, d_i\}, \tilde{i} \neq i \),

\[
\bar{I}_i^{(m)}(u) = \sum_{n=1}^{N} \frac{e_i^{(m)} c_{i}^{(m)}(u; \mathcal{S}_{\alpha_{(n)}}) \mathbf{1}_{n}}{a_1^{(m)}(\mathcal{S}_{\alpha_{(n)}}) \mathbf{1}_{n}}.
\]
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\[ d N_{(i,i)}^{(m)}(u) = \sum_{n=1}^{N} \mu_{(i,i)}^{(m)}(u; \theta^{(m)}) \frac{e_{i}^{c_{i}^{(m)}}(u; S^{(n)}) e_{i}}{\alpha^{(m)}(S^{(n)})} \, du, \]

and for \( j \in E, j \neq i, \)

\[ d N_{(i,j)}^{(m)}(u) = \sum_{n=1}^{N} \sum_{\ell=1}^{M^{(n)}} \mu_{(i,j)}^{(m)}(u; \theta^{(m)}) \frac{e_{j}^{c_{j}^{(m)}}(u; S^{(n)}) e_{j}}{\alpha^{(m)}(S^{(n)})} \, du, \]

where \( \varepsilon_{T_{\ell}^{(n)}} \) is the Dirac measure in \( T_{\ell}^{(n)}. \)

Proof. See Appendix A. □

4.2. EM algorithm within the reset property. We now assume that the reset property on the form (3.6) is satisfied, such that the complete data log–likelihood takes the form (3.10). Since we in this case parametrize transition rates in \( (\theta, \eta) \in \Theta \times H, \) the conditional expected log–likelihood given the macro data \( S, \) under some current parameter \( (\theta^{(m)}, \eta^{(m)}) \) is defined as the map

\[ (\theta, \eta) \mapsto L^{(m)}(\theta, \eta) = \mathbb{E}_{(\theta^{(m)}, \eta^{(m)})}[ L^{X}(\theta, \eta) \mid S ], \quad m \in \mathbb{N}_0, \tag{4.8} \]

where \( \mathbb{E}_{(\theta, \eta)} \) denotes the expectation under which the Markov jump process \( X \) of macro–micro states has transition intensity matrix function \( M(\cdot; \theta, \eta) \) and initial distribution \( (\pi_1(0; \eta), 0). \)

The nature of the reset property allows us to consider each observed macro sojourn independently, and we shall, therefore, group data into the different macrostates so that computations can be carried out locally within macrostates without the need to take care of past and future macro paths. This is made precise as follows. For \( i \in J, \) let

\[ M_i = \sum_{n=1}^{N} \sum_{\ell=1}^{M^{(n)}} 1_{(Y_{\ell-1}^{(n)} = i)}, \]

denote the number of sojourns in macrostate \( i \) observed, and let \( T_i = (T_{i}^{(1)}, \ldots, T_{i}^{(M_i)}) \) be the set of macrostate \( i \) observations given by

\[ T_i = \left\{ (T_{\ell-1}^{(n)}, Y_{\ell-1}^{(n)}, T_{\ell}^{(n)}, Y_{\ell}^{(n)}) \mid n = 1, \ldots, N, \ell = 1, \ldots, M^{(n)} \text{ s.t } Y_{\ell-1}^{(n)} = i \right\} = \left\{ (R_{i}^{(n)}, i, \tau_{i}^{(n)}, Z_{i}^{(n)}) \mid n \in \{1, \ldots, M_i\} \right\}. \tag{4.9} \]

Then \( T_i \) contains data points for macrostate \( i, \) consisting of time of entries \( R_{i}^{(n)} \) into the macrostate, jump times \( \tau_{i}^{(n)} \) out of the state, and macrostates \( Z_{i}^{(n)} \) jumped to at time \( \tau_{i}^{(n)}. \) Similar type of data representations are made in [11].
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where the aggregated conditional expected statistics

\[ \bar{N}_{ij}(s) = \mathbb{E}_{(\theta(m), \eta(m))}[N_{ij}(s) \mid \mathcal{S}] \quad \text{and} \quad \bar{N}_i(s) = \mathbb{E}_{(\theta(m), \eta(m))}[N_i(s) \mid \mathcal{S}], \]

where the aggregated statistics \( N_{ij} \) and \( N_i \) are given in (3.9). Furthermore, the conditional expected statistics within macrostates, \( \bar{I}_i(m) \) and \( \bar{N}_{i(i,i)} \), are given as in the general case in (4.5)–(4.6), but where the expectation is taken under \( (\theta(m), \eta(m)) \), i.e. with the operator \( \mathbb{E}_{(\theta(m), \eta(m))} \). We now have the following result.

**Theorem 4.2.** Suppose that the reset property (2.6) holds. Then the conditional expected log-likelihood (4.8) is given by

\[ \bar{I}(m)(\theta, \eta) = \sum_{i \in E} \left( \bar{L}_i(m)(\eta) + \sum_{j \neq i} \bar{L}_{ij}(\theta) + \sum_{j \neq i} \bar{L}_{ji}(\theta) \right), \]

where \( \bar{L}_i(m) \) is as in (4.7), while

\[ \bar{L}_{ij}(\theta) = \int_{[0, T]} \log(\pi_{ij}(u; \theta)) d\bar{N}_{ij}(u) \]

\[ \bar{L}_{ij}(\theta) = \int_{[0, T]} \log(\beta_{ij}(u; \theta)) d\bar{N}_{ij}(u) - \int_0^T \bar{I}_i(u) \beta_{ij}(u; \theta) du, \]

but where the conditional expected statistics are given by, for \( i \in E \) and \( j \in \{1, \ldots, d_i\} \), \( i \neq j \),

\[ d\bar{N}_i(m)(u) = \sum_{n=1}^{M_i} \frac{\pi_i(u; \eta(m)) \beta\bar{I}_i(m)(u; T_i(m)) \beta_i}{\alpha(m)(T_i(m))} \bar{1}_n \]

\[ d\bar{N}_{i(i,i)}(u) = \sum_{n=1}^{M_i} \frac{\mu(i,i)(u; T_i(m)) \beta_i}{\alpha(m)(T_i(m))} \bar{1}_n \]
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while for $j \in \mathcal{J}$, $j \neq i$,
\[
dN_{ij}^{(m)}(u) = \sum_{n=1}^{M_i} \mathbb{1}_{(2_n^{(n)}=j)} \frac{\pi_i(R_i^{(n)}; \eta^{(m)}) \hat{P}_i^{(m)}(R_i^{(n)}, u) e_i \beta_{ij}(u; \theta^{(m)})}{\alpha^{(m)}(\tau_i^{(n)})} \, \text{d} \tau_i^{(n)}(u). \tag{4.14}
\]
\[\text{Proof.} \text{ See Appendix A.} \]

\[\square\]

Remark 4.3. The conditional expected log-likelihood (4.11) can be seen to have close relations to the conditional expected log-likelihood of [2, Theorem 3.4]. Indeed, consider, e.g.
\[
\int_0^T I_i^{(m)}(u) \mu_{ij}(u; \theta) \, \text{d}u = \sum_{n=1}^{M_i} \int_{\tau_i^{(n)}}^{\tau_i^{(n)}-R_i^{(n)}} \frac{e_i^{c_i^{(m)}}(v + R_i^{(n)}; \tau_i^{(n)})}{\alpha^{(m)}(\tau_i^{(n)})} \mu_{ij}(v + R_i^{(n)}; \theta) \, \text{d}v.
\]
Looking at a single term on the right-hand side and applying the substitution $v = u - R_i^{(n)}$ to the integral, we see that it equals
\[
\int_0^{\tau_i^{(n)}-R_i^{(n)}} \frac{e_i^{c_i^{(m)}}(v + R_i^{(n)}; \tau_i^{(n)})}{\alpha^{(m)}(\tau_i^{(n)})} \mu_{ij}(v + R_i^{(n)}; \theta) \, \text{d}v
\]
where the shifted versions of $c_i^{(m)}$ equals, with $\beta_{ij_i}^{(m)}(\cdot) = \beta_{ij_i}(\cdot; \theta^{(m)})$, and also for $\pi_i$,
\[
\prod_v \left(I + M_i^{(m)}(x + R_i^{(n)}) \, \text{d}x\right) \beta_{ij_i}^{(m)}(\tau_i^{(n)}) \pi_i^{(m)}(R_i^{(n)}) \prod_v \left(I + M_i^{(m)}(x + R_i^{(n)}) \, \text{d}x\right).
\]
Performing similar type of manipulations for the other terms in (4.13)–(4.14), we see that each term in the conditional expected log–likelihood (4.11), corresponding to each macro sojourn $n \in \{1, \ldots, M_i\}$, $i \in \mathcal{J}$, equals the conditional expected log–likelihood of [2, Theorem 3.4], if in the latter we have

- A single IPH observation $\tau_i^{(n)} - R_i^{(n)}$
- Initial distribution $\pi_i(R_i^{(n)}; \eta^{(m)})$
- Sub–intensity matrix function $x \mapsto M_i(x + R_i^{(n)}; \theta^{(m)})$
- Exit rate vector function $x \mapsto \beta_{ij_i}^{(m)}(x + R_i^{(n)}; \theta^{(m)})$

on the state-space \( \{1, \ldots, d_i\} \) of transient states, and with parameter space $\Theta$. \[\triangle\]

It follows from Theorem 4.2 and Remark 4.3 that the E–step of the EM algorithm for the aggregate Markov model with the reset property can be formulated in terms of, and executed by, the E–step of [2, Algorithm A]. The computational demand of performing the estimation procedure, in this case, is therefore comparable to those for general IPHs. As explained in [2, Subsection 3.3], these computational demands are generally much higher than those of, e.g., [6, 8], and assuming piecewise constant transition rates may
therefore be of significant advantage. We shall follow this approach for the remainder of the paper to obtain our main algorithm, using the setup made in Subsection 3.4.

4.3. EM algorithm with piecewise constant transition rates within the reset property. We now consider the simplifications arising from assuming that the transition intensity matrix function $M(\cdot; \theta, \eta)$ is piecewise constant on the form (2.9) along with the reset property (3.18) being satisfied. Since the resulting complete data log-likelihood, (3.10) with (3.14) and (3.21)–(3.22), is linear in the sufficient statistics, we see that for the E–step, it now suffices to compute the conditional expected sufficient statistics,

$$
\bar{B}^{(m)}_i (k) = E(\theta^{(m)}, \eta^{(m)})[B_i(k) \mid \mathcal{S}],
$$

$$
\bar{E}^{(m)}_i (k) = E(\theta^{(m)}, \eta^{(m)})[E_i(k) \mid \mathcal{S}],
$$

$$
\bar{O}^{(m)}_{i(i,j)} (k) = E(\theta^{(m)}, \eta^{(m)})[O_{i(i,j)}(k) \mid \mathcal{S}],
$$

$$
\bar{O}^{(m)}_{i,j} (k) = E(\theta^{(m)}, \eta^{(m)})[O_{i,j}(k) \mid \mathcal{S}].
$$

(4.15)

and then the M–step regarding the update of $\theta$ simplifies to a Poisson regression, while the update of $\eta$ simplifies to a Multinomial regression, as described in Subsection 3.4, but where the sufficient statistics are replaced by their conditional expectations computed in the E–step.

The transition (sub-)probability matrices within macrostates (4.2) and corresponding defective distribution (4.3) under the parameter $(\theta^{(m)}, \eta^{(m)})$ are now on the form (cf. (2.10)–(2.11)):

$$
P^{(m)}_i(s,t) = e^{M^{(s)}_i(\theta^{(m)})(s_k(s)-s)} \prod_{t=1}^{k(t)-1} e^{M^{(s)}_i(\theta^{(m)})(s_{t-1} - s_{t-1})} e^{M^{(s)}_i(\theta^{(m)})(t-s_{k(t)})},
$$

$$
\alpha^{(m)}(\tau^{(m)}_i) 1_n = \pi^{(m)}_i(\eta^{(m)}) P^{(m)}_i(R^{(n)}_i, \tau^{(n)}_i) \beta^{(n+)}_{iZ^{(n)}_i}(\theta^{(m)})
$$

(4.16)

where we recall that $k(x)$, for $x \geq 0$, equals the unique $k \in \{1, \ldots, K\}$ satisfying that $x \in (s_{k-1}, s_k]$; for notational convenience, we put $k_i^{(n)} = k(R_i^{(n)})$ and $k_i^{(n+)} = k(\tau_i^{(n)})$. The conditional expected sufficient statistics (4.15) then follow immediately from the more general results of Theorem 4.2.

**Corollary 4.4.** Suppose that the transition intensity matrix function $M(\cdot; \theta, \eta)$ is piecewise constant on the form (2.9), and that the reset property (3.18) is satisfied. Then the conditional expected sufficient statistics (4.15) are given by,

$$
\bar{B}^{(m)}_i (k) = \sum_{n=1}^{M_i} \mathbf{1}_{(k_i^{(n-)} = k)} \frac{\pi^{(n-)}_i(\eta^{(m)}) e^{\mathbf{B}^{(m)}_i(R^{(n)}_i, \tau^{(n)}_i) \beta^{(n+)}_{iZ^{(n)}_i}(\theta^{(m)})}}{\alpha^{(m)}(\tau^{(n)}_i) 1_n},
$$
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\[ \tilde{E}_i^{(m)}(k) = \sum_{n=1}^{M_i} \int_{r_i^{(n)}}^{r_i^{(n-1)}} e_i^\prime c_i^{(m)}(u; T_i^{(n)}) e_i \, du \] \[ \tilde{O}_{i(i,i)}^{(m)}(k) = \sum_{n=1}^{M_i} \int_{r_i^{(n)}}^{r_i^{(n-1)}} e_i^\prime c_i^{(m)}(u; T_i^{(n)}) e_i \, du \] \[ \tilde{O}_{i(j)}^{(m)}(k) = \sum_{n=1}^{M_i} 1(z_i^{(n)} = j) 1(k_i^{(n+)} = k) \frac{\pi_i^{k(n-)}(\eta^{(m)}) P_i^{(m)}(R_i^{(n)}, \tau_i^{(n)}) e_i^\prime \tau_i^{(n)} \nu^{k(n)}}{\alpha_i^{(m)}(T_i^{(n)}) 1_n}, \]

with \( P_i^{(m)} \) and \( \alpha_i^{(m)} \) as in (4.16), and where \( \tau_i^{(n)} = (s_k \lor r_i^{(n)}) \land \tau_i^{(n)} \).

**Proof.** By inserting the expressions for the sufficient statistics in the complete data case, (3.13) combined with (3.20), into (4.15), the result follows immediately from (4.13)–(4.14) in Theorem 4.2. 

By employing the same techniques as in Remark 4.3 on the conditional expected statistics of Corollary 4.4, we find that the E–step, in this case, can be written in terms of the E–step of [2, Algorithm 1], with analogue modifications of shifting all inputs from time 0 to the time of entries into the macrostate, \( R_i^{(n)} \). So the computational demand should be comparable to the estimation of IPHs with piecewise constant transition rates. In particular, the sub–intensity matrix function is shifted, and so one must accordingly shift the grid points on which it is piecewise constant. This is a conceptually different modification from the more general case of Subsection 4.2.

The complete EM algorithm for the aggregate Markov model with piecewise constant transition rates within the reset property is presented in Algorithm 1 below. We implement this algorithm and show a numerical example of its applicability in Section 5.

**Remark 4.5 (Performance of the EM algorithm).** The EM algorithm is one of a number of possible maximum likelihood methods for incomplete data. It has become the preferred method for (inhomogeneous) phase–type fitting due to its stability compared to competing methods such as direct optimisation or Markov Chain Monte Carlo (MCMC) methods. For IPHs, which are the building blocks of this paper, a comparison to a kernel density method is given in [2, Section 5.1] regarding fitting accuracy and computational burden, which shows promising results. Regarding MCMC methods, there are many problems regarding identifiability, and the estimation of parameters is essentially impossible; see [9] for PHs. △
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\[ \mathbf{T}_i = \left\{ \left( r_i^{(n)}(n), \tau_i^{(n)}(n), z_i^{(n)}(n) \right) \right\}_{n \in \{1, \ldots, m_i\}} \]

consisting of time of entries \( r_i^{(n)} \) into the macrostate, jump times \( \tau_i^{(n)} \) out of the state, and macrostate \( z_i^{(n)} \) jumped to at time \( \tau_i^{(n)} \).

0) Set \( m := 0 \)
1) \( E\text{-step:} \) For each macrostate \( i \in J \),
   \( \circ \) For each sojourn \( n \in \{1, \ldots, m_i\} \),
   i) Set \( k_i^{(n-)} := k(r_i^{(n)}) \) and \( k_i^{(n+)} := k(\tau_i^{(n)}) \).
   ii) Run the E-step of [2, Algorithm 1] with
   - Grid points \( 0 = \tilde{s}_0 < \tilde{s}_1 < \cdots < \tilde{s}_{K-k_i^{(n-)}-1} < \tilde{s}_{K-k_i^{(n-)}+1} = \infty \), where
     \[ \tilde{s}_k = s_{k_i^{(n-)}+k-1} - r_i^{(n)}, \quad k \in \{1, \ldots, K - k_i^{(n-)} + 1\}. \]
   - State–space of transient states \( \{1, \ldots, d_i\} \)
   - A single IPH observation \( z_i^{(n)} - r_i^{(n)} \)
   - Initial distribution \( \pi_i^{k_i^{(n-)}}(\theta^{(m)}) \)
   - Sub–intensity matrix function \( x \mapsto M_{ii}(x + r_i^{(n)}; \theta^{(m)}) \)
   - Exit rate vector function \( x \mapsto \beta_{iz_i^{(n)}}(x + r_i^{(n)}; \theta^{(m)}) \),
   which, across \( k \in \{1, \ldots, K - k_i^{(n-)} + 1\} \), gives the output:
   - Expected statistics for the initial state: \( \bar{E}_{i}^{n,m}(k_i^{(n-)}) \)
   - Expected exposures: \( \bar{E}_{i}^{n,m}(k_i^{(n-)} + k - 1) \)
   - Expected occurrences between transient states: \( \bar{E}_{i}^{n,m}(k_i^{(n-)} + k - 1) \)
   - Expected occurrences to the ‘absorbing’ state: \( \bar{E}_{i}^{n,m}(k_i^{(n+)} \}
   iii) Compute total expected sufficient statistics, for \( k \in \{1, \ldots, K\} \),
   \[ \bar{E}_i^{n,m}(k) = \sum_{n=1}^{M_i} \bar{E}_i^{n,m}(k), \quad \bar{E}_i^{n,m}(k) = \sum_{n=1}^{M_i} \bar{O}_i^{n,m}(k) \]
   \[ \bar{E}_i^{n,m}(k) = \sum_{n=1}^{M_i} \bar{E}_i^{n,m}(k), \quad \bar{O}_i^{n,m}(k) = \sum_{n=1}^{M_i} \bar{O}_i^{n,m}(k) \]
2) **M-step:** Update the parameters:

i) Compute $\hat{\eta}^{(m+1)}$ as the MLE of the regressions

$$\left(\bar{B}_{(i,1)}^{(m)}(k), \ldots, \bar{B}_{(i,d_i)}^{(m)}(k)\right) \sim \text{Multinomial}\left(B_i(k), \pi_i^k(\eta)\right),$$

across $k \in \{0, 1, \ldots, K\}$ and $i \in \mathcal{J}$.

ii) Compute $\hat{\theta}^{(m+1)}$ as the MLE of the regressions

$$\bar{O}_{\hat{i},(i,i)}^{(m)}(k) \sim \text{Pois}\left(\mu_{\hat{i},(i,i)}^{k}(\theta)E_{\hat{i}}^{(m)}(k)\right),$$

$$\bar{O}_{\hat{i},\hat{j}}^{(m)}(k) \sim \text{Pois}\left(\beta_{\hat{i},\hat{j}}^{k}(\theta)E_{\hat{i}}^{(m)}(k)\right),$$

across $k \in \{1, \ldots, K\}$, $i \in E$, $\hat{i} \in \{1, \ldots, d_i\}$, $\hat{i} \neq \tilde{i}$, and $j \in \mathcal{J}$.

3) Set $m := m + 1$ and GOTO 1), unless a stopping rule is satisfied.

**Output:** Fitted parameters $(\hat{\theta}, \hat{\eta})$.

---

**Remark 4.6 (On the number of microstates).** The number of microstates in each macro-state is chosen only to improve the fit, particularly to capture duration effects. There are no known methods for deciding the number of microstates other than visual inspection of the fits and comparison of likelihood values. We show numerical examples of this in Section 5. More systematic methods involving information criteria (like AIC and BIC) are not possible since the minimum number of parameters needed for phase-type representations (of the microstates) is an open and unsolved question.  

---

### 5. Numerical example

In this section, we present a numerical example illustrating the methods developed in Section 4. The purpose of the example is to let the EM algorithm fit micro intensities based on macro data, which are simulated from a time-inhomogeneous semi-Markov model already used in the context of multi-state life insurance, see, e.g., [18, 16, 14, 13] for these type of models. Since the aggregate Markov model with the reset property admits a time-inhomogeneous semi-Markovian structure (see [3, Subsection 4.2]), we can apply algorithms within this special case to fit an aggregate Markov model with the reset property that sufficiently captures the duration effects appearing in these kinds of models.
We simulate 10,000 paths of macro data from the three-state disability model depicted in Figure 5.1, where we consider a 30-year old male being active upon initiation. For the time and duration-dependent transition rates $\nu_{ij}$, we use a set of transition rates based on rates employed by a large Danish life insurance company for males, which has been reported to and published by the Danish Financial Supervisory Authority. They are given by, for ages $t \in [30, 110]$ and durations $u \leq t$,

$$\nu_{13}(\cdot) : \text{The 2012 edition of the Danish FSA’s longevity benchmark,}$$

$$\nu_{12}(t) = \begin{cases} 0.7253851 - 10.66927t + 0.53371t^2 - 0.01279t^3 + 1.4922 \cdot 10^{-4}t^4 - 6.8007 \cdot 10^{-7}t^5 & \text{for } t \leq 67 \\ 0.0009687435 & \text{for } t > 67 \end{cases}$$

$$\nu_{21}(t, u) = \begin{cases} e^{-0.9148875 - 0.0399126t + 4.8715347u} & \text{for } u \leq 0.2291667 \\ e^{0.3766531 - 0.0399126t - 0.7642786u} & \text{for } u \in (0.2291667, 2] \\ e^{-0.4808001 - 0.0399126t - 0.335552u} & \text{for } u \in (2, 5] \\ e^{-0.042168 - 0.092455t} & \text{for } u > 5 \end{cases}$$

$$\nu_{23}(t, u) = \begin{cases} e^{-6.1057464 + 0.0635736t - 0.2891195u} & \text{for } u \leq 5 \\ e^{-11.9169277 + 0.1356766t} & \text{for } u > 5 \end{cases}$$

Since this model only contains duration dependence regarding transitions from the disabled state, we fit the aggregate Markov model depicted in Figure 5.2 to the simulated data, where only the disabled state contains microstates so that $d_1 = d_3 = 1$ and $d_2 \geq 1$. This model always satisfies the reset property, allowing us to capture the duration effects regarding transitions from the disabled state.

Algorithm 1 is then used to fit piecewise constant transition rates and initial distributions on the micro level in the disabled state for a varying number of disability microstates, $d_2 \in \{1, 2, 3, 5, 7, 10\}$. We use piecewise constant transition rates on the grid $\{30, 36, 37, \ldots, 88, 110\}$, which consists of yearly points with larger gaps at the beginning.
and end due to lack of data at these areas. The rates between microstates as well as exit rates are parametrised similarly as the true rates (5.1), that is, (3.17) with \( q = 1 \) and \( g^{(1)}(s) = s \), such that Poisson GLMs of occurrences against time (with logarithmic link function and log-exposure as offset) is carried out in the M-step: this implies that logarithmic transition rates are (piecewise) linear in time. For the initial distribution, we use (3.23) so that Multinomial logistic regressions of the number of initiations against time are carried out in the M-step. The total number of parameters in the model then becomes equal to \( 2(d_2 - 1) + 2d_2(d_2 - 1) + 4d_2 \), each term respectively being the number of parameters in the initial distribution \( \pi \), sub-intensity matrix function \( M \), and exit rate vector functions \( \beta_{21}, \beta_{23} \). The estimated parameters obtained from the fits can be found in Table 5.1 for the case \( d_2 = 10 \), while the final log-likelihood values (for all \( d_2 \)) are shown in Table 5.2. The latter shows an overall improvement in the model fits as \( d_2 \) increases.

We then compare our model fits with the true model, and to avoid statistical noise and allow for comparison to more classic methods, we also carry out a semi-Markovian GLM fit on the macro data, that is, a Poisson GLM fit of occurrences against age and duration with log-link function and log-exposure as offset. Here we use segmented regressions in the duration dimension to obtain the parametrisation (5.1).

In Figure 5.3, we show for \( s = 60.5 \) the resulting fits of the conditional survival function and density of the sojourn time distribution in the disabled state given entry into the state at time \( s \), respectively given by

\[
t \mapsto \pi_2(s; \hat{\eta})P_2(s, t; \hat{\theta})1_{d_2} \quad \text{and} \quad t \mapsto \pi_2(s; \hat{\eta})P_2(s, t; \hat{\theta})\left(\beta_{21}(t; \hat{\theta}) + \beta_{23}(t; \hat{\theta})\right)
\]

against their empirical counterparts as well as (cf., e.g., [18, 16, 14]):

\[
t \mapsto e^{-\int_s^t \nu_2(v, v-s)dv} \quad \text{and} \quad t \mapsto e^{-\int_s^t \nu_2(v, v-s)dv} (\nu_{21}(t, t-s) + \nu_{23}(t, t-s))
\]

for the true model and the GLM fits. We see that a single microstate, corresponding to a Markov chain, does not fit very well with the data, which is to be expected as this model is not able to capture the duration effects appearing in the true model. However, we see that by adding microstates to the disabled state, we can fit the distributions with
Table 5.1. Estimated parameters $(\hat{\theta}, \hat{\eta})$ for the case $d_2 = 10$. The resulting transition rates on the micro level follow the parametrizations (3.17) and (3.23) with $q = 1$ and $g^{(r)}(s) = s^r$, $r \in \{0, 1\}$.

<table>
<thead>
<tr>
<th>$d_2$</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>5</th>
<th>7</th>
<th>10</th>
</tr>
</thead>
</table>

Table 5.2. Final log-likelihood values for the different number of disability microstates, $d_2$.

A high accuracy already with 2-3 microstates. A challenging part of the density close to the origin (corresponding to small durations) as well as around discontinuity points requires many more microstates compared to the GLM fit, though, but this does not seem to carry over to the corresponding survival function, where our model fits performs very well.
Figure 5.3. Conditional densities (left) and survival functions (right) of the sojourn time in the disabled state given entry at time $s = 60.5$, for different number of disability microstates, $d_2$, along with the GLM fit as well as true and empirical distributions. The case $d_2 = 1$ corresponds to a Markov chain.

While these survival functions and densities focus on sojourn times and, therefore, not on specific transitions out of the state, we may further examine how the actual transition rates are fitted; these play an important role in multi-state life insurance. Indeed, according to [3, Subsection 4.2], we have fitted an aggregate Markov model with the reset property that admits a time-inhomogeneous semi-Markovian structure with the following time and duration–dependent transition rates out of the disabled state:

$$
(t, u) \mapsto \frac{\pi_2(t - u; \hat{\eta}) P_2(t - u, t; \hat{\theta})}{\pi_2(t - u; \hat{\eta}) P_2(t - u, t; \hat{\theta})_1 d_2} \beta_2(t; \hat{\theta}), \quad j \in J, \ j \neq 2. \quad (5.2)
$$

In Figure 5.4, we examine this as a function of time, $t$, for fixed duration $u = 1$, and compare it with the true rates $t \mapsto \nu_2(t, 1)$, as well as its empirical counterpart, namely empirical occurrence–exposure rates on the macro level in the disabled state. Here, we also see how badly the Markov chain case of a single microstate fits. Still, more importantly, we see that it requires more microstates to fit the actual transition rates more accurately than we saw with the sojourn time distributions. However, since we see a higher deviation away from the true model for the GLM fit, especially for recoveries, this might also be due to statistical noise.
Figure 5.4. Estimated transition rates (5.2) for recoveries (left) and deaths as disabled (right) as a function of time, $t$, with a fixed duration $u = 1$ for different number of disability microstates, $d_2$, along with the GLM fit as well as the true rates, $\nu_{2j}$, and the empirical occurrence–exposure rates.

Figure 5.5. Estimated transition rates (5.2) for recoveries (left) and deaths as disabled (right) as a function of duration, $u$, with a fixed time, $t$, for different number of disability microstates, $d_2$, along with the GLM fit as well as the true rates, $\nu_{2j}$, and the empirical occurrence–exposure rates.
Indeed, except for a very small amount of data for recoveries at young ages, we see fits with a high number of microstates that performs at least as well as the GLM fit.

To round off the analysis, we consider in Figure 5.5 the fitted rates (5.2) as a function of the duration $u$ for a fixed time, $t$. Due to the lack of data, we focus on $t = 50.5$ for the recovery rate and $t = 60.5$ for the mortality as disabled, which are ages with sufficient data. Here, we also see the lower accuracy in the fits close to the origin, as with the conditional densities, which is particularly the case for the recovery rate. The irregularity of the true rates in this region seems to require many microstates for the model to capture this kind of duration effect fully. However, the GLM fit also seems to have the same problems, so the performance of the two fits may also be comparable here. For the mortality as disabled, however, we see the GLM fits much better for durations smaller than five years, while our model then seems to fit better for higher durations. This conforms with the observations made for the conditional densities.
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Appendix A.

For the proof of Theorem 4.1, we need the following lemma, which builds upon [2, Lemma 3.2]. The result relates to similar conditional distributions considered in [22, 17], but where we include past and future jump times in the conditioning.

Lemma A.1. Let $X = \{X(t)\}_{t \geq 0} = \{(X_1(t), X_2(t))\}_{t \geq 0}$ be a time–inhomogeneous Markov jump process on $E$ with transition intensity matrix function $M$ and initial distribution $(\pi_1(0), 0)$. Let $S_n = (T_i, Y_i)_{i \leq n}$ be the first $n$ jump times and transitions of the macrostate process $X_1$. Then, for $\ell \in \{1, \ldots, n\}$, the conditional process within a macro sojourn,

$$W_{\ell}(t) \overset{d}{=} X(t)|S_n \quad (T_{\ell-1} \leq t < T_{\ell}),$$

is a time–inhomogeneous Markov jump process taking values on $\{1, \ldots, d_{Y_{\ell-1}}\}$ with initial distribution

$$\hat{\pi}_\ell^i(S_n) = \frac{\alpha(S_{\ell-1})e_i \bar{e}_{Y_{\ell-1}}(T_{\ell-1}, T_{\ell})\alpha_{\ell+1}(S_n)}{\alpha(S_n)1_{d_{Y_{\ell-1}}}},$$

transition probabilities

$$\hat{p}_{ij}^\ell(t, s|S_n) = \frac{e_i \bar{e}_{Y_{\ell-1}}(t, s)e_j \bar{e}_{Y_{\ell-1}}(s, T_{\ell})\alpha_{\ell+1}(S_n)}{e_i \bar{e}_{Y_{\ell-1}}(t, T_{\ell})\alpha_{\ell+1}(S_n)},$$

and transition intensities

$$\hat{\mu}_{ij}^\ell(t|S_n) = \mu_{(Y_{\ell-1}, i)\bar{y}_{\ell-1, j}}(t)e_i \bar{e}_{Y_{\ell-1}}(t, T_{\ell})\alpha_{\ell+1}(S_n)\frac{e_j \bar{e}_{Y_{\ell-1}}(t, T_{\ell})\alpha_{\ell+1}(S_n)}{e_i \bar{e}_{Y_{\ell-1}}(t, T_{\ell})\alpha_{\ell+1}(S_n)}.$$
where \( e_k, k \in \{1, \ldots, d y_{t-1}\} \), are \( d y_{t-1} \)-dimensional column vectors with one in entry \( k \) and zeros otherwise.

**Proof.** It follows from [3, Lemma A.1] that
\[
P(T_{\ell} \in dt, Y_{\ell} = y_{\ell} \mid S_{\ell-1} = s_{\ell-1}) = \frac{\alpha(\delta_{\ell}) 1_{dy_{\ell}}}{\alpha(\delta_{\ell-1}) 1_{dy_{\ell-1}}} dt,\]
which implies, using that \( P(S_0 = s_0) = 1 \),
\[
P(T_n \in dt_n, Y_n = y_n, \ldots, T_1 \in dt_1, Y_1 = y_1) = \prod_{\ell=1}^n P(T_{\ell} \in dt, Y_{\ell} = y_{\ell} \mid S_{\ell-1} = s_{\ell-1})
= \prod_{\ell=1}^n \frac{\alpha(\delta_{\ell}) 1_{dy_{\ell}}}{\alpha(\delta_{\ell-1}) 1_{dy_{\ell-1}}} dt.
\]
(A.1)
The remaining part of the proof now largely follows the approach taken in [2, Lemma 3.2]. Fix \( \ell \in \{1, \ldots, n\} \) and \( t, s \geq 0 \). Applying same techniques as in (A.1), we get from the Markov property of \( X \), that on the event \( (T_{\ell-1} \leq s < T_{\ell}) \),
\[
E[1_{(T_{\ell} \in dt, Y_{\ell} = y_{\ell}, \ldots, T_n \in dt_n, Y_n = y_n)} \mid F^X(s)] = e'_{X_2(s)} P_{X_1(s)}(s, t) \alpha_{\ell+1}(s) dt \cdots dt_n.
\]
(A.2)
and similarly when conditioning on \( F^X(t) \), on the corresponding event at time \( t \). The transition probabilities for \( W_t \) are then obtained as follows, on the event \( (T_{\ell-1} \leq t < T_{\ell}) \),
\[
E[1_{(W(t) = j)} \mid F^{W(t)}] = E[1_{(X(s) = j)} 1_{[T_{\ell-1}, T_{\ell}]}(s) \mid F^X(t) \lor \sigma(S_n)]
= E[1_{(X(s) = j)} 1_{[T_{\ell-1}, T_{\ell}]}(s) \mid F^X(t) \lor \sigma(T_{\ell}, Y_{\ell}, \ldots, T_n, Y_n)]
= \frac{e'_{X_2(t)} P_{X_1(t)}(t, T_{\ell}) \alpha_{\ell+1}(S_n)}{e'_{X_2(t)} P_{X_1(t)}(t, T_{\ell}) \alpha_{\ell+1}(S_n)},
\]
where use the Markov property of \( X \) in the second equality, and the tower property with the sigma-algebra \( F^X(s) \lor \sigma(T_{\ell}, Y_{\ell}, \ldots, T_n, Y_n) \supset F^X(t) \lor \sigma(T_{\ell}, Y_{\ell}, \ldots, T_n, Y_n) \) in the third equality. The fourth equality follows from [3, Lemma A.1 and Proposition 4.1]. Conditioning on \( X(t) = i \), we get the desired transition probabilities. From these, the corresponding transition intensities follow immediately:
\[
\bar{\mu}_{ij}(t | S_n) = \lim_{h \downarrow 0} \frac{\bar{\rho}_{ij}(t, t + h | S_n)}{h}
\]
which by insertion yields the desired result. For the conditional expected statistics (4.4)–(4.6). By independence between the data points in likelihood (4.1) is on the form (4.7), and it, therefore, suffices to show the results for the conditional expected log–likelihood of the transition (sub-)probability matrix function $\bar{P}_{Y_{t-1}}$ obtained from the continuity of product integrals (whenever they exist). Lastly, to derive the initial distribution, we see using the same techniques as in (A.1), that

\[
P(T_n \in dt_n, Y_n = y_n, \ldots, T_{t-1} \in dt_{t-1}, X(T_{t-1}) = (y_{t-1}, \bar{t}), \ldots, t_1 \in dt_1, Y_1 = y_1)
= \alpha(S_{t-1}) e_i' \bar{P}_{y_{t-1}}(t_{t-1}, t_\ell) \alpha_{t+1}(S_n) dt_1 \cdots dt_n,
\]

and so

\[
P(W_t(T_{t-1}) = \bar{i}) = \mathbb{E}[1_{(X(T_{t-1}) = \bar{i})} | \sigma(S_n)] = \frac{\alpha(S_{t-1}) e_i' \bar{P}_{y_{t-1}}(t_{t-1}, T_\ell) \alpha_{t+1}(S_n)}{\alpha(S_n) 1_{dy_n}},
\]

as desired. □

**Proof of Theorem 4.1.** The proof largely follows the approach in [2, Theorem 3.4]. For notational convenience, we write $\mathbb{E}^{(m)}$ for the expectation operator $\mathbb{E}_{(\pi^{(m)}, \theta^{(m)})}$. Now, it is evident from an application of Fubini’s theorem that the conditional expected log–likelihood (4.1) is on the form (4.7), and it, therefore, suffices to show the results for the conditional expected statistics (4.4)–(4.6). By independence between the data points in $S$ and Lemma A.1, we get

\[
i^{(m)}_{(1,r)}(0) = \sum_{n=1}^{N} \mathbb{E}^{(m)}[1_{(X^{(n)}(0) = (1,r))} | S^{(n)}] = \tilde{\pi}_0^{(m)}(S^{(n)}),
\]

which by insertion yields the desired result. For $i^{(m)}_t$, we get

\[
i^{(m)}_t(u) = \sum_{n=1}^{N} \mathbb{E}^{(m)}[1_{(X^{(n)}(u) = \bar{i})} | S^{(n)}]
= \sum_{n=1}^{N} \sum_{i=1}^{M^{(n)}} 1_{[T^{(n)}_{t-1}, T^{(n)}_t)}(u) I_{(Y^{(n)}_{t-1} = \bar{i})} \sum_{i=1}^{d_i} \tilde{\pi}_i^{(m)}(S^{(n)}) \bar{p}_{i,i}(T^{(n)}_{t-1}, u | S^{(n)}).
\]

The inner sum is then given by

\[
\sum_{i=1}^{d_i} \tilde{\pi}_i^{(m)}(S^{(n)}) \bar{p}_{i,i}(T^{(n)}_{t-1}, u | S^{(n)}) = \sum_{i=1}^{d_i} \frac{\alpha^{(m)}(S^{(n)}_{t-1}) e_i' e_i \bar{P}^{(m)}_{t-1}(T^{(n)}_{t-1}, s) e_i' e_i \bar{P}^{(m)}_t(s, T^{(n)}_t) \alpha^{(m)}_{t+1}(S^{(n)})}{\alpha^{(m)}(S^{(n)}) 1_{dy_n}}
= \frac{\alpha^{(m)}(S^{(n)}_{t-1}) \bar{P}^{(m)}_{t-1}(T^{(n)}_{t-1}, s) e_i' e_i \bar{P}^{(m)}_t(s, T^{(n)}_t) \alpha^{(m)}_{t+1}(S^{(n)})}{\alpha^{(m)}(S^{(n)}) 1_{dy_n}},
\]
which shows the result for $\tilde{F}_i^{(m)}$. For $\tilde{N}_{t_{i,i}}^{(m)}$, $i \in \{1, \ldots, d_i\}$, $i \neq \tilde{i}$, we get

$$
\tilde{N}_{t_{i,i}}^{(m)}(u) = \sum_{n=1}^{N} \sum_{\ell=1}^{M(n)} \mathbb{E}^{(m)} \left[ \int_{(0,u]} \mathbf{1}_{[T_{\ell-1}^{(n)}, T_{\ell}^{(n))}]}(x) \mathbf{1}(y_{\ell-1}^{(n)} = i) \right. \left. dN_{t_{i,i}}^{(n)}(x) \bigg| S^{(n)} \right]
$$

Then, using the intensity process of $\{X^{(n)}(x)\}_{x \in [T_{\ell-1}^{(n)}, T_{\ell}^{(n)}]} | S^{(n)}$ from Lemma A.1,

$$
\tilde{N}_{t_{i,i}}^{(m)}(u) = \sum_{n=1}^{N} \sum_{\ell=1}^{M(n)} \mathbb{E}^{(m)} \left[ \int_{0}^{u} \mathbf{1}_{[T_{\ell-1}^{(n)}, T_{\ell}^{(n))}]}(x) \mathbf{1}(y_{\ell-1}^{(n)} = i) \mathbf{1}(X^{(n)}(x) = i) \mathbf{1}(\mathbf{S}^{(n)}(x) \bigg| S^{(n)}) \right] dx
$$

$$
= \sum_{n=1}^{N} \sum_{\ell=1}^{M(n)} \int_{0}^{u} \mathbb{P}_{t_{i,i}}^{(m)}(X^{(n)}(y_{\ell-1}^{(n)} = i) \mathbf{1}(X^{(n)}(x) = i) \mathbf{1}(\mathbf{S}^{(n)}(x) \bigg| S^{(n)}) \mathbf{1}_{d_{\sigma}} dx
$$

Taking dynamics in $u$ then yields the desired result. Finally, for $\tilde{N}_{t_{j,j}}^{(m)}$, $j \neq i$, we see that $N_{t_{i,j}}$ can be written as

$$
N_{t_{i,j}}(u) = \sum_{n=1}^{N} \sum_{\ell=1}^{M(n)} \mathbb{P}_{t_{i,j}}^{(m)}(X^{(n)}(y_{\ell-1}^{(n)} = i, Y_{\ell}^{(n)} = j) \mathbf{1}(T_{\ell}^{(n)} \leq u) \mathbf{1}(X^{(n)}(T_{\ell}^{(n)}) = i) \mathbf{1}(X^{(n)}(T_{\ell}^{(n)}) = j)
$$

such that

$$
\tilde{N}_{t_{i,j}}^{(m)}(u) = \sum_{n=1}^{N} \sum_{\ell=1}^{M(n)} \mathbb{P}_{t_{i,j}}^{(m)}(X^{(n)}(y_{\ell-1}^{(n)} = i, Y_{\ell}^{(n)} = j) \mathbf{1}(T_{\ell}^{(n)} \leq u) \times
$$

$$
\mathbb{E}^{(m)} \left[ \mathbf{1}(X^{(n)}(T_{\ell}^{(n)}) = i) \mathbf{1}(X^{(n)}(T_{\ell}^{(n)}) = j) \bigg| \sigma(S^{(n)}) \right]
$$

Now, since

$$
\mathbb{P}^{(m)}(X^{(n)}(T_{\ell}^{(n)}) = j | X^{(n)}(T_{\ell}^{(n)}) = i) = \mu_{t_{i,j}}^{(m)}(T_{\ell}^{(n)}; \theta^{(m)}),
$$

we get, using the same techniques as in (A.1)–(A.3), that

$$
\mathbb{P}(T_{\ell}^{(n)} \in dt_{\ell}^{(n)}, Y_{\ell}^{(n)} = y_{\ell}^{(n)} \ldots, T_{\ell}^{(n)} \in dt_{\ell}^{(n)}, X(T_{\ell}^{(n)}) = j, X(T_{\ell}^{(n)}) = i, T_{\ell-1} \in dt_{\ell-1}, Y_{\ell-1} = \ldots, T_1 \in dt, Y_1 = y_1)
$$
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provide the jump times and states needed (cf. (4.9)). This gives
\[ T_u \]
on outside time \( u \) after time and zero otherwise. Hence, for a fixed time \( u \leq \), where, for generic values \( 0 \)
\[ \frac{\alpha^{(m)}(S^{(n)}_{\ell-1})}{\alpha^{(m)}(S^{(n)})_1} \]

\[ \pi_i(t; \eta^{(m)}) P^{(m)}(t, s) \beta_{ij}(s; \theta^{(m)}) \]
is a \( 1 \times 1 \)-dimensional matrix, and thus cancels if appearing in both the numerator and denominator of a fraction. Concerning the conditional statistics within macrostates, \( I^{(m)}_i \) and \( \bar{K}^{(m)}_{i(i,i)} \), this property implies
\[ \sum_{n=1}^N c_i^{(m)}(u; S_i^{(n)}) = \sum_{n=1}^N M^{(n)}(u; S_i^{(n)})_1 \]

\[ \sum_{n=1}^N \frac{c_i^{(m)}(u; S_i^{(n)})}{\alpha^{(m)}(S^{(n)})_1} = \sum_{n=1}^N \frac{M^{(n)}(u; S_i^{(n)})_1}{\alpha^{(m)}(S^{(n)})_1}, \quad (A.4) \]

where, for generic values \( 0 \leq x_1 < x_2 < \infty \), and \( j \in J, j \neq i \), we have for \( u \in [x_1, x_2) \),
\[ c_i^{(m)}(u; x_1, i, x_2, j) = P_i^{(m)}(u, x_2) \beta_{ij}(x_2; \theta^{(m)}) \pi_i(x_1; \eta^{(m)}) P_i^{(m)}(x_1, u), \quad (A.5) \]

and zero otherwise. Hence, for a fixed time \( u \) between two jump times, each term on the right-hand side of (A.4) only depends on the last jump before \( u \), the next jump time after \( u \), and state jumped to at the next jump time; the past and future sojourns outside time \( u \) are cancelled out. Consequently, when summing over all observations and corresponding sojourns, one can equivalently sum over the data points in \( T_i \), as these provide the jump times and states needed (cf. (4.9)). This gives
\[ \sum_{n=1}^N \frac{c_i^{(m)}(u; S^{(n)})}{\alpha^{(m)}(S^{(n)})_1} = \sum_{n=1}^N \frac{M_i^{(m)}(u; T^{(n)}_i)}{\alpha^{(m)}(T^{(n)}_i)_1}, \quad (A.6) \]
which shows (4.13) for $\tilde{N}^{(m)}_{i,j}$ and $\tilde{N}^{(m)}_{(i,j)}$. Concerning the conditional statistics for jumps between macrostates, $\tilde{N}^{(m)}_{ij}$, we use $\tilde{N}^{(m)}_{(i,j)}$ from Theorem 4.1 to get

$$\tilde{N}^{(m)}_{ij}(u) = \sum_{j=1}^{d_j} \tilde{N}_{ij}(u)$$

$$= \sum_{n=1}^{N} \sum_{\ell=1}^{M^{(n)}} \mathbb{1}(\tilde{t}^{(n)}_{\ell} \geq u) \mathbb{1}(\tilde{y}^{(n)}_{\ell-1} = i, \tilde{y}^{(n)}_{\ell} = j) \frac{\pi_{ij}(\tilde{t}^{(n)}_{\ell-1}; \theta^{(m)}_{ij}) \pi_j(\tilde{t}^{(n)}_{\ell}; \eta^{(m)}_{ij}) a_{ij}(\tilde{t}^{(n)}_{\ell}; \tilde{S}^{(n)}_{ij}) e_i}{\alpha^{(m)}(\tilde{t}^{(n)}_{\ell}; \tilde{S}^{(n)}) 1_n}.$$

Using the same technique with the fraction as in (A.4)–(A.6), we get

$$\tilde{N}^{(m)}_{ij}(u)$$

$$= \sum_{n=1}^{N} \sum_{\ell=1}^{M^{(n)}} \mathbb{1}(\tilde{t}^{(n)}_{\ell} \geq u) \mathbb{1}(\tilde{y}^{(n)}_{\ell-1} = i, \tilde{y}^{(n)}_{\ell} = j) \frac{\pi_{ij}(\tilde{t}^{(n)}_{\ell-1}; \theta^{(m)}_{ij}) \pi_j(\tilde{t}^{(n)}_{\ell}; \eta^{(m)}_{ij}) e_j \beta_{ij}(\tilde{t}^{(n)}_{\ell}; \theta^{(m)})}{\alpha^{(m)}(\tilde{t}^{(n)}_{\ell-1}; \tilde{t}^{(n)}_{\ell}, i, j) 1_n}$$

Taking dynamics in $u$ then yields (4.14). Concerning the conditional statistics for initiations into macrostates, $\tilde{N}^{(m)}_i$, we use the exact same approach as for $\tilde{N}^{(m)}_{ij}$, with the only difference being the summation over $j$ of $e_j^{\beta_{ij}(\cdot; \theta^{(m)})}$ instead of a summation over $\tilde{j}$ of $\pi_{\tilde{j}}(\cdot; \eta^{(m)}_{ij}) e_{\tilde{j}}'. \quad \Box$
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