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ABSTRACT

Energy consumption from the selection, training, and deployment of deep learning models has seen a significant uptick recently. This work aims to facilitate the design of energy-efficient deep learning models that require less computational resources and prioritize environmental sustainability by focusing on the energy consumption. Neural architecture search (NAS) benefits from tabular benchmarks, which evaluate NAS strategies cost-effectively through pre-computed performance statistics. We advocate for including energy efficiency as an additional performance criterion in NAS. To this end, we introduce an enhanced tabular benchmark encompassing data on energy consumption for varied architectures. The benchmark, designated as EC-NAS1, has been made available in an open-source format to advance research in energy-conscious NAS. Our findings emphasize the potential of EC-NAS by leveraging multi-objective optimization algorithms, revealing a balance between energy usage and accuracy. This suggests the feasibility of identifying energy-lean architectures with little or no compromise in performance.

Index Terms— Energy-aware benchmark, neural architecture search, sustainable machine learning, multi-objective optimization

1. INTRODUCTION

Neural Architecture Search (NAS) strategies, which explore model architectures based on training and evaluation metrics, have demonstrated their ability to reveal novel designs with state-of-the-art performance [1, 2, 3]. While promising, NAS comes with computational and energy-intensive demands, leading to significant environmental concerns due to the carbon footprint incurred due to energy consumption [4, 5, 6]. Given the rapidly increasing computational requirements of deep learning models [7], there is an imperative to address the balance between performance and resource efficiency.

Efficient evaluation of NAS strategies has gained traction, using pre-computed performance statistics in tabular benchmarks and the use of surrogate and one-shot models [8, 9, 10, 2, 11]. Nevertheless, the primary focus remains on performance, with the trade-offs between performance and energy efficiency often overlooked. This trade-off is visually represented in Figure 1, illustrating the potential to find energy-efficient models without compromising performance. Aligning with recent advancements in energy-aware NAS research, we advocate for integrating energy consumption as a pivotal metric in tabular NAS benchmarks. We aim to uncover inherently efficient deep learning models, leveraging pre-computed energy statistics for sustainable model discovery. This perspective is supported by recent works, such as the EA-HAS-Bench [12], which emphasizes the trade-offs between performance and energy consumption. Furthermore, the diverse applications of NAS in areas like speech emotion recognition [13] and visual-inertial odometry [14] underscore its versatility and the need for efficiency.

Fig. 1. Scatter plot of about 423k CNN architectures showing training energy ($E$) vs. validation performance ($P_v$) across four training budgets. Solutions in the top-right (red ellipse) prioritize performance at high energy costs. Joint optimization shifts preferred solutions to the left (green ellipse), indicating reduced energy with minimal performance loss.
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2. ENERGY AWARENESS IN NAS

Building upon the foundational NAS-Bench-101 [10], we introduce our benchmark, EC-NAS, to accentuate the imperative of energy efficiency in NAS. Our adaptation of this dataset, initially computed using an exorbitant 100 TPU years equivalent of compute time, serves our broader mission of steering NAS methodologies towards energy consumption awareness.

2.1. Architectural Design and Blueprint

Central to our method are architectures tailored for CIFAR-10 image classification [15]. We introduce additional objectives for emphasizing the significance of hardware-specific efficiency trends in deep learning models. The architectural space is confined to the topological space of cells, with each cell being a configurable feedforward network. In terms of cell encoding, these individual cells are represented as directed acyclic graphs (DAGs). Each DAG, \( G(V, M) \), has \( N = |V| \) vertices (or nodes) and edges described in a binary adjacency matrix \( M \in \{0, 1\}^{N \times N} \).

The set of operations (labels) that each node can realise is given by \( \mathcal{L}' = \{\text{input, output}\} \cup \mathcal{L} \), where \( \mathcal{L} = \{3\times3\text{conv}, 1\times1\text{conv}, 3\times3\text{maxpool}\} \). Two of the \( N \) nodes are always fixed as \text{input} and \text{output} to the network. The remaining \( N-2 \) nodes can take up one of the labels in \( \mathcal{L} \). The connections between nodes of the DAG are encoded in the upper-triangular adjacency matrix with no self-connections (zero main diagonal entries).

For a given architecture, \( \mathcal{A} \), every entry \( \alpha_{i,j} \in M_\mathcal{A} \) denotes an edge, from node \( i \) to node \( j \) with operations \( i, j \in \mathcal{L} \) and its labelled adjacency matrix, \( L_\mathcal{A} \in M_\mathcal{A} \times \mathcal{L}' \).

2.2. Energy Measures in NAS

Traditional benchmarks, while insightful, often fall short of providing a complete energy consumption profile. In EC-NAS, we bring the significance of energy measures to the forefront, crafting a comprehensive view that synthesizes both hardware and software intricacies. The mainstays of neural network training – GPUs and TPUs – are notorious for their high energy consumption [6, 16]. To capture these nuances, we utilize and adopt the Carbontracker tool [6] to our specific needs, allowing us to observe total energy costs, computational times, and aggregate carbon footprints.

2.3. Surrogate Model for Energy Estimation

The landscape of NAS has transformed to encompass a broader spectrum of metrics. Energy consumption, pivotal during model training, offers insights beyond the purview of traditional measures such as floating-point operations (FPOPs) and computational time. Given the variability in computational time, owing to diverse factors like parallel infrastructure, this metric can occasionally be misleading.

![Fig. 2. Scatter plot depicting the Kendall–Tau correlation coefficient between predicted and actual energy consumption (left) and the influence of training data size on test accuracy (right). Error bars are based on 10 random initializations.](image)

Energy consumption, in contrast, lends itself as a more consistent and comprehensive measure, factoring in software and hardware variations. We measure the energy consumption of training the architectures on the CIFAR-10 dataset, following the protocols to NAS-Bench-101. The in-house SLURM cluster, powered by an NVIDIA Quadro RTX 6000 GPU and two Intel CPUs, provides an optimal environment.

The vast architecture space, however, introduces challenges in the direct energy estimation. Our remedy to this is a surrogate model approach, wherein we derived insights to guide a multi-layer perceptron (MLP) model by training using a representative subset of architectures. This surrogate model adeptly predicts energy consumption patterns, bridging computational demand and energy efficiency. Its efficacy is highlighted by the strong correlation between its predictions and actual energy consumption values, as illustrated in Figure 2.

2.4. Dataset Analysis and Hardware Consistency

Understanding architectural characteristics and the trade-offs they introduce is crucial. This involves studying operations, their impacts on efficiency and performance, as well as the overarching influence of hardware on energy costs. Training time and energy consumption trends naturally increase with model size. However, gains in performance tend to plateau for models characterized by larger DAGs. Interestingly, while parameter variation across model sizes remains minimal, training time and energy consumption show more significant variability for more extensive models. These findings highlight the multifaceted factors affecting performance and efficiency.

Different operations can also have a profound impact on performance. For instance, specific operation replacements significantly boost validation accuracy while increasing energy consumption without increasing training time. This complex relationship between training time, energy consumption and performance underscore the importance of a comprehensive approach in NAS. The impact of swapping one operation for another on various metrics, including energy consumption, training time, validation accuracy, and parameter count, is captured in Figure 3.

In EC–NAS, we further probed the energy consumption...
patterns of models characterized by DAGs with $|V| \leq 4$, spanning various GPUs. This exploration, depicted in Figure 4, confirms the flexibility of the benchmark across different hardware environments. This adaptability paves the way for advanced NAS strategies, notably for multi-objective optimization (MOO). It signifies a paradigm shift towards a balanced pursuit of performance and energy efficiency, echoing the call for sustainable computing.

3. LEVERAGING EC-NAS IN NAS STRATEGIES

Tabular benchmarks like EC-NAS offer insights into energy consumption alongside traditional performance measures, facilitating the exploration of energy-efficient architectures using multi-objective optimization (MOO) whilst emphasizing the rising need for sustainable computing. **Role of Multi-objective Optimization in NAS:** In the context of NAS, MOO has emerged as an instrumental approach for handling potentially conflicting objectives. We utilize the EC-NAS benchmark to apply diverse MOO algorithms, encompassing our own simple evolutionary MOO algorithm (SEMOA) based on [17] and other prominent algorithms such as SH-EMOA and MS-EHVI from [18]. These methodologies are assessed against the conventional random search (RS) technique.

Our exploration within EC-NAS span both single-objective optimization (SOO) and MOO. We execute algorithms across various training epoch budgets $e \in \{4, 12, 36, 108\}$ over 100 evolutions with a population size of 10. For SOO, 1000 evolutions were designated to equate the discovery potential. Results, averaged over 10 trials, followed the methodology of [18].

For MOO, validation accuracy $P_v$ and the training energy cost, $E$ (in kWh), were chosen as the dual objectives and, for SOO, simply the performance metric. Given its indifference to parallel computing, energy consumption was chosen over training time. Inverse objectives were used for optimization in maximization tasks (e.g., $1 - P_v$).

**Trade-offs in Energy Efficiency and Performance:** Balancing energy efficiency with performance presents a layered challenge in NAS. Figure 5 elucidates the architectural intricacies and the prowess of various MOO algorithms in identifying energy-conservative neural architectures.

Figure 5 (left) evaluates the architecture discovery efficacy of MOO algorithms, presenting the median solutions achieved over multiple runs. SEMOA, in particular, showcases an even distribution of models attributed to its ability to exploit model locality. In contrast, SH-EMOA and MSE-HVI display a more substantial variation, highlighting the robust search space exploration of SEMOA.

The Pareto front, as depicted in Figure 5 (center), highlights extrema $(r_0, r_1)$ and the knee point $(r_k)$, which represents an optimal trade-off between objectives. The extrema prioritize energy efficiency or validation accuracy, while the knee point achieves a balanced feature distribution. MOO algorithms’ capability to navigate the NAS space effectively is evident in their identification of architectures that balance competing objectives.

4. DISCUSSIONS

**Single versus Multi-objective Optimisation:** Figure 5 and Table 1 capture the performance trends of solutions, eluci-
Fig. 5. (Left) The attainment curve showing median solutions for 10 random initializations on the surrogate 7V space from EC-NAS dataset. (Center) A representation of the Pareto front for one run of SEMOA. (Right) Summary of metrics for the extremum and knee point architectures for one SEMOA run.

Dating that knee point solutions, $A_{r_0}$, offer architectures with about 70% less energy consumption with only a 1% performance degradation. Depending on specific applications, this might be an acceptable trade-off. If performance degradation is unacceptable, the Pareto front also provides alternative candidate solutions. For instance, extremum solution $A_{r_0}$ achieves nearly the same performance as the SOO solution but consumes about 32% less energy. This trend is consistent across various solutions.

**Training Time vs. Energy Consumption:** While the original NAS-Bench-101 dataset reports training time, it cannot replace energy consumption as a metric. Even though training time generally correlates with energy consumption in single hardware regimes, the scenario changes with large-scale parallelism on multiple GPUs. Aggregate energy consumption encompasses parallel hardware and its associated overheads. Even in single GPU scenarios, energy consumption provides insights into energy-efficient models. For instance, a small architecture might consume more energy on a large GPU due to under-utilization.

**Energy-Efficient Tabular NAS Benchmarks:** Despite the immense one-time cost of generating tabular benchmark, these benchmarks have proven highly useful for efficient evaluation of NAS strategies. For instance, our EC-NAS dataset, predicting metrics after training models for only 4 epochs, results in a 97% reduction compared to a dataset creation from scratch. Other techniques such as predictive modelling based on learning curves [19], gradient approximations [20], and surrogate models fitted to architecture subsets [9] also prove very useful in creating new architecture spaces to consider. However, incorporating energy consumption metrics is frequently overlooked and challenges arise in integrating with existing NAS strategies. This is considering NAS benchmarks and strategies and closely intertwined, which often restricts benchmarks to tailored strategies.

**Carbon-footprint Aware NAS:** The EC-NAS dataset provides various metrics for each architecture. By using MOO, NAS can directly optimize the carbon footprint of models. Although instantaneous energy consumption and carbon footprint are linearly correlated, fluctuations in instantaneous regional carbon intensities can introduce discrepancies during extended training periods [6]. By reporting the carbon footprint of model training in EC-NAS, we facilitate carbon-footprint-aware NAS [21]. In this work, our focus remains on energy consumption awareness, sidestepping the temporal and spatial variations of carbon intensity.

**Energy Consumption Aware Few-shot NAS:** While tabular benchmarks like NAS-Bench-101 [10] facilitate efficient exploration of various NAS strategies, they are constrained to specific architectures and datasets. Addressing this challenge involves one- or few-shot learning methods [22, 11]. A bridge between few-shot and surrogate tabular benchmarks emerges by combining surrogate models for predicting learning dynamics [9] with energy measurements. We have illustrated integrating surrogate models with existing tabular benchmarks, seamlessly extending these to surrogate benchmarks.

**Limitations:** Our proposed approach has certain limitations. To manage the search space, which expands exponentially with the number of vertices in the network specification DAGs, we have limited the vertices count to $\leq 7$, in line with NAS-Bench-101[10]. Moreover, in EC-NAS, we utilized surrogate time and energy measurements, sidestepping the variability of training time. Despite these limitations, which primarily aim to conserve energy in experiments, the insights from these experiments can be extrapolated to broader architectural spaces.

**5. CONCLUSION**

We have enriched an established NAS benchmark by incorporating energy consumption and carbon footprint measures. EC-NAS, encompassing $> 1.6M$ entries, was crafted using an accurate surrogate model that predicts energy consumption. By showcasing Pareto-optimal solutions through MOO methods, we illuminate the potential for achieving significant energy reductions with minimal performance compromises. With its diverse metrics, EC-NAS invites further research into developing energy-efficient and environmentally sustainable models.
6. REFERENCES


A. ADDITIONAL BENCHMARKS AND METRICS

For all benchmarks in EC-NAS, we report on operations, parameter count and performance metrics, similar to NAS-Bench-101, with the addition of energy consumption. However, we introduce separate benchmarks for models characterized by DAGs with $|V| \leq 4$ and $|V| \leq 5$, denoted the 4V and 5V space, respectively, where we also detail the carbon footprint. For the 4V and 5V spaces the energy efficiency metrics are derived from direct measurements, independent of surrogate modeling. These datasets were compiled by performing exhaustive model training limited to 4 epochs, with the resource costs for the remaining epochs extrapolated through linear scaling.

The primary focus for efficiency metrics is quantifying resource costs specific to model training, however, we also report total resource costs, including computational overheads, e.g., data movements. Lastly, we include the average energy consumption of computing hardware. A complete overview of the metrics relevant to this work is presented in Table 2.

<table>
<thead>
<tr>
<th>Metrics</th>
<th>Unit of measurement</th>
<th>Notation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model parameters</td>
<td>Million (M)</td>
<td>$</td>
</tr>
<tr>
<td>Test/Train/Eval. time</td>
<td>Seconds (s)</td>
<td>$T(s)$</td>
</tr>
<tr>
<td>Test/Train/Val. Acc.</td>
<td>$\mathbb{R} \subseteq [0;1]$</td>
<td>$P_o$</td>
</tr>
<tr>
<td>Energy consumption</td>
<td>Kilowatt-hour (kWh)</td>
<td>$E(kWh)$</td>
</tr>
<tr>
<td>Power consumption</td>
<td>Joule (J), Watt (W)</td>
<td>$E(J), E(W)$</td>
</tr>
<tr>
<td>Carbon footprint</td>
<td>kgCO$_2eq$</td>
<td>–</td>
</tr>
<tr>
<td>Carbon intensity</td>
<td>g/kWh</td>
<td>–</td>
</tr>
</tbody>
</table>

Table 2. Metrics reported in EC-NAS-Bench.
B. MEASUREMENTS FROM CARBONTRACKER

Our measurements account for the energy consumption of Graphics Processing Units (GPUs), Central Processing Units (CPUs), and Dynamic Random Access Memory (DRAM), with the CPU energy usage inclusive of DRAM power consumption. Energy usage data is collected and logged at 10-second intervals, and this information is averaged over the duration of model training. The total energy consumed is then calculated and reported in kilowatt-hours (kWh), where 1kWh = 3.6 · 10^6 Joules (J). In addition, we assess the emission of greenhouse gases (GHG) in terms of carbon dioxide equivalents (CO2eq), calculated by applying the carbon intensity metric, which denotes the CO2eq emitted per kWh of electricity generated. This carbon intensity data is updated every 15 minutes during model training from a designated provider.

<table>
<thead>
<tr>
<th>SPACE</th>
<th>RED. GPU DAYS</th>
<th>RED. kWh</th>
<th>RED. KG CO2EQ</th>
</tr>
</thead>
<tbody>
<tr>
<td>4V</td>
<td>3.758</td>
<td>48.931</td>
<td>6.327</td>
</tr>
<tr>
<td>5V</td>
<td>121.109</td>
<td>1970.495</td>
<td>252.571</td>
</tr>
<tr>
<td>7V</td>
<td>14037.058</td>
<td>259840.907</td>
<td>–</td>
</tr>
</tbody>
</table>

Table 3. Estimated reduction in actual resource costs when creating EC-NAS dataset for the 4V and 5V using linear scaling and 7V space using the surrogate model.

However, considering only the direct energy consumption of these components does not fully capture the carbon footprint of model training, as it overlooks the energy consumption of auxiliary infrastructure, such as data centers. To address this, we refine our estimations of energy usage and carbon footprint by incorporating the 2020 global average Power Usage Effectiveness (PUE) of data centers, which stands at 1.59, as reported in [23].

C. SURROGATE MODEL IMPLEMENTATION

We use a simple four-layered MLP with gelu(·) activation functions, except for the final layer, which transforms the input in this sequence 36 → 128 → 64 → 32 → 1.

The surrogate energy model is trained using actual energy measurements from 4310 randomly sampled architectures from the 7V space. The model was implemented in Pytorch [24] and trained on a single NVIDIA RTX 3060 GPU. We use a training, validation and test split of ratio [0.7, 0.1, 0.2] resulting in [3020, 430, 860] data points, respectively. The MLP, \( f_0(·) \), is trained for 200 epochs with an initial learning rate of \( 5 \times 10^{-3} \) to minimise the \( L1 \)-norm loss function between the predicted and actual energy measurements using the Adam optimiser [25].

D. ADDITIONAL DISCUSSION

Resource constrain NAS. Resource-constrained NAS for obtaining efficient architectures has been explored mainly by optimising the run-time or the number of floating point operations (FPOs). For instance, the now widely popular EffcientNet architecture was discovered using a constraint of FPOs [4]. Optimising for FPOs, however, is not entirely indicative of the efficiency of models [26]. It has been reported that models with fewer FPOs could have bottleneck operations that consume the bulk of the training time [27], and some models with higher FPOs might have lower inference time [28]. Energy consumption optimised hyperparameter selection outside of NAS settings for large language models has been recently investigated in [29].

**Surrogate model adaptability.** Our surrogate energy model is promising in predicting energy consumption within our current search space. We have also adapted the surrogate model to the OFA search space, achieving comparable results in terms of energy consumption prediction. This suggests the potential for the surrogate model to be generalized and applied to other search spaces, broadening its applicability and usefulness in future research. Estimates for reduction in compute costs for the EC-NAS benchmark datasets are presented in Table 3.

While a comprehensive investigation of the surrogate model’s performance in different search spaces is beyond the scope of this work, it is worth noting that the model could potentially serve as a valuable tool for researchers seeking to optimize energy consumption and other efficiency metrics across various architectural search spaces. Further studies focusing on the adaptability and performance of surrogate models in diverse search spaces will undoubtedly contribute to developing more efficient and environmentally sustainable AI models.

**Hardware accelerators.** Hardware accelerators have become increasingly efficient and widely adopted for edge computing and similar applications. These specialized devices offer significant performance improvements and energy efficiency, allowing faster processing and lower power consumption than traditional computing platforms. However, deriving general development principles and design directions from these accelerators can be challenging due to their highly specialized nature. Moreover, measuring energy efficiency on such devices tends to be hardware-specific, with results that may need to be more easily transferable or applicable to other platforms. Despite these challenges, we acknowledge the importance and necessity of using hardware accelerators for specific applications and recognize the value of development further to improve energy efficiency and performance on these specialized devices.

E. MULTI-OBJECTIVE OPTIMISATION

Formally, let the MOO problem be described by \( f: X \rightarrow \mathbb{R}^m \), \( f(x) \rightarrow (f_1(x), \ldots, f_m(x)) \). Here \( X \) denotes the search space of the optimisation problem and \( m \) refers to the number of objectives. We assume w.l.o.g. that all objectives are to be minimized. For two points \( x, x' \in X \) we say that \( x' \) dominates
Fig. 6. Average performance and resource consumption across models for all baseline methods, including SEMOA. Architectures \( A_{r_0}, A_{r_1}, \) and \( A_{r_k} \) denote the two extremes and the knee point, respectively. For precise numerical data, refer to Table 1.

\[ x \text{ and write } x' \prec x \text{ if } \forall i \in \{1, \ldots, m\}: f_i(x') \leq f_i(x) \land \exists j \in \{1, \ldots, m\}: f_j(x') < f_j(x). \]  
For \( X', X'' \subseteq \mathbb{R}^m \) we say that \( X' \) dominates \( X'' \) and write \( X' \prec X'' \) if \( \forall x'' \in X'' : \exists x' \in X' : x' \prec x'' \). The subset of non-dominated solutions in a set \( X' \subseteq X \) is given by \( \text{nndom}(X') = \{x | x \in X' \land \exists x'' \in X' \setminus \{x\} : x' \prec x'' \}. \) The Pareto front of a set \( X' \subset X \) defined as \( \mathcal{F}(X') = \{\mathbf{f}(x) | x \in \text{nndom}(X')\} \) and, thus, the goal of MOO can be formalised as approximating \( \mathcal{F}(X) \).

In iterative MOO, the strategy is to step-wise improve a set of candidate solutions towards a sufficiently good approximation of \( \mathcal{F}(X) \). For the design of a MOO algorithm, it is important to have a way to rank two sets \( X' \) and \( X'' \) w.r.t. the overall MOO goal even if neither \( X' \prec X'' \) nor \( X'' \prec X' \). This ranking can be done by the hypervolume measure. The hypervolume measure or \( S \)-metric (see [30]) of a set \( X' \subseteq X \) is the volume of the union of regions in \( \mathbb{R}^m \) that are dominated by \( X' \) and bounded by some appropriately chosen reference point \( r \in \mathbb{R}^m \):

\[
S_r(X') := \Lambda \left( \bigcup_{x \in X'} \left[ f_1(x), r_1 \right] \times \cdots \times \left[ f_m(x), r_m \right] \right),
\]

where \( \Lambda(\cdot) \) is the Lebesgue measure. The hypervolume is, up to weighting objectives, the only strictly Pareto compliant measure [31] in the sense that given two sets \( X' \) and \( X'' \) we have \( S(X') > S(X'') \) if \( X' \) dominates \( X'' \). As stated by [32], the worst-case approximation factor of a Pareto front \( \mathcal{F}(X') \) obtained from any hypervolume-optimal set \( X' \) with size \( |X'| = \mu \) is asymptotically equal to the best worst-case approximation factor achievable by any set of size \( \mu \), namely \( \Theta(1/\mu) \) for additive approximation and \( 1 + \Theta(1/\mu) \) for relative approximation [33]. Now we define the \textit{contributing hypervolume} of an individual \( x \in X' \) as

\[
\Delta_r(x, X') := S_r(X') - S_r(X' \setminus \{x\}).
\]

The value \( \Delta(x, X') \) quantifies how much a candidate solution \( x \) contributed to the total hypervolume of \( X' \) and can be regarded as a measure of the relevance of the point. Therefore, the contributing hypervolume is a popular criterion in MOO algorithms [34, 35, 36, 17]. If we iteratively optimize some solution set \( P \), then points \( x \) with low \( \Delta(x, P) \) are candidates in an already crowded region of the current Pareto front \( \mathcal{F}(P) \), while points with high \( \Delta(x, P) \) mark areas that are promising to explore further.

E.1. SEMOA: Simple Evolutionary Multi-objective Optimisation Algorithm

In this study, we used a simple MOO algorithm based on hypervolume maximisation outlined in Algorithm 1 inspired by [17]. The algorithm iteratively updates a set \( P \) of candidate solutions, starting from a set of random network architectures. Dominated solutions are removed from \( P \). Then \( \lambda \) new architectures are generated by first selecting \( \lambda \) architectures from \( P \) and then modifying these architectures according to the perturbation described in Procedure 2. The \( \lambda \) new architectures are added to \( P \) and the next iteration starts. In Procedure 2, the probability \( p_{\text{edge}} \) for changing (i.e., either adding or removing) an edge is chosen such that in expectation, two edges are changed, and the probability \( p_{\text{node}} \) for changing a node is set such that in expectation every second perturbation changes the label of a node.

The selection of the \( \lambda > m \) architectures from the current solution set is described in Procedure 3. We always select the \textit{extreme points} in \( P \) that minimize a single objective (thus, the precise choice of the reference point \( r \) is of lesser importance). The other \( m - \lambda \) points are randomly chosen preferring points with higher contributing hypervolume. The points in \( P \) are ranked according to their hypervolume contribution. The probability of being selected depends linearly on the rank. We use \textit{linear ranking selection} [37, 38], where the parameter controlling the slope is set to \( \eta^+ = 2 \). Always selecting the extreme points and focusing on points with large contributing hypervolume leads to a wide spread of non-dominated solutions.
**Algorithm 1** SEMOA for NAS strategy

**Input:** objective $f = (f_1, \ldots, f_m)$, maximum number of iterations $n$  
**Output:** set of non-dominated solutions $P$

```plaintext
1: Initialize $P \subset \mathcal{X}$ (e.g., randomly) $\triangleright$ Initial random architectures  
2: $P \leftarrow \text{ndom}(P)$ $\triangleright$ Discard dominated solutions  
3: for $i \leftarrow 1$ to $n$ do $\triangleright$ Loop over iterations  
4: $O \leftarrow \text{LinearRankSample}(P, \lambda)$ $\triangleright$ Get $\lambda$ points from $P$  
5: $O \leftarrow \text{Perturb}(O)$ $\triangleright$ Change the architectures  
6: Compute $f(x)$ for all $x \in O$ $\triangleright$ Evaluate architectures  
7: $P \leftarrow \text{ndom}(P \cup O)$ $\triangleright$ Discard dominated points  
8: end for  
9: return $P$
```

**Procedure 2** Perturb($O$)

**Input:** set of architectures $O$, variation probabilities for edges and nodes $p_{\text{edge}}$ and $p_{\text{node}}$.  
**Output:** set of modified architecture $O^*$

```plaintext
1: for all $M_A \in O$ do $\triangleright$ Loop over matrices  
2: repeat  
3: for all $\alpha_{i,j} \in M_A$ do $\triangleright$ Loop over entries  
4: With probability $p_{\text{edge}}$ flip $\alpha_{i,j}$  
5: end for  
6: for all $l \in L_A$ do $\triangleright$ Loop over labels  
7: With probability $p_{\text{node}}$ change the label of $l$  
8: end for  
9: until $M_A$ has changed  
10: end for  
11: return $O^*$
```

**Procedure 3** LinearRankSample($P$, $\lambda$)

**Input:** set $P \subset \mathcal{X}$ of candidate solutions, number $\lambda$ of elements to be selected; reference point $r \in \mathbb{R}^m$, parameter controlling the preference for better ranked points $\eta^+ \in [1, 2]$.  
**Output:** $O \subset P$, $|O| = \lambda$

```plaintext
1: $O = \emptyset$  
2: for $i \leftarrow 1$ to $m$ do  
3: $O \leftarrow O \cup \arg\min_{x \in P} f_i(x)$ $\triangleright$ Always add extremes  
4: end for  
5: Compute $\Delta_x(x, P)$ for all $x \in P$ $\triangleright$ Compute contributing hypervolume  
6: Sort $P$ according to $\Delta(x, P)$  
7: Define discrete probability distribution $\pi$ over $P$ where  

$$
\pi_i = \frac{1}{|P|} \left( \eta^+ - 2(\eta^+ - 1) \frac{i - 1}{|P| - 1} \right)
$$

is the probability of the element $x_i$ with the $i$th largest contributing hypervolume  
8: for $i \leftarrow 1$ to $\lambda - m$ do $\triangleright$ Randomly select remaining points  
9: Draw $x \sim \pi$ $\triangleright$ Select points with larger $\Delta_P$ with higher probability  
10: $O \leftarrow O \cup x$  
11: end for  
12: return $O$
```

**E.2. Multi-objective Optimization Baselines**

**Hyperparameters for the MOO Baseline Methods** All baseline methods employ EC-NAS for exploring and optimizing architectures. We select hyperparameters for each method to prevent unfair advantages due to increased computation time, such as the number of iterations or function evaluations. Despite allocating similar resources to the baseline methods, assessing fairness in their comparison is challenging due to the disparity in their algorithmic approaches. To mitigate uncertainties in the results, we average the outcomes over 10 experiments using different initial seeds, providing a measure of variability.

We adopt the bag-of-baselines implementation presented in [18] for compatibility with the tabular benchmarks of EC-NAS. Additionally, we implement the previously presented MOO algorithm SEMOA within the same framework as the baseline methods to ensure consistency. Here, we provide further details on the modifications and characteristics of the baseline methods. Summary of metrics for each method over all runs can be seen in Figure 6.

**Random Search** Unlike other methods, Random Search does not utilize evolutionary search heuristics to optimize architectures in the search space. It does not inherently consider multiple objectives but relies on processing each randomly queried model. Specifically, all queried architectures are stored, and a Pareto front is computed over all models to obtain the MOO interpretation of this method. We allow 1,000 queries for this search scheme.

**Speeding up Evolutionary Multi-Objective Algorithm (SH-EMOA)** We initialize SH-EMOA with a population size of 10 and limit the search to 100 function evaluations for budgets between 4 and 108. The algorithm is constrained to use budgets of 4, 12, 36, and 108, available in our search space. The remaining hyperparameters are set to default values, including a uniform mutation type for architecture perturbation and a tournament-style parent selection for offspring generation.

**Mixed Surrogate Expected Hypervolume Improvement (MS-EHVI)** This evolutionary algorithm is also initialized with a population size of 10 and limited to 100 evaluations. We provide an auxiliary function to discretize parameters to accommodate the experimental setup using tabular benchmarks. MS-EHVI integrates surrogate models to estimate objective values and employs the expected hypervolume improvement criterion to guide the search. This combination allows for an efficient exploration and exploitation of the search space, especially when dealing with high-dimensional and multi-objective problems.