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A search for high-mass resonances decaying into a $\tau$-lepton and a neutrino using proton-proton collisions at a center-of-mass energy of $\sqrt{s} = 13$ TeV is presented. The full run 2 data sample corresponding to an integrated luminosity of 139 fb$^{-1}$ recorded by the ATLAS experiment in the years 2015–2018 is analyzed. The $\tau$-lepton is reconstructed in its hadronic decay modes and the total transverse momentum carried out by neutrinos is inferred from the reconstructed missing transverse momentum. The search for new physics is performed on the transverse mass between the $\tau$-lepton and the missing transverse momentum. No excess of events above the Standard Model expectation is observed and upper exclusion limits are set on the $W'$ production cross section. Heavy $W'$ vector bosons with masses up to 5.0 TeV are excluded at 95% confidence level, assuming that they have the same couplings as the Standard Model $W$ boson. For nonuniversal couplings, $W'$ bosons are excluded for masses less than 3.5–5.0 TeV, depending on the model parameters. In addition, model-independent limits on the visible cross section times branching ratio are determined as a function of the lower threshold on the transverse mass of the $\tau$-lepton and missing transverse momentum.

DOI: 10.1103/PhysRevD.109.112008

I. INTRODUCTION

Multiple theories beyond the Standard Model (SM) predict the existence of additional charged or neutral heavy vector gauge bosons, $W'$ or $Z'$, that may be observable at the Large Hadron Collider (LHC). The sequential Standard Model (SSM) [1] is a flavor-universal benchmark model that assumes the couplings of the $W'$ and $Z'$ bosons to fermions are identical to those of the $W$ and $Z$ bosons in the SM. Other models that are investigated in this paper are referred to as nonuniversal gauge interaction models (NUGIM) [2–5], which can exhibit different couplings for the three lepton generations.

Searches for new heavy gauge bosons decaying into $\tau$-lepton final states are mainly motivated by models that violate lepton universality, such as the NUGIM. An example is the extension of the electroweak gauge group by an additional SU(2) symmetry group. The first and second generation of fermions can transform under one SU(2) symmetry group, while the third generation of fermions can transform under the additional one. At some energy scale, the extended symmetry is spontaneously broken to the SM electroweak gauge symmetry and the $W'$ and $Z'$ bosons appear as massive particles. The non-universality of the $W'$ couplings to the SM fermions is parametrized by an angle parameter, $\theta_{\text{NU}}$, which is used to scale the couplings to the first and second generations of fermions by $\tan\theta_{\text{NU}}$ and the couplings to the third generation by $\cot\theta_{\text{NU}}$. For $\cot\theta_{\text{NU}} = 1$, the model’s couplings are identical to those of the SSM, while values of $\cot\theta_{\text{NU}} > 1$ enhance the couplings to the third generation. The total decay width relative to the $W'$ boson mass in the NUGIM depends on its mass and the value of $\cot\theta_{\text{NU}}$, and it spans from approximately 3% in the SSM limit to 31%–36%, depending on the $W'$ mass, for larger $\cot\theta_{\text{NU}}$.

Alternative models associate the two SU(2) groups with a left-right symmetry [6–8]. The left-symmetry exhibits itself in the electroweak theory and is associated with the parity violation observed in the weak interaction. The right-symmetry has not been observed at the energies probed to date; thus it must be broken at some energy scale and through spontaneous symmetry breaking the new, right-handed $W'$ and $Z'$ bosons become massive.

The ATLAS experiment has searched for $W'$ bosons in the light-lepton, $W' \to \ell\nu(\ell = e, \mu)$ [9], and $\tau$-lepton, $W' \to \tau\nu$ [10], channels. The light-lepton searches generally have a better sensitivity than $W' \to \tau\nu$ for models with universal couplings to fermions because they suffer from less SM background and are enhanced by better lepton reconstruction and identification efficiency. With data collected in the years 2015–2018, corresponding to an
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The ATLAS detector [15–17] at the LHC is a multipurpose particle detector with a forward-backward symmetric cylindrical geometry and a near 4π coverage in solid angle. It consists of an inner tracking detector surrounded by a thin superconducting solenoid providing a 2 T axial magnetic field, electromagnetic (EM) and hadron calorimeters, and a muon spectrometer. The inner tracking detector covers the pseudorapidity range |η| < 2.5. It consists of silicon pixel, silicon microstrip, and transition radiation tracking detectors. Lead/liquid-argon (LAr) sampling calorimeters provide EM energy measurements with high granularity. A steel/scintillator-tile hadron calorimeter covers the central pseudorapidity range (|η| < 1.7). The end cap and forward regions are instrumented with LAr calorimeters for both the EM and hadronic energy measurements up to |η| = 4.9. The muon spectrometer surrounds the calorimeters and is based on three large superconducting air-core toroidal magnets with eight coils each. The field integral of the toroids ranges between 2.0 and 6.0 T m across most of the detector. The muon spectrometer includes a system of precision tracking chambers and fast detectors for triggering. A two-level trigger system is used to select events [18,19]. The first-level trigger is implemented in hardware and uses a subset of the detector information to accept events at a rate below 100 kHz. This is followed by a software-based high-level trigger (HLT) that reduces the accepted event rate to 1 kHz on average depending on the data-taking conditions.

An extensive software suite [20] is used in data simulation, in the reconstruction and analysis of real and simulated data, in detector operations, and in the trigger and data acquisition systems of the experiment.

### II. ATLAS DETECTOR

The ATLAS detector [15–17] at the LHC is a multipurpose particle detector with a forward-backward symmetric cylindrical geometry and a near 4π coverage in solid angle. It consists of an inner tracking detector surrounded by a thin superconducting solenoid providing a 2 T axial magnetic field, electromagnetic (EM) and hadron calorimeters, and a muon spectrometer. The inner tracking detector covers the pseudorapidity range |η| < 2.5. It consists of silicon pixel, silicon microstrip, and transition radiation tracking detectors. Lead/liquid-argon (LAr) sampling calorimeters provide EM energy measurements with high granularity. A steel/scintillator-tile hadron calorimeter covers the central pseudorapidity range (|η| < 1.7). The end cap and forward regions are instrumented with LAr calorimeters for both the EM and hadronic energy measurements up to |η| = 4.9. The muon spectrometer surrounds the calorimeters and is based on three large superconducting air-core toroidal magnets with eight coils each. The field integral of the toroids ranges between 2.0 and 6.0 T m across most of the detector. The muon spectrometer includes a system of precision tracking chambers and fast detectors for triggering. A two-level trigger system is used to select events [18,19]. The first-level trigger is implemented in hardware and uses a subset of the detector information to accept events at a rate below 100 kHz. This is followed by a software-based high-level trigger (HLT) that reduces the accepted event rate to 1 kHz on average depending on the data-taking conditions.

An extensive software suite [20] is used in data simulation, in the reconstruction and analysis of real and simulated data, in detector operations, and in the trigger and data acquisition systems of the experiment.

### III. SIGNAL AND BACKGROUND SAMPLES

Signal events of \( W^+ \rightarrow \tau^+ \nu \) decays were generated at leading order with the PYTHIA 8.212 [21] event generator and the NNPDF2.3LO parton distribution function (PDF) set [22]. The A14 set of tuned parameters (tune) [23] was used to simulate the parton shower and the hadronization process. The TAUOLA v2.9 package [24] was used for the simulation of the τ-lepton decays.

The \( W^+ \) signal events were generated with invariant mass of the \( \tau^+ \nu \) system above 25 GeV. The event generation used an artificially biased phase space sampling to generate more events at high invariant masses. Signal events for various resonance masses in the range of 500 GeV to 6000 GeV were modeled by reweighting this sample using a leading-order matrix-element (ME) calculation. For the NUWIM signals, depending on the values of cot \( \theta^\text{NU} \) and resonance mass, the total decay width of the \( W^+ \) bosons increased up to 36%, which affects the signal acceptance. \( W^+ \) decays into boson pairs (WZ, Wh) were neglected in the calculation of the total decay width. This impacts the total decay width by less than 7%. Very large values of cot \( \theta^\text{NU} \) (>5.5) are not studied as the model becomes nonperturbative in this region. The signal cross section is corrected for account for next-to-next-to-leading-order (NNLO) quantum chromodynamics (QCD) effects by mass-dependent \( k \)-factors. The NNLO QCD effects in the \( k \)-factors were calculated using VRAP v0.9 [25] and the CT14NNLO PDF set [26]. Electroweak corrections as well as interference...
between $W$ and $W'$ bosons are expected to be model-dependent and are not considered.

The SM background to this search is divided into events where the selected $\tau$-lepton candidate originates from a quark- or gluon-initiated jet (jet background) and those where it does not (nonjet background). The jet background is primarily due to $W/Z + j$, mainly $Z(\rightarrow \nu \nu) + j$, and multijet production and is estimated from data. The nonjet background is estimated by using simulation and mainly originates from $W \rightarrow \tau \nu$ production. Additionally, smaller contributions come from $W/Z/\gamma^* \rightarrow$ leptonic final states, top-quark ($t\bar{t}$ and single top-quark) production, and diboson ($WW$, $WZ$, and $ZZ$) production, collectively referred to as other background. The generators and software packages used for the simulation of the background samples are summarized in Table I. In addition, quantum electrodynamics (QED) final-state radiation in $W=Z=\gamma$ processes is included in the simulated and response using the GEANT4 framework.

### IV. ANALYSIS STRATEGY AND EVENT SELECTION

The efficient selection of high-mass $W' \rightarrow \tau \nu$ decays and the suppression of backgrounds requires an accurate identification of hadronic $\tau$-lepton decays, the reconstruction of their transverse momentum and the reconstruction of the missing transverse momentum, which are used to build the final discriminating variable for this search.

The interaction vertices from $pp$ collisions are reconstructed from inner detector tracks with transverse momenta $p_T^{\text{track}} > 0.5$ GeV that originate from the beam collision region in the transverse plane. In presence of several primary vertices, the hard-scatter primary vertex is chosen as the interaction vertex with the highest sum of squared $p_T^{\text{track}}$. Events with no hard-scatter primary vertex are rejected. Additionally, the candidate events are required to satisfy standard data-quality criteria.

The $\tau$-lepton is reconstructed from its hadronic decay products. Hadronic $\tau$-lepton decays are composed of a neutrino and a set of visible decay products ($\tau_{\text{had-vis}}$), typically one or three charged pions and up to two neutral pions. The reconstruction of the visible decay products is seeded by jets reconstructed from topological clusters of energy depositions in the calorimeter. The reconstruction of $\tau_{\text{had-vis}}$ candidates is detailed in Refs. 57,58.

The $\tau_{\text{had-vis}}$ candidates are required to have transverse momentum $p_T^{\tau_{\text{had-vis}}} > 30$ GeV and $|\eta| < 2.4$ (excluding the region $1.37 < |\eta| < 1.52$). They are required to have one (1-prong) or three (3-prong) associated tracks within the core region of $\Delta R < 0.2$ around the $\tau_{\text{had-vis}}$ axis and an electric charge of $|Q| = 1$. The prompt charged-particle tracks within the core region are classified using boosted decision trees (BDT) against other tracks that can originate from other sources (such as tracks from photon conversions, underlying events or pileup), which increases the reconstruction efficiency of the high-$p_T$ $\tau_{\text{had-vis}}$ relative to the previous analysis.
Only the candidate with the highest transverse momentum in the event is selected.

Hadronic τ-lepton decays are identified with a recurrent neural network (RNN) algorithm [59] based on calorimetric shower shape and tracking information to suppress backgrounds from quark- or gluon-initiated jets that are reconstructed as τ-lepton candidates. Since the jet background for high W' masses is small, loose criteria are used for the τ-lepton identification to maintain a high signal efficiency. The chosen loose working point of the τ-lepton identification has an efficiency of 85% for 1-prong candidates and 75% for 3-prong candidates. At the same time, the loose working point provides a jet background rejection factor of at least 21 for 1-prong candidates and 90 for 3-prong candidates. For the separation of 1-prong τ-lepton candidates from misidentified electrons, a dedicated discriminant based on a BDT [58] is used with an efficiency of 95% and an electron background rejection factor of 50–100, depending on the pseudorapidity.

Events with a reconstructed electron [60] or muon [61] are rejected. This lepton veto makes use of loose electron and muon identification criteria and considers lepton candidates with transverse momenta above 20 GeV. The electrons are required to be reconstructed with |η| < 2.47 (excluding 1.37 < |η| < 1.52) while muons are required to be reconstructed with |η| < 2.5. Electrons and muons are required to have tracks associated with the primary vertex with longitudinal impact parameter |z_0| sin θ < 0.5 mm and transverse impact parameter significance |d_0/σ(d_0)| < 5 for electrons and |d_0/σ(d_0)| < 3 for muons, where σ(d_0) is the measured uncertainty in d_0.

Jet candidates are reconstructed from topological clusters of energy deposition in the calorimeter [56] using the anti-k_t algorithm [62,63] with a radius parameter R = 0.4. They are calibrated using simulation with corrections obtained from in situ techniques in data [64]. Jets are required to have a transverse momentum above 20 GeV and a pseudorapidity in the range of |η| < 4.5. To reduce the effect of pileup on jets with transverse momenta less than 60 GeV, the jet vertex tagging (JVT) and forward jet vertex tagging (fJVT) algorithms [65,66] are used for jets with |η| < 2.5 and 2.5 < |η| < 4.5, respectively, to determine the likelihood of the jet originating from the hard-scattering vertex. Jets enter indirectly in the analysis through the calculation of the missing transverse momentum of the event.

The events are required to satisfy criteria designed to reduce noncollision backgrounds from cosmic rays, single-beam-induced events and calorimeter noise [67]. To further suppress single-beam-induced background, the τ_had-vis candidate must have at least one associated track with transverse momentum greater than 10 GeV.

The missing transverse momentum with magnitude E_T^miss is calculated as the negative vectorial sum of the transverse momenta of all reconstructed objects in the event. In addition, a soft term [68] is added to account for the contribution from tracks that originate from the primary vertex but are not associated with the reconstructed objects.

Events were selected by triggers that required E_T^miss to be above a threshold of 70, 90 or 110 GeV, depending on the data-taking period [69]. The offline-reconstructed E_T^miss is required to be at least 150 GeV, motivated by the high W' masses (~0.5–6 TeV) considered in this search, to suppress multijet background and to minimize the uncertainty in the trigger efficiency. The trigger efficiency for this offline threshold is about 80% and increases to more than 99% for E_T^miss > 200 GeV. Single τ-lepton triggers were not used because they provide similar offline thresholds as the E_T^miss triggers, but also include a τ-lepton identification step at the HLT. The latter can result in a bias in the data selection and consequently the jet background estimation, which is described in Sec. V.

Correction factors are applied to simulation to account for differences observed in the detector response between data and MC. This includes corrections for the τ-lepton reconstruction and identification efficiencies, as well as the energy and momentum scales and resolutions of the reconstructed objects [58,64,70]. Additional corrections are derived for τ-lepton candidates with p_T^had-vis above 100 GeV that have a long flight length in the detector since the direct interaction of τ-leptons with the detector is not included in the simulation. More than 50% of the τ-leptons with p_T^had-vis > 100 GeV decay after a flight distance of 30 mm in the transverse plane, which corresponds to the innermost layer of the ATLAS detector. The corrections are determined by comparing the reconstruction and identification efficiencies for the selected W' → τν sample with a dedicated simulated sample that includes direct interactions of τ-leptons with the detector. The missing transverse momentum trigger efficiencies are measured with Z(→ μμ) + jets events, where the jet is reconstructed as a τ-lepton candidate, exploiting the fact that muons typically deposit only a small fraction of their energy in the calorimeter. The trigger efficiencies are measured in data and simulation after removing the muons from the E_T^miss calculation, which results in similar event topologies to those studied in this paper.

Additional kinematic selection criteria are applied to further reduce multijet background. As the W' bosons are typically produced with low transverse momenta, the τ-lepton and the neutrino from the W' decay are produced back-to-back in the transverse plane and have approximately balanced transverse momenta. Due to the large W mass and the resulting boost of the τ-lepton and its decay products, the direction of the neutrino from the τ-lepton decay is close to the original direction of the τ-lepton. The neutrino from the τ-lepton decay thus partially cancels the missing transverse momentum caused by the prompt neutrino from the W' decay. As a result, the τ_had-vis candidate and the missing transverse momentum are also preferentially balanced. Therefore, the azimuthal angle between the τ-lepton candidate and the missing transverse
momentum, $\Delta \phi_{\text{had-vis}, E_T^{\text{miss}}}$, is required to be larger than 2.4 radians and their transverse momentum ratio to be in the range of $0.7 < p_T^{\text{had-vis}}/E_T^{\text{miss}} < 1.3$.

The selection criteria discussed above define the signal region (SR) of the $W' \rightarrow \tau \nu$ search. The selection acceptance times efficiency, $\mathcal{A} \times \mathcal{E}$, is approximately 8% for a low-mass resonance with $m_{W_{SSM}^0} = 500$ GeV and is mainly affected by the trigger and $E_T^{\text{miss}}$ requirements of the SR. For higher resonance masses near 2.5 TeV, the $\mathcal{A} \times \mathcal{E}$ increases to approximately 25%. Due to the event selection requirements and the increased production of off shell $W'$ bosons at lower invariant mass, the selection $\mathcal{A} \times \mathcal{E}$ decreases for $m_{W_{SSM}^0}$ above 3 TeV and reaches approximately 16% for resonance masses at 6 TeV. An overview of the selected event yields is given in Table III. A summary of the event selection and the region requirements is given in Table II. In addition to the SR, three control regions (CR1, CR2, and CR3), as defined in Sec. V, are used to obtain a data-driven estimate of the jet background and a validation region (VR) is used to validate the SM background in the high-$m_T$ region.

The transverse mass of the reconstructed $\tau_{\text{had-vis}}$ candidate and $E_T^{\text{miss}}$, $m_T$, defined as

$$m_T = \sqrt{2p_T^{\text{had-vis}}E_T^{\text{miss}}(1 - \cos \Delta \phi_{\text{had-vis}, E_T^{\text{miss}}})}$$  \hspace{1cm} (1)$$

is used to further separate the signal from backgrounds as a high-mass $W'$ is expected to produce events at higher $m_T$ values. Due to the presence of the additional neutrino from the $\tau$-lepton decay, the distribution of the transverse mass for the signal process is not expected to show a Jacobian peak. The separation between signal and background uses a profile likelihood based on the $m_T$ distribution, as described in Sec. VII.

### V. JET BACKGROUND ESTIMATION

While all nonjet backgrounds in this analysis are estimated by using simulation, the jet background is estimated by using simulation, the jet background is estimated...
by using a data-driven approach since the misidentification of jets as $\tau$-lepton candidates is not well modeled by the simulation. In this approach, the jet background is determined from data events that fail to satisfy the $\tau$-lepton identification requirement of the signal region and is transferred to the signal region using dedicated transfer factors measured in independent control regions.

Three control regions are defined. The events in the first control region (CR1) are required to satisfy the same selection criteria as for the signal region but fail to satisfy loose and satisfy very loose $\tau$-lepton identification. The very loose $\tau$-lepton identification working point corresponds to a 95% signal efficiency and 9.9 and 16 background rejection factors for 1-prong and 3-prong $\tau$-had-vis candidates, respectively. The other two control regions are enriched in dijet events. For the definition of these regions, the requirement on $p_{\tau\text{had-vis}}^T = E_{\text{miss}}^T$ is removed, and the missing transverse momentum must not exceed 100 GeV, while the other selection criteria remain the same as for the signal region. For one of these two control regions the $\tau$-lepton candidate must satisfy loose $\tau$-lepton identification (CR2), while for the other it must fail to satisfy loose but satisfy very loose $\tau$-lepton identification (CR3). In all three control regions, the nonjet background is subtracted using simulation. The signal contamination in all three regions is small and is neglected.

The transfer factors, $F_{ij}$, correspond to the ratio of events in CR2 and CR3 and are shown in Fig. 1. They are measured in intervals of $p_{\tau\text{had-vis}}^T$ (denoted by index $i$), and separately for 1-prong and 3-prong $\tau$-lepton candidates (denoted by index $j$). Further dependence on other observables, such as the $\tau$-had-vis $\eta$ or the event’s trigger, is found to give negligible effects and is not considered. The transfer factors measured in the $p_{\tau\text{had-vis}}^T$ interval of 350 to 500 GeV are also used for reweighting events with $p_{\tau\text{had-vis}}^T$ above 500 GeV. The number of jet background events in the signal region, $N_{\text{jet}}^{\text{SR}}$, is computed from the number of data events in CR1 using these transfer factors,

$$N_{\text{jet}}^{\text{SR}} = \sum_{i,j} \left( N_{\text{data}}^{\text{CR1,ij}} - N_{\text{nonjet}}^{\text{CR1,ij}} \right) F_{ij},$$

where $F_{ij} = \frac{N_{\text{data}}^{\text{CR2,ij}} - N_{\text{nonjet}}^{\text{CR2,ij}}}{N_{\text{data}}^{\text{CR3,ij}} - N_{\text{nonjet}}^{\text{CR3,ij}}}$.

The jet background estimate is validated in a VR with $p_{\tau\text{had-vis}}^T / E_{\text{miss}}^T < 0.7$ and $m_T > 240$ GeV. The data and estimated backgrounds are found to be compatible within the uncertainties, as shown in Fig. 2.
Due to the small number of events at high $m_T$ in CR1, where the signal events are located, a function of the form $f(m_T) = A m_T^B$ with free parameters $A$ and $B$ is fitted to the $m_T$ distribution in the range of $450 < m_T < 1200$ GeV. This function is used to parametrize the background shape for $m_T > 500$ GeV and is extrapolated for $m_T > 1200$ GeV. Effects arising from kinematic suppressions, such as from the parton distribution functions, are neglected in this simple extrapolation, as the jet background for $m_T > 1200$ GeV contributes to less than 15% of the total SM background and does not affect the analysis results. Figure 3 shows the $m_T$ distribution of the jet background estimate before and after performing the functional fit. The statistical uncertainty in the fitted function is determined by pseudo-experiments from the jet background distribution and performing a fit with the same function.

The data and estimated backgrounds are found to be compatible within the uncertainties for all observables used for the event selection. Figure 4 shows the distributions of the $\tau_{\text{had-vis}}$ transverse momentum, the missing transverse momentum in the event, and the azimuthal angle between the $\tau_{\text{had-vis}}$ candidate and the missing transverse momentum, in the signal region.

The estimation of the jet background is based on the assumption that the derived transfer factors calculated from control regions are applicable for the signal region. Systematic uncertainties are assigned to account for any residual correlations between the transfer factor and the $E_{\text{miss}}^T$ criteria in the control region definitions that would arise if the jet composition differs between CR1 and CR2/CR3. They are evaluated by repeating the jet background estimation using modified control region definitions. The lower $E_{\text{miss}}^T$ thresholds are varied from 0 to 70 GeV and the upper threshold from 100 to 150 GeV, and the largest difference in each bin is taken as systematic uncertainty. The statistical uncertainty in the transfer factor measurement is propagated from the control regions into the signal regions by using pseudoexperiments. The uncertainty from the subtraction of nonjet contamination in the control regions is found to be small and corresponds to an uncertainty in the jet background yields in the $m_T$ distribution of 2%–5%. The uncertainty due to differences between the quark/gluon fraction of CR1 and CR3 is found to impact the jet background yields in the $m_T$ distribution by 3%–13%. It is determined by reweighting the data in CR1 before obtaining the jet background estimate.
The reweighting is performed such that the distribution of the $\tau$-lepton candidate’s jet seed width$^2$ has a similar shape for the two regions. The reweighting is also parametrized as a function of the $\tau$-lepton candidate’s $p_T^{\text{had-vis}}$ and the number of associated tracks used to capture the transfer factor differences.

The uncertainty from applying a constant transfer factor for $p_T^{\text{had-vis}} > 350$ GeV is determined from a recalculation of the transfer factors for an extension of the measurement to transverse momenta of 1 TeV. The uncertainty due to the extrapolation of the jet background estimate for $m_T > 500$ GeV is evaluated by comparing the nominal estimate with the one obtained when modifying the functional form using an alternative fit function ($f(m_T) = A m_T^{B+C \log m_T}$, with free parameters $A$, $B$, and $C$), which also yields a good fit quality. Additional extrapolation uncertainties are considered by varying the lower and upper boundaries of the fit range of the functional form by $\pm 50$ GeV and rebinning the $m_T$ distribution of the jet background before performing the functional fit. The total uncertainty in the jet background estimate ranges from 4% at $m_T = 200$ GeV to 94% at $m_T = 2$ TeV, where, however, the jet background level is low. For low $m_T$ the uncertainty is mainly due to the subtraction of nonjet background contamination, while for high $m_T$, above 800 GeV, is mainly due to the alternative fit function.

A summary of the systematic uncertainties in the jet background estimate for different $m_T$ regions is given in Table IV.

### VI. SYSTEMATIC UNCERTAINTIES

The uncertainties in the data-driven estimate of the jet background have already been discussed in Sec. V. In this section, the systematic uncertainties due to reconstruction effects and the uncertainties of simulated nonjet background modeling are discussed. Specifically, uncertainties in the detector simulation impact the reconstruction, identification and trigger efficiencies as well as the energy scales and resolutions of reconstructed objects.

The uncertainty in the $E_{\text{miss}}$ energy scale is 3%–4% [58]. The impact of this uncertainty is found to vary with $m_T$, from 2% at $m_T = 200$ GeV to 10% at $m_T = 2$ TeV for a signal with $m_{\text{WSSM}} = 5$ TeV, from 10% to 40% for $W \rightarrow \tau \nu$ and from 15% to 45% for the other backgrounds. It is the overall largest systematic uncertainty for the simulated backgrounds. The uncertainty in the $\tau$-lepton identification efficiency is 5%–6%, as determined from measurements of $Z \rightarrow \tau\tau$ events. For higher transverse momenta outside of the range that can be probed with $Z \rightarrow \tau\tau$ decays, an additional uncertainty that increases by 9% per TeV for 1-prong and 6% per TeV for 3-prong candidates is used, in accordance with studies of high transverse-momentum jets [71]. The uncertainty in the electron veto efficiency is found to be 2%, independent of $m_T$.

The uncertainty in the factors used to correct for the absence of direct interactions of $\tau$-leptons with the detector material in the simulation is due to the limited number of the generated events and to small differences between the nominal correction factors and those obtained from an alternative simulated sample ($\gamma^* \rightarrow \tau\tau$). This impacts the $m_T$ distribution of the simulated signal and SM backgrounds, with uncertainty that varies from 0.5% at $m_T = 200$ GeV to 2% at $m_T = 3$ TeV. The $E_{\text{miss}}^\tau$ trigger efficiency has an uncertainty of about 5% for offline-reconstructed $E_{\text{miss}}^\tau$ of 150 GeV that decreases to below 1% for larger $E_{\text{miss}}^\tau$ values. It is determined by the statistical uncertainties in the trigger correction factors measured in the $Z(\rightarrow \mu\mu) +$ jets events and from the difference between correction factors measured in $W(\rightarrow \mu\nu) +$ jets and $t\bar{t}$ events. The overall impact of the trigger scale factor uncertainties (statistical and systematic) on the signal and background yields is 10% at low $m_T$ and becomes negligible above 1 TeV.

Although jets are not directly used in this analysis, their energy scale and resolution uncertainties affect the $E_{\text{miss}}^\tau$ reconstruction and lead to variations of the background yields of 1%–2% for signal and $W \rightarrow \tau\nu$ and 2%–10% for

### Table IV. Summary of the uncertainties in the jet background estimate. The “…” symbol indicates that the uncertainty source is not applicable in the relevant $m_T$ range.

<table>
<thead>
<tr>
<th>Systematic uncertainty</th>
<th>Relative uncertainty in the jet background [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$200 \text{ GeV} &lt; m_T &lt; 300 \text{ GeV}$</td>
</tr>
<tr>
<td>Nonjet background subtraction</td>
<td>$+2/-3$</td>
</tr>
<tr>
<td>Variation of $E_{\text{miss}}^\tau$ thresholds</td>
<td>$\pm 2$</td>
</tr>
<tr>
<td>Quark/gluon ratio differences</td>
<td>$\pm 3$</td>
</tr>
<tr>
<td>Extrapolation of transfer factor</td>
<td>$\pm 2$</td>
</tr>
<tr>
<td>Alternative fit function</td>
<td>...</td>
</tr>
<tr>
<td>Lower fit range $\pm 50$ GeV</td>
<td>...</td>
</tr>
<tr>
<td>Higher fit range $\pm 50$ GeV</td>
<td>...</td>
</tr>
<tr>
<td>$m_T$ rebinning</td>
<td>...</td>
</tr>
</tbody>
</table>

$^2$The $\tau$-lepton candidate’s jet seed width corresponds to the width of the jet that seeded the $\tau$-lepton reconstruction.
The other simulated backgrounds. In addition, uncertainties related to the scale and resolution of the missing transverse energy soft term are evaluated. They lead to variations of 0.5%–2% for signal and backgrounds, depending on \( m_T \). Uncertainties associated with the reconstruction of electrons and muons have a negligible impact.

The uncertainty of the combined integrated luminosity for the period 2015–2018 is 1.7% [72], obtained using the LUCID-2 detector [73] for the primary luminosity measurements. The impact of the uncertainties on the pileup contribution in simulation yields a systematic uncertainty of less than 1% for signal and simulated backgrounds.

Theoretical uncertainties in the \( W \) and \( Z/\gamma^* \) differential production cross sections arise from PDF uncertainties, the uncertainty in the value of the strong coupling constant, \( \alpha_s \), and higher-order corrections. The strong coupling constant is varied to 0.118 [74] from the nominal value of \( \alpha_s(m_Z) = 0.13 \) used in the CT14NNLO PDF set. Additional uncertainties are estimated by simultaneously varying up and down the renormalization (\( \mu_R \)) and factorization (\( \mu_F \)) scales of the CT14NNLO PDF set by a factor of 2. A single nuisance parameter is used to quantify the uncertainty due to the PDF. It is evaluated by the 90% CL eigenvector variations of the CT14NNLO PDF as described in Ref. [75]. An additional uncertainty is derived due to the choice of the nominal PDF set, by comparing the values of CT14NNLO to those of ATLAS-epWZ16 [76] and NNPDF3.0 PDFs, following standard prescriptions as in Ref. [75]. The maximum absolute deviation from the envelope of these comparisons is used as the PDF choice uncertainty, when it is larger than the CT14NNLO PDF eigenvector variation envelope. The uncertainty in the electroweak correction is assessed by comparing the multiplicative scheme \([(1 + \delta_{QCD}) \times (1 + \delta_{EW})]\) with the additive scheme \((\delta_{QCD} + \delta_{EW})\), where the NNLO QCD corrections, \( \delta_{QCD} \), and the NLO electroweak corrections, \( \delta_{EW} \), are determined as described in Ref. [9]. The additive approach is taken as the nominal value and its difference from the multiplicative approach is taken as a symmetric uncertainty. For the \( Z/\gamma^* \) processes, an uncertainty to the photon-induced correction is derived by the taking into account uncertainties of the photon PDF and quark masses. The total cross section uncertainty, once the theory uncertainties are combined in quadrature, varies with the transverse mass from 5% (at \( m_T = 200 \) GeV) to 20% (at \( m_T = 3 \) TeV) for \( W \to \tau \nu \) and from 2% to 20% for the other backgrounds, as they contain \( W \to \ell \nu \) and neutral-current Drell–Yan processes. For the \( W \to \tau \nu \) signal, the theory uncertainty increases from 4% to 50% with \( m_T \) and \( W \) mass. The theory uncertainty is not applied on the signal.

The \( tt \) cross section has been calculated to NNLO and has an uncertainty of 5%–6% [77,78]. The single-top cross sections (\( s, t \) and \( Wt \) channels) have uncertainties of 3%–5% [79,80]. Uncertainties due to the modeling of hard scattering, fragmentation, interference and additional radiation for the top-quark processes are also considered. They are determined by comparing alternative MC samples with different settings. A cross section uncertainty of 10% is used for diboson production [81,82] and of 5% for \( Z(\to \nu \bar{\nu}) + \text{jets} \) production [83]. All these result in a total uncertainty in the other background of approximately 10%–15%.

The impact of these systematic uncertainties in the total background yields as a function of \( m_T \) is shown in Fig. 5.

---

**VII. RESULTS**

For the statistical analysis of the data, a profile-likelihood fit to the \( m_T \) distributions of signal and background is performed. For the signal, binned \( m_T \) distributions for a series of \( W \) masses in the range of 500 GeV < \( m_W \) < 6000 GeV are used. A profile-likelihood ratio is used as the test statistic. The likelihood functions in the ratio are products of Poisson probabilities over all bins in the \( m_T \) distribution. Systematic uncertainties are included in the fit as nuisance parameters constrained by Gaussian prior probability density functions. The theory uncertainties in the signal are not included as nuisance parameters but are shown as an uncertainty band on the predicted \( W \) cross section. In the numerator of the likelihood ratio, the likelihood function is maximized assuming the presence of a signal above the expected background, while in the denominator the background-only hypothesis is assumed. Upper 95% CL limits on the signal normalization are derived using a modified frequentist confidence level
The $p$-values for the signal-plus-background ($p_{s+b}$) and background-only ($p_b$) hypotheses are determined using asymptotic formulas [85].

The $m_T$ distribution after the profile-likelihood fit to data under the background-only hypothesis is shown in Fig. 6. There is good agreement between the data and total background estimates. Since no significant deviation from the SM expectation is observed, upper limits on the cross sections for the different signal mass hypotheses are derived. The exclusion limits on the product of cross section and branching fraction for $W_0 \rightarrow \tau \nu$ as a function of the $W_0$ mass in the SSM are shown in Fig. 7(a). This search excludes the signal for $W_0$ masses up to 5.0 TeV at 95% CL. The expected limit is 4.9 TeV. For high signal masses (>4 TeV), the validity of the asymptotic formulas was tested against pseudoexperiments, resulting in an increase of the observed upper limits of less than 8%. The analysis for $W_0$ boson masses above 2 TeV remains statistically limited and would benefit from increased integrated luminosity and improved reconstruction of high-$p_T \tau$-had-vis.

Upper exclusion limits on the production cross section times branching ratio are also determined for NUGIM with $1 \leq \cot \theta_{NU} \leq 5$. $W_0$ bosons with masses in the range of 3.5 to 5.0 TeV, depending on $\cot \theta_{NU}$, are excluded at 95% CL as shown in Fig. 7(b).

The calculation of the upper limits for the SSM and NUGIM assume certain shapes of the $m_T$ distributions for

\[
CL_s = \frac{p_{s+b}}{1 - p_b} \quad [84].
\]

FIG. 6. Distribution of the transverse mass, $m_T$, in the signal region after the likelihood fit to data (postfit) under the background-only hypothesis. The uncertainty band (hatched) shows the total statistical and systematic uncertainty. The $m_T$ distributions of a $W'$ signal with mass of 4 TeV within the SSM (red solid line) and NUGIM with $\cot \theta_{NU} = 5.5$ (dark green dotted line) are overlaid. The significance of the data given the SM expectation and its uncertainty is given in the lower panel. It is determined independently per bin and is computed as described in Ref. [86].

FIG. 7. (a) Observed (black markers) and expected (black dashed line) 95% CL upper limits on the cross section times branching ratio ($\sigma \times B$) as a function of the $W'$ mass in the SSM. The inner and outer bands show the ±1 and ±2 standard deviations, respectively, of the expected limit. The solid red line represents the theoretical cross section and the dashed red lines represent its theoretical uncertainty for the SSM signal. The blue hatched line indicates the observed 95% CL upper limits on $\sigma \times B$ of the previous ATLAS $\tau\nu$ [10] search. (b) Observed 95% CL lower limit on the $W'$ mass as a function of the parameter $\cot \theta_{NU}$ describing the coupling to the third generation. The blue shaded area represents the exclusion limits set by this analysis of the full run 2 data sample of ATLAS. For the same data sample, the exclusion limits set by the $W' \rightarrow \ell \nu$ search [9] are also shown as blue forward hatched line. The observed limits from the previous ATLAS $\tau\nu$ [10] (purple diagonal crosses) and $\tau\tau$ [71] (red backward hatched line) searches with 36.1 fb$^{-1}$ are overlaid for comparison. The $W'$ and $Z'$ bosons are assumed to be degenerate in mass. Indirect limits at 95% CL from fits to electroweak precision measurements (EWPT) [12], lepton flavor violation (LFV) [13], CKM unitarity [14] and the $Z$-pole data [2] are also overlaid.
the signal. However, alternative models that also result in a \( \tau + E_T^{\text{miss}} \) final state can have different signal shapes. For this reason, model-independent limits are provided, which are calculated as upper limits on the signal yields above certain transverse mass thresholds, \( m_T^{\text{thresh}} \), from 0.2 TeV to 2.95 TeV. For \( m_T^{\text{thresh}} \) above 1.5 TeV the limits are calculated using pseudo-experiments because the expected and observed numbers of events drop considerably. Figure 8 shows the 95% CL upper limits on the visible cross section, \( \sigma(p p \rightarrow \tau + E_T^{\text{miss}} + X) \times A \times \epsilon \), as a function of \( m_T^{\text{thresh}} \). Good agreement between the generated and reconstructed \( m_T^{\text{thresh}} \) distributions is observed; hence the \( m_T^{\text{thresh}} \) acceptance can be determined at generator level. General models resulting in larger visible cross sections for \( \tau + E_T^{\text{miss}} \) production than the determined upper limits are excluded by this analysis. Thus, this analysis excludes possible signals with visible cross sections larger than 17 fb for \( m_T^{\text{thresh}} = 0.2 \) TeV and 0.014 fb for \( m_T^{\text{thresh}} = 2.95 \) TeV. Compared to previous results, this improves the upper limits on the visible cross section for \( m_T^{\text{thresh}} > 1.5 \) TeV by a factor of 5.

The improvements in the limits compared to the previous analysis are mainly due to the increased size of the data sample, an improved track association to \( \tau \)-lepton candidates and the multibin search approach.

**VIII. CONCLUSION**

A search for \( W' \rightarrow \tau \nu \) decays in 139 fb\(^{-1}\) of \( pp \) collisions at a center-of-mass energy of \( \sqrt{s} = 13 \) TeV recorded with the ATLAS detector at the Large Hadron Collider is presented. The analysis is performed with hadronic \( \tau \)-lepton decays. The signal is searched for in the transverse mass spectrum and no excess above the Standard Model expectation is observed. Exclusion limits are set on the cross section for \( W' \) production in the sequential Standard Model as a function of the \( W' \) mass. \( W' \) masses up to 5.0 TeV are excluded at 95% confidence level. This result improves upon the limits obtained in the previous \( W' \rightarrow \tau \nu \) analysis from ATLAS, based on a data sample of 36.1 fb\(^{-1}\), by 1.3 TeV. \( W' \) bosons in models with nonuniversal couplings are excluded for masses less than 3.5–5.0 TeV, depending on the model parameters. Additionally, model-independent upper limits on the visible production cross section for \( \tau + E_T^{\text{miss}} \) are derived and range from 17 fb for a lower transverse mass threshold of \( m_T^{\text{thresh}} = 200 \) GeV to 0.014 fb for \( m_T^{\text{thresh}} = 2.95 \) TeV.
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