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Abstract—Machine learning (ML) has revolutionized medical image-based diagnostics. In this review, we cover a rapidly emerging field that can be potentially significantly impacted by ML – eye tracking in medical imaging. The review investigates the clinical, algorithmic, and hardware properties of the existing studies. In particular, it evaluates 1) the type of eye-tracking equipment used and how the equipment aligns with study aims; 2) the software required to record and process eye-tracking data, which often requires user interface development, and controller command and voice recording; 3) the ML methodology utilized depending on the anatomy of interest, gaze data representation, and target clinical application. The review concludes with a summary of recommendations for future studies, and confirms that the inclusion of gaze data broadens the ML applicability in Radiology from computer-aided diagnosis (CAD) to gaze-based image annotation, physicians' error detection, fatigue recognition, and other areas of potentially high research and clinical impact.
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I. INTRODUCTION

MACHINE learning (ML) has revolutionized computer-aided diagnosis (CAD) with more than 10,000 papers published in recent years. The scientific advances have been followed by commercial successes with hundreds of ML CAD solutions receiving FDA and CE approvals (www.aiforradiology.com).

The recent reviews and reports of the FDA-approved solution indicate that ML CAD is moving in the direction of optimizing tedious and time-consuming tasks [1], [2]. Physicians remain the ultimate judges of the ML decisions, as they can accept/reject and potentially adjust these decisions. In the ML solutions where decision adjustments are possible, the main instruments for the physician–computer interaction are the keyboard and mouse, by which physicians can manually correct ML-based medical image analysis results. However, the keyboard and mouse are not the only input devices available for the user to communicate with a diagnostic workstation. Moreover, manual input via keyboard and mouse is often slower and less convenient in contrast to other means of potential communication such as voice and gaze.

There is strong interest in the inclusion of voice and gaze signals into human–computer communication by using ML technologies to convert such signals into computer-interpretable commands. For example, DeepMind has recently demonstrated that neural networks can transform verbal instructions to fill web forms, book plane tickets, etc. [3]. Similarly, gaze-based detection and annotation of objects accelerate database creation by 30 times for plant images [4], 10 times for apple images [4], and 10 times for histopathology images [5], compared to manual annotation with a keyboard and mouse.

Eye tracking of physicians has been a topic of interest for more than 30 years [6], because it gives insights into the perceptual and cognitive processes used in medical decision-making. The research in the field resulted in discovering consistent patterns of medical image reading such as “scanning” (which involves directing high-resolution focus of the visual system, the fovea, throughout each slice) and “drilling” (whereby radiologists keep their gaze steady in one point of the slice and scroll through the stack) when radiologists read volumetric (3D) images [7]. It was also reported that physicians’ gaze patterns depend on their level of expertise and fatigue [8], with less experienced radiologists spending more time examining the images than their more experienced counterparts. At the same time, a comprehensive quantitative analysis of gaze paths remains challenging due to the high complexity of such paths. Gaze paths can be decomposed into fixations, i.e., moments in time when the eyes are fixed on a given area, and saccades, i.e., ballistic movements between fixations. The survey of 124 eye-tracking researchers indicated that the conceptual difference between fixations and saccades is based on three components, namely oculomotor component: whether eye moves slow or fast; functional component: what purpose does the current eye movement have; and coordinate system component [9]. Despite an intuitively clear difference, there are more than a dozen different implementations of fixation and saccade calculations [10]. In addition, the size of the useful visual field of radiologists, i.e., a visual angle sufficient to capture an abnormality using peripheral vision, also remains...
uncertain [11], varying for different imaging modalities and lesion types [12].

The reason why eye tracking research is so important is that it reflects physicians’ perceptual processes, that is, information capture that they are not cognitively aware of. For example, physicians cannot be aware that the quality of their image reading abilities deteriorates due to fatigue, but an eye-tracking framework can capture the reduction of anatomical coverage with the gaze – a factor that has been associated with fatigue – and alert the reader [13], [14]. As the reading of most medical images is guided by perception, eye tracking is the only way to monitor how observers interact with the image. For example, it has been shown that in the detection of breast cancer in mammograms [15] and the detection of lung nodules in chest radiographs [16], 30% of the misses are never fixed by radiologists. In other words, 70% of errors in these two domains attract visual attention; that is, they are perceptual errors.

The physician’s gaze represents high-dimensional longitudinal data. The modern developments in ML offer instruments for finding consistent patterns in high-dimensional data, which opens an avenue for using ML for gaze analysis in the medical imaging domain. The applicability of ML solutions for gaze analysis is not limited to CAD, as they could go beyond diagnosis and focus on radiologist training, detecting fatigue, performance analysis, etc. The research in such subdomains may face lower regulatory pressure, and the integration of ML solutions for gaze analysis into clinical practice could be simpler than that for CAD, which seeks to aid readers in interpreting a medical image. This review will summarize the published ML studies on physicians’ gaze analysis during medical image reading. The objective is to understand the key properties of this research field, the components needed to conduct similar studies, and the targeted applications.

II. METHOD

A. Eligibility Criteria

The selection process included studies on using ML methods in experiments where eye-tracking equipment is utilized during medical image reading. An eligible study must, therefore, include the visual reading of an image generated by a diagnostic or interventional medical device. The studies that target the reading of electronic health records are not eligible. The eligible use of ML is not limited to the direct analysis of gaze features but extends to image processing and/or gaze feature selection.

B. Search Strategy and Selection Process

We separately searched for eligible papers in the Scopus, PubMed, and Web of Science (WoS) databases. The search pattern was “(artificial intelligence OR deep learning OR machine learning) AND (eye tracking OR gaze tracking) AND (medical imaging OR radiology OR surgery OR diagnosis)”. After removing duplicates, all records that did not match the eligibility criteria were excluded. There were three major reasons for the exclusion. First, a paper was excluded if there was no (or negligible) ML component, e.g., regression used for minor processing. Second, a paper was excluded if it did not work with medical images or was not related to medicine. For example, we excluded papers that worked with surgeon workload analysis through pupil size, emotion prediction, etc. Finally, we excluded papers that did not work with eye tracking, e.g., brain activity recording against different visual stimuli.

For each eligible paper, we extracted its reference list and all papers that cited this paper by using the Google Scholar database. The extracted citations went through the eligibility analysis mentioned above, and the search was repeated until no new papers were added to the final literature list (Fig. 1).

C. Literature Analysis and Synthesis

The final list of papers was critically analyzed against different research dimensions. These dimensions included: a) the eye tracking equipment, including head-mounted and remote eye-trackers; b) medical imaging modality and dimensionality; c) the software needed to conduct the study if eye tracking was integrated into the existing clinical workflow, and what kind of challenges this integration resulted in; d) the ways ML methods were utilized; e) clinical problems of interest. Apart from these core research dimensions, individual details of the paper were analyzed (Tables I-IV).

III. RESULTS

The initial search resulted in 150, 276, and 56 papers from Scopus, PubMed, and WoS databases, or 446 unique papers after removing duplicated search results. After performing the paper screening, we discarded 121 papers through the abstract analysis, 69 papers – as they did not have an ML component, 207 papers – for not working with medical images, and 98 papers – for having no eye tracking. Note that the same paper could be discarded for several ineligibility reasons. The remaining 33 papers on the topic went through reference cross-inspection, allowing us to include 40 additional papers on the topic. The cross-inspection and the publication list refinement were conducted in April 2023 and December 2023. The summary of the search process results is given in Fig. 1. In the following subsections, we analyzed different aspects of the existing studies, namely a) eye-tracking equipment used in the different studies and how the equipment selection depends on the study aims and requirements; b) clinical problems of interest; c) eye-tracking experiment software; and d) machine learning algorithms used for imaging and gaze data analysis.

A. Eye Tracking Equipment

There are many commercially available eye trackers with the most prominent providers being Tobii, Argus Science, and Gaze-point. Among the studies analyzed in this review, the researchers utilized remote eye trackers, namely Tobii 1750 [17], [18], [19], Tobii x50 [20], [21], Tobii 4C [13], [14], [22], [23], [24], [25], [26], [27], [28], [29], [30], [31], [32], [33], [34], [35], [36], [37], [38], [39], [40], [41], Tobii EyeX [42], [43], Tobii Pro Nano [44], [45], Tobii Pro Fusion [13], [38], [39], Tobii X-60 [46], Tobii Pro Spectrum [47], [48] in addition to SMI RED [49], [50], [51], [52], [53], Mirametrix S2 [54], EyeTribe [55], [56].
1) Remote Eye Trackers: A remote eye tracker represents a device that is installed at the bottom of a monitor or laptop screen oriented towards the user’s face. The data acquisition speed of such eye trackers is high, and the fastest can reach 2000 Hz. Such eye trackers are usually relatively affordable and, therefore, easy to integrate into practice. At the same time, the stationary position of the tracker limits its field of view. The user’s eyes should be inside the trackable range, usually sitting on a chair in front of the screen, while the user should also avoid significant head movements. Being outside the trackable range results in missed eye-tracking records and may compromise the experimental data. For example, King et al. had to remove 24% of the gaze data samples mainly due to the trackable range problem. Some remote eye-trackers require the use of chin support, which ensures gaze capturing but compromises the integration of eye-tracking solutions into the existing radiological workflow. The remote eye trackers require calibration to fit the target user and potential recalibrations during lengthy gaze recording experiments. Chatelain et al. recorded gaze-capturing accuracy degradation of 0.13° per month of use for an eye tracker mounted on a cart-based ultrasound (US) scanner. Finally, a single remote eye tracker can only cover one screen, which is in contrast with the multiscreen environment found in the clinical practice of Radiology.

2) Eye-Tracking Glasses: Head-mounted eye trackers usually represent some form of glasses with a front-facing camera. Head-mounted eye trackers are often more expensive than simple remote eye trackers and record gaze data with much lower frequency than remote eye trackers. The key advantage of eye-tracking glasses is that they are not affiliated with a specific computer screen and can be used in a broader class of clinical applications. One such application studied by Mall et al. is mammography image analysis with two monitors, where monitors are used for craniocaudal and mediolateral oblique views. The authors used convolutional neural networks (CNNs) to predict the level of visual attention received by different breast regions. Head-mounted eye trackers remain the only option in image-guided surgery studies. Hospe ta et al. analyzed data from Tobii Pro Glasses 2 to classify surgeons’ skills while navigating to anatomical landmarks during shoulder arthroscopy. Zimmerman et al. used SMI Glasses 2 to capture the time periods when the surgeon’s attention moves from the patient to the intraoperative fluoroscopic screen aiming to optimize the use of interventional imaging. Mello-Thoms et al. contrasted the use of a remote eye tracker and a head-mounted eye tracker for the reading of one-view mammograms. They found that, while no changes in the visual search parameters were observed, radiologists reported neck strain when using the remote eye tracker (due to the need to keep the head stable so as to prevent loss of signal). The flexibility offered by the head-mounted eye trackers comes with disadvantages when the image reading happens from the same screen. There is a need to algorithmically estimate the exact location of the user’s attention on the target screen, while for remote eye trackers, this location is much easier to estimate due to the stationary nature of the tracker.

The selection of eye tracking equipment in research studies is based on three questions: if the user continuously sits in front of the screen or expects to move around; how important is the gaze recording speed and if specific features such as pupil diameter are needed. The comparison of eye trackers confirms that tracking glasses are slightly less accurate and way slower than remote
**TABLE I**

<table>
<thead>
<tr>
<th>Reference</th>
<th>Year</th>
<th>Tracker</th>
<th>Anatomy</th>
<th># cases</th>
<th># readers</th>
<th>Gaze data form</th>
<th>ML method</th>
<th>Objective</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wang et al. [66]</td>
<td>2024</td>
<td>Gazepoint GP3</td>
<td>chest</td>
<td>1038</td>
<td>1</td>
<td>heatmaps</td>
<td>Graph networks</td>
<td>Classification of chest abnormalities</td>
</tr>
<tr>
<td>Pershin et al. [41]</td>
<td>2023</td>
<td>Tobii 4C</td>
<td>chest</td>
<td>400</td>
<td>4</td>
<td>heatmaps</td>
<td>SimCLR CNN</td>
<td>Using contrastive learning to predict gaze heatmaps and decision error analysis</td>
</tr>
<tr>
<td>Luis et al. [70]</td>
<td>2023</td>
<td>EyeLink 1000 Plus</td>
<td>chest</td>
<td>2616</td>
<td>5</td>
<td>heatmaps</td>
<td>Mask R-CNN</td>
<td>Improving automated diagnosis by using gaze heatmaps as additional network output</td>
</tr>
<tr>
<td>Pershin et al. [14]</td>
<td>2023</td>
<td>Tobii 4C</td>
<td>chest</td>
<td>400</td>
<td>4</td>
<td>fixations</td>
<td>U-Net</td>
<td>Mapping lung X-ray coverage for different chest abnormalities with radiologists’ fatigue</td>
</tr>
<tr>
<td>Bhattacharya et al.  [69]</td>
<td>2022</td>
<td>Gazepoint GP3</td>
<td>chest</td>
<td>2616</td>
<td>5</td>
<td>heatmaps</td>
<td>Student-teacher CNN</td>
<td>Using a student-teacher network trained on X-rays and gaze heatmaps to improve classification</td>
</tr>
<tr>
<td>Pershin et al. [13, 38]</td>
<td>2022</td>
<td>Tobii 4C</td>
<td>chest</td>
<td>400</td>
<td>4</td>
<td>fixations</td>
<td>U-Net</td>
<td>Mapping lung X-ray coverage with radiologists’ fatigue</td>
</tr>
<tr>
<td>Ma et al. [95]</td>
<td>2022</td>
<td>breast, chest</td>
<td></td>
<td>1580</td>
<td>1</td>
<td>heatmaps</td>
<td>ViT</td>
<td>Improving automated diagnosis by using gaze heatmaps as network output</td>
</tr>
<tr>
<td>Kholliavechenko et al. [39]</td>
<td>2022</td>
<td>Tobii 4C</td>
<td>chest</td>
<td>400</td>
<td>1</td>
<td>heatmaps</td>
<td>U-Net</td>
<td>Improving automated diagnosis by using gaze heatmaps as additional network output</td>
</tr>
<tr>
<td>Zhu et al. [64, 65]</td>
<td>2022</td>
<td>Gazepoint GP3</td>
<td>chest</td>
<td>1038</td>
<td>1</td>
<td>heatmaps</td>
<td>ResNet, U-Net, EfficientNet v2</td>
<td>Improving automated diagnosis by using gaze heatmaps as additional network output</td>
</tr>
<tr>
<td>Bhattacharya et al.  [63]</td>
<td>2022</td>
<td>Gazepoint GP3</td>
<td>chest</td>
<td>1038</td>
<td>1</td>
<td>heatmaps</td>
<td>ResNet, DenseNet, ViT</td>
<td>Improving automated diagnosis by using gaze heatmaps as network output</td>
</tr>
<tr>
<td>Lanfredi et al. [68]</td>
<td>2022</td>
<td>Eyelink 1060 Plus</td>
<td>chest</td>
<td>2616</td>
<td>5</td>
<td>heatmaps</td>
<td>CNN</td>
<td>Comapring ML-generated activation maps with gaze maps</td>
</tr>
<tr>
<td>Lanfredi et al. [67]</td>
<td>2022</td>
<td>Eyelink 1060 Plus</td>
<td>chest</td>
<td>2616</td>
<td>5</td>
<td>path, fixations</td>
<td>database</td>
<td>Public database for machine learning algorithm development</td>
</tr>
<tr>
<td>Huang et al. [58]</td>
<td>2021</td>
<td>EyeTribe</td>
<td>brain, chest</td>
<td>494 / 1038</td>
<td>1</td>
<td>heatmaps</td>
<td>U-Net, ResNet, DMPNet, MobileNet</td>
<td>Improving automated diagnosis by using gaze heatmaps as network output</td>
</tr>
<tr>
<td>Karagyzis et al. [62]</td>
<td>2021</td>
<td>Gazepoint GP3</td>
<td>chest</td>
<td>1038</td>
<td>1</td>
<td>heatmaps, fixations</td>
<td>U-Net</td>
<td>Public database with gaze, image, and diagnosis data while reading chest X-rays</td>
</tr>
<tr>
<td>Wang et al. [97]</td>
<td>2021</td>
<td>Tobii 4C</td>
<td>knee</td>
<td>2000</td>
<td>2</td>
<td>heatmaps</td>
<td>ResNet</td>
<td>Improving automated diagnosis by using gaze heatmaps as network output</td>
</tr>
<tr>
<td>Saab et al. [44]</td>
<td>2021</td>
<td>Tobii Pro Nano</td>
<td>brain, chest</td>
<td>2794 / 1083</td>
<td>1</td>
<td>heatmaps, paths</td>
<td>ResNet</td>
<td>Improving automated diagnosis by using gaze heatmaps as network output</td>
</tr>
<tr>
<td>Castner et al. [51]</td>
<td>2020</td>
<td>SMI RED250</td>
<td>dental</td>
<td>25</td>
<td>79</td>
<td>fixations</td>
<td>VGG-16</td>
<td>Extracting features from dental patches of visual attention, and predicting the user’s expertise from these patches</td>
</tr>
<tr>
<td>Pietrzyk et al. [20, 21]</td>
<td>2012</td>
<td>Tobii x50</td>
<td>lung</td>
<td>50</td>
<td>8</td>
<td>fixations</td>
<td>SVM</td>
<td>Using gaze fixation/mouse clicks as seeds for the classification of false negatives and positives</td>
</tr>
<tr>
<td>Alzubaidi et al. [18]</td>
<td>2010</td>
<td>Tobii 1750</td>
<td>lung</td>
<td>20</td>
<td>5</td>
<td>heatmaps</td>
<td>SVM</td>
<td>Discovering image features that summon radiologists’ gaze</td>
</tr>
</tbody>
</table>

Abbreviations: ML (machine learning), CNN (convolutional neural network), ViT (visual image transformer), MR (magnetic resonance), SVM (support vector machine).

eye trackers [93]. Holmqvist compared the performance of 12 eye trackers in terms of gaze data loss and tracking accuracy against various demographic and anatomic parameters of the readers, such as age, eye dominance, and correction glasses strength [94].

**B. Clinical Applications**

There are three main subdomains targeted by the eye-tracking studies in medical imaging. The first subdomain uses eye tracking to study reader performance. The aim is to discover certain patterns in how physicians read images and connect these discoveries to clinically-valuable conclusions. Physician error prediction has been of particular interest in the community. The researchers investigated the gaze and image patterns that characterize breast lesions overlooked by mammologists [54], [76], [77], [85], [86], [87], [88], navigation loss in colonoscopy [46], surgical errors that result in injury [52], and overlooked lung nodules [21]. Decision errors are closely related to physician training, as eye movements are shown to be significantly different between experts and novices in the fields of endoscopic sinus surgery [49], [50], ultrasound video reading [30], [31], and shoulder arthroscopy [75]. The third area of interest in this subdomain is the recognition of radiological fatigue from eye movements. The existing studies have demonstrated that anatomy coverage deteriorates for various lung abnormalities with the growth of radiological fatigue [13], [14], [38]. This subdomain has shown significant practical potential as eye tracking offers a unique apparatus for how physicians read images.

The second subdomain uses eye tracking as an additional data source for improving ML algorithms. High concentrations of reader attention can pinpoint the diagnostically important
image locations, allowing ML to explicitly study such locations when diagnosing lung diseases [18], [59] and breast lesions [95], and detecting fetus anatomy [35], [36], [55]. A variation of this idea is to train ML algorithms to predict gaze data over target images together with the diagnosis of breast lesions [53], [95], lung diseases [68], [69], [70], brain tumors [44], [58], pancreatic tumors[96], diabetic retinopathy [47], and detecting fetus anatomy [29], [33], [40], which allows the algorithms to explicitly focus on anatomically important locations.

The third subdomain employs eye tracking for medical image annotation with the aim to enrich ML training database. Gaze assistance was tested on the annotation of oral carcinoma cells [5], brain tumors [60], [61], bowel centerline [24], and US landmarking [27]. Alsharid et al. [40] combined gaze and US videos to automatically generate US captions.

### C. Software for Image Reading With Eye Tracking

While the hardware for eye-tracking research is commercially available, no eye-tracking software fits all medical image analysis studies. Indeed, the researcher needs to implement medical image viewers that will also record gaze data following a specific experimental protocol. Naturally, the in-house developed viewers have limited functionality and cannot match commercially available solutions.

Most of the existing studies work with two-dimensional (2D) images, which significantly simplifies the viewer development (Fig. 2). The simplest viewer for 2D was used by Stember et al. [60], [61], who converted medical images into a common image format and inserted them into PowerPoint slides. Such a viewer lacks any instruments for image enhancement and, more importantly, integrated time recording that is needed to synchronize gaze and screen data. Other researchers who reported how the gaze data was collected, developed custom graphical user interfaces (GUIs) that allowed image transition, decision recording, and potentially some simple image enhancement. Image transition, i.e., indicating when the current image reading is finished and/or the new image reading starts, is usually controlled by GUI or keyboard button pressing [13], [38], [62], [67], [77], [78], [79], [97]. The keyboard-based control is preferred [13], [38], [62], [67], [81], [97] as GUI buttons require the user to move their gaze towards such buttons, which introduces noise to gaze records. The decision recording highly

<table>
<thead>
<tr>
<th>Reference</th>
<th>Year</th>
<th>Tracker</th>
<th># cases</th>
<th># readers</th>
<th>Gaze data form</th>
<th>ML method</th>
<th>Objective</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alsharid et al. [40]</td>
<td>2022</td>
<td>Tobii 4C</td>
<td>341</td>
<td>10</td>
<td>heatmaps</td>
<td>VGG-16, LSTM-RNN</td>
<td>Combining gaze and US videos for US captioning</td>
</tr>
<tr>
<td>Men et al. [99]</td>
<td>2022</td>
<td>Tobii 4C</td>
<td>551</td>
<td>17</td>
<td>fixations</td>
<td>GCGRU, MNetV2</td>
<td>Predicting gaze and probe movements during US exams</td>
</tr>
<tr>
<td>Teng et al. [37]</td>
<td>2022</td>
<td>Tobii 4C</td>
<td>366</td>
<td>10</td>
<td>fixations</td>
<td>CNN</td>
<td>Discovering gaze patterns associated with sonographers’ skills when reading US</td>
</tr>
<tr>
<td>Teng et al. [36]</td>
<td>2022</td>
<td>Tobii 4C</td>
<td>407</td>
<td>10</td>
<td>paths</td>
<td>kNN</td>
<td>Clustering gaze data to improve fixation recognition</td>
</tr>
<tr>
<td>Savochkina et al. [106]</td>
<td>2022</td>
<td>Tobii 4C</td>
<td>115</td>
<td></td>
<td>heatmaps</td>
<td>U-Net, LSTM</td>
<td>Automatic generation of gaze heatmap</td>
</tr>
<tr>
<td>Teng et al. [35]</td>
<td>2021</td>
<td>Tobii 4C</td>
<td>366</td>
<td>10</td>
<td>paths</td>
<td>GRU</td>
<td>Recognizing the anatomy user looks at</td>
</tr>
<tr>
<td>Patra et al. [34]</td>
<td>2021</td>
<td>Tobii 4C</td>
<td>366</td>
<td>10</td>
<td>heatmaps</td>
<td>ResNet50</td>
<td>Applying incremental learning with gaze input for pre-training CNN for predicting US frame content</td>
</tr>
<tr>
<td>Savochkina et al. [33]</td>
<td>2021</td>
<td>Tobii 4C</td>
<td>45630 frames</td>
<td></td>
<td>heatmaps</td>
<td>U-Net</td>
<td>Automatically generating gaze heatmap</td>
</tr>
<tr>
<td>Drukker et al. [32]</td>
<td>2021</td>
<td>Tobii 4C</td>
<td>3000</td>
<td>10</td>
<td></td>
<td>LSTM</td>
<td>Recognizing the depicted anatomy from gaze, image, and transducer data</td>
</tr>
<tr>
<td>Sharma et al. [31]</td>
<td>2021</td>
<td>Tobii 4C</td>
<td>380</td>
<td>12</td>
<td>pupil features</td>
<td>SVM, ResNet</td>
<td>Recognizing the depicted anatomy and user experience from gaze data</td>
</tr>
<tr>
<td>Sharma et al. [30]</td>
<td>2021</td>
<td>Tobii 4C</td>
<td>370</td>
<td>12</td>
<td>heatmaps, paths</td>
<td>ResNet</td>
<td>Predicting user experience from US images and gaze data</td>
</tr>
<tr>
<td>Droste et al. [29]</td>
<td>2020</td>
<td>Tobii 4C</td>
<td>33</td>
<td>8</td>
<td>heatmaps</td>
<td>VGG-16, GRU</td>
<td>Automatically generating gaze heatmap</td>
</tr>
<tr>
<td>Cai et al. [28]</td>
<td>2020</td>
<td>Tobii 4C</td>
<td>280</td>
<td>1</td>
<td>heatmaps</td>
<td>VGG-16, LSTM, GRU</td>
<td>Predicting key anatomical planes from gaze heatmap sequences</td>
</tr>
<tr>
<td>Droste et al. [27]</td>
<td>2020</td>
<td>Tobii 4C</td>
<td>212</td>
<td></td>
<td>fixations</td>
<td>SE-ResNet</td>
<td>Predicting points of visual attention from US frames</td>
</tr>
<tr>
<td>Droste et al. [23]</td>
<td>2019</td>
<td>Tobii 4C</td>
<td>135</td>
<td>1</td>
<td>gaze paths, heatmaps</td>
<td>SE-ResNext, VGG-16</td>
<td>Automatically generating gaze heatmap</td>
</tr>
<tr>
<td>Patra et al. [22]</td>
<td>2019</td>
<td>Tobii 4C</td>
<td>60360 frames</td>
<td>1</td>
<td>heatmaps</td>
<td>VGG-16, MobileNet, SqueezeNet</td>
<td>Applying a student-teacher network trained on both US frames and gaze heatmaps to classify the frames</td>
</tr>
<tr>
<td>Cai et al. [56]</td>
<td>2018</td>
<td>EyeTribe</td>
<td>30</td>
<td>1</td>
<td>heatmaps</td>
<td>GAN</td>
<td>Improving automated diagnosis by using gaze heatmaps as network output</td>
</tr>
<tr>
<td>Ahmed et al. [55]</td>
<td>2016</td>
<td>eyeTribe</td>
<td>150</td>
<td>10</td>
<td>fixations</td>
<td>adaBoost, RF</td>
<td>Using gaze fixations to identify core regions of standardized US planes</td>
</tr>
</tbody>
</table>

Abbreviations: ML (machine learning), CNN (convolutional neural network), kNN (k-nearest neighbor), LSTM (Long short-term memory), SVM (support vector machine), GRU (gated recurrent unit), GAN (generative adversarial network), RF (random forest).
TABLE III

SUMMARY OF THE PAPERS THAT USED MACHINE LEARNING IN EYE TRACKING IN MAMMOGRAPHIC IMAGE ANALYSIS

<table>
<thead>
<tr>
<th>Reference</th>
<th>Year</th>
<th>Tracker</th>
<th># cases</th>
<th># readers</th>
<th>Gaze data form</th>
<th>ML method</th>
<th>Objective</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ji et al. [45]</td>
<td>2023</td>
<td>Tobii Pro Nano</td>
<td>1364</td>
<td>1</td>
<td>heatmaps</td>
<td>CNN</td>
<td>Contrastive learning on two mammography projections for breast masses analysis</td>
</tr>
<tr>
<td>Lou et al. [53]</td>
<td>2023</td>
<td>SMI RED</td>
<td>196</td>
<td>10</td>
<td>heatmaps</td>
<td>VGG-16, U-Net ResNet, MobileNetV2</td>
<td>Comparing different algorithms for the automated generation of gaze heatmaps</td>
</tr>
<tr>
<td>Mall et al. [86]</td>
<td>2019</td>
<td>ASL H6</td>
<td>120</td>
<td>8</td>
<td>fixations</td>
<td>ResNet, Inception v4, VGG</td>
<td>Using fixations to generate regions of different attention and then applying CNNs to predict the user’s opinion about such regions</td>
</tr>
<tr>
<td>Mall et al. [85]</td>
<td>2019</td>
<td>ASL H6</td>
<td>102</td>
<td>8</td>
<td>fixations</td>
<td>SVM, SGD, Gradboost, InceptionNet, ResNet</td>
<td>Using gaze fixations to extract image patches and predicting radiologist’s decision errors from such patches</td>
</tr>
<tr>
<td>Mall et al. [82,84]</td>
<td>2018</td>
<td>ASL H6</td>
<td>120</td>
<td>8</td>
<td>fixations</td>
<td>InceptionV2</td>
<td>Using gaze fixations to extract image patches and predict radiological attention level</td>
</tr>
<tr>
<td>Yoon et al. [81]</td>
<td>2018</td>
<td>ASL H6</td>
<td>100</td>
<td>10</td>
<td>gaze paths</td>
<td>HIMM, CNN, DBN</td>
<td>Converting gaze paths into 2D arrays and classifying target images using these arrays</td>
</tr>
<tr>
<td>Gandomkar et al.</td>
<td>2017</td>
<td>ASL H6</td>
<td>120</td>
<td>8</td>
<td>fixations</td>
<td>SVM</td>
<td>Classifying false positive and negative tumor detections using gaze as seeds</td>
</tr>
<tr>
<td>Voisin et al. [54]</td>
<td>2013</td>
<td>Mirametrix S2</td>
<td>40</td>
<td>6</td>
<td>fixations</td>
<td>SVM, kNN, decision trees</td>
<td>Predicting radiological errors from image patches and gaze features</td>
</tr>
<tr>
<td>Tourassi et al. [76]</td>
<td>2013</td>
<td>ASL H6</td>
<td>20</td>
<td>6</td>
<td>fixations</td>
<td>RF, AdaBoost, BayesNet</td>
<td>Predicting radiologists’ attention, decision, and error from gaze and image data</td>
</tr>
<tr>
<td>Mello-Thoms et al.</td>
<td>2003</td>
<td>ASL 4000SU</td>
<td>40</td>
<td>9</td>
<td>fixations</td>
<td>PLP</td>
<td>Using gaze fixation as seeds for breast lesion classification</td>
</tr>
</tbody>
</table>

Abbreviations: ML (machine learning), CNN (convolutional neural network), kNN (k-nearest neighbor), SVM (support vector machine), SGD (stochastic gradient descent), HIMM (hidden Markov model), DBN (deep belief network), RF (random forest), PLP (parallel level perception).

depends on the exact problem of interest. If the decision pool is limited and all decisions are mutually exclusive, they could be recorded using keyboard buttons or mouse clicks [21, 79, 81, 97]. A more universal approach is to ask physicians to vocalize their decision-making and then parse it manually [13, 14, 38, 39] or use ML-based speech processing, e.g., Google’s speech-to-text [62, 67, 98]. The use of voice instead of explicit controller commands is suitable for diffuse diseases that affect significant parts of the target organs but is less applicable for localized abnormalities. For example, a radiologist’s gaze could continue traveling around the image while vocalizing the presence of a small tumor. Complex image enhancements such as zooming are rarely integrated, as they result in changes in the field of view, which is not known to the eye tracker, and therefore require complex gaze data post-processing.

A relatively limited number of studies work with three-dimensional (3D) images as 3D gaze recordings require sophisticated image viewers [24, 25, 26, 59]. Indeed, 3D images are usually visualized as three orthogonal cross-sections, so the gaze over all cross-sections must be recorded. In contrast to 2D image reading, where a decision can be made from a single view without a need for image manipulation, 3D image reading involves zooming and slice scrolling that significantly complicates matching the gaze coordinates in the screen-based coordinate space to the gaze coordinates in the patient’s anatomy-based coordinate space. The 3D eye-tracking studies, therefore, impose a strict experiment protocol, for example, physicians could be asked to use only axial cross-section [25], or visually traverse image landmarks for calibration purposes [24]. The research field of 3D eye-tracking in radiology remains largely under-investigated.

D. Machine Learning Applications

There are two main approaches to how ML is utilized in eye tracking in medical image research. ML can directly analyze gaze data. In such studies, ML methods can, for example, predict physicians’ level of expertise and fatigue and capture the causes of human error. Alternatively, information from physicians’ gaze can improve algorithm training, allowing focus on the key areas of interest in the target images. Finally, ML can analyze medical images as a prerequisite to gaze data processing (Fig. 3). In such studies, ML enables understanding the context of image reading, e.g., whether all areas of importance were sufficiently covered with the gaze.

1) Machine Learning for Image Analysis: The ML can automatically segment objects of interest from medical images, which then allows for measuring how much visual attention these objects receive [13, 14]. Zimmermann et al. [74] used Mask R-CNN to segment the fluoroscopic screen from SMi Glasses 2 videos and estimated that fluoroscopy use can be reduced by 43% due to surgeon inattention to the screen. Pershin et al. [13, 14] applied U-Net CNN to segment lung fields from chest X-rays and discovered that lung coverage linearly decreases with increasing radiologists’ fatigue. This coverage decrease exhibits the same pattern for different radiologists and different chest abnormalities depicted. The regions of a
physician’s attention, defined as gaze fixations or prolonged visual dwells, are used as seed locations for the segmentation of abnormalities [59], [72], [83], and surgical instruments [80]. As attention to abnormalities is not easily separable from attention to surrounding tissues, such studies, therefore, propose complex frameworks based on superpixels [83] and graph analysis [59] for attention refinement.

The physician’s gaze dwells not only on the image regions with pathologies, as in radiological reading the observer has to contrast the “detected” finding with selected areas of the background in order to determine its uniqueness. One can hypothesize that regions of attention have certain image properties, which make them visually distinctive. To discover and quantify image properties that summon attention, researchers

### TABLE IV

<table>
<thead>
<tr>
<th>Reference</th>
<th>Year</th>
<th>Tracker</th>
<th>Anatomy</th>
<th>Image modality</th>
<th># cases</th>
<th># readers</th>
<th>Gaze data form</th>
<th>ML method</th>
<th>Objective</th>
</tr>
</thead>
<tbody>
<tr>
<td>Jiang et al. [48]</td>
<td>2023</td>
<td>Tobii Pro Spectrum</td>
<td>eye</td>
<td>fundus photography</td>
<td>1097</td>
<td>1</td>
<td>paths</td>
<td>CNN</td>
<td>Diagnosing diabetic retinopathy and age-related macular degeneration</td>
</tr>
<tr>
<td>Akerman et al. [107]</td>
<td>2023</td>
<td>Pupil Labs Core</td>
<td>eye</td>
<td>fundus photography</td>
<td>20</td>
<td>13</td>
<td>paths</td>
<td>1D CNN</td>
<td>Classifying the expertise of clinicians while reading OCT using statistical features from eye movements</td>
</tr>
<tr>
<td>Jiang et al. [48]</td>
<td>2023</td>
<td>Tobii Pro Spectrum</td>
<td>eye</td>
<td>fundus photography</td>
<td>1020</td>
<td>1</td>
<td>heatmaps</td>
<td>Inception-V3, ResNet</td>
<td>Improving automated diagnosis by using gaze heatmaps as additional network input</td>
</tr>
<tr>
<td>Mariam et al. [5]</td>
<td>2022</td>
<td>Gazepoint GP3</td>
<td>oral cavity</td>
<td>histopathology</td>
<td>4</td>
<td>1</td>
<td>paths</td>
<td>Fast R-CNN, YOLOv3, YOLOv5</td>
<td>Annotating histopathological image analysis with gaze assistance</td>
</tr>
<tr>
<td>Hosp et al. [75]</td>
<td>2021</td>
<td>Tobii Glasses 2</td>
<td>shoulder</td>
<td>videos</td>
<td>150</td>
<td>15</td>
<td>path statistics</td>
<td>SVM</td>
<td>Recognizing the level of expertise from gaze data</td>
</tr>
<tr>
<td>Xin et al. [46]</td>
<td>2021</td>
<td>Tobii X-60</td>
<td>colon</td>
<td>endoscopic video</td>
<td>1</td>
<td>10</td>
<td>paths</td>
<td>GAN, LSTM</td>
<td>Predicting loss of navigation during colonoscopy using gaze paths over endoscopic videos</td>
</tr>
<tr>
<td>Sharma et al. [52]</td>
<td>2020</td>
<td>SMI RED</td>
<td>gallbladder</td>
<td>endoscopic videos</td>
<td>2</td>
<td>29</td>
<td>paths</td>
<td>HMM</td>
<td>Predicting if experts can recognize surgical error using their gaze data</td>
</tr>
<tr>
<td>Zimmermann et al. [74]</td>
<td>2020</td>
<td>SMI Glass 2</td>
<td>vasculature</td>
<td>videos</td>
<td>33</td>
<td>5</td>
<td>fixations</td>
<td>Mask R-CNN</td>
<td>Optimizing fluorography use by capturing the surgeon attention on the fluoroscopic screen</td>
</tr>
<tr>
<td>Pedrosa et al. [26]</td>
<td>2020</td>
<td>Tobii 4C</td>
<td>lungs</td>
<td>3D CT</td>
<td>1</td>
<td>2</td>
<td>fixations</td>
<td>YOLO</td>
<td>Annotating 3D lung image with gaze assistance</td>
</tr>
<tr>
<td>Aresta et al. [25]</td>
<td>2020</td>
<td>Tobii 4C</td>
<td>lungs</td>
<td>3D CT</td>
<td>20</td>
<td>4</td>
<td>fixations</td>
<td>YOLO</td>
<td>Using gaze fixations for lung nodule detection</td>
</tr>
<tr>
<td>Dmitriev et al. [96]</td>
<td>2019</td>
<td>SMI RED</td>
<td>pancreas</td>
<td>2D CT</td>
<td>134</td>
<td>4</td>
<td>heatmaps</td>
<td>CNN</td>
<td>Comparing activation maps of tumor classification CNN with gaze maps</td>
</tr>
<tr>
<td>Stember et al. [60]</td>
<td>2019</td>
<td>Fovio</td>
<td>brain</td>
<td>2D MR</td>
<td>356</td>
<td>1</td>
<td>gaze paths</td>
<td>U-Net</td>
<td>Investigating if tumors segmented with gaze can be used for CNN training</td>
</tr>
<tr>
<td>Dinia et al. [57]</td>
<td>2019</td>
<td>EyeTribe</td>
<td>bowel</td>
<td>endoscopic video</td>
<td>226</td>
<td>1</td>
<td>heatmaps</td>
<td>VGG-16</td>
<td>Automatically generating gaze heatmap</td>
</tr>
<tr>
<td>Khosravan et al. [59]</td>
<td>2018</td>
<td>Fovio</td>
<td>lung</td>
<td>3D CT</td>
<td>6960</td>
<td>3</td>
<td>gaze paths</td>
<td>CNN</td>
<td>Using 3D gaze paths to find regions of attention and applying CNN to detect nodules in such regions</td>
</tr>
<tr>
<td>Lejune et al. [80, 83]</td>
<td>2018</td>
<td>eyeTribe</td>
<td>brain, eye, cochlea, video, 2D MR, OCT, 2D CT</td>
<td>4/4/4</td>
<td>1</td>
<td>fixations</td>
<td>U-Net</td>
<td>Separating an image into superpixels and classifying superpixels that received the maximum attention</td>
<td></td>
</tr>
<tr>
<td>Ahmadi et al. [50]</td>
<td>2012</td>
<td>RED</td>
<td>sinuses</td>
<td>videos</td>
<td>1</td>
<td>20</td>
<td>fixations</td>
<td>HMM</td>
<td>Recognizing the level of experience from surgical tool motion and gaze data</td>
</tr>
<tr>
<td>Thiemjarus et al. [19]</td>
<td>2012</td>
<td>Tobii 1750</td>
<td>gallbladder</td>
<td>endoscopic video</td>
<td>1</td>
<td>3</td>
<td>fixations</td>
<td>SVM, RF</td>
<td>Recognizing surgical steps from gaze data over endovideos</td>
</tr>
<tr>
<td>Ahmadi et al. [49]</td>
<td>2010</td>
<td>RED</td>
<td>sinuses</td>
<td>videos</td>
<td>2</td>
<td>11</td>
<td>fixations</td>
<td>HMM</td>
<td>Recognizing surgical tasks from tool motion and gaze data</td>
</tr>
<tr>
<td>James et al. [17]</td>
<td>2007</td>
<td>Tobii 1750</td>
<td>gallbladder</td>
<td>endoscopic video</td>
<td>5</td>
<td>3</td>
<td>fixations</td>
<td>PLP</td>
<td>Recognizing surgical steps from gaze data over endovideos</td>
</tr>
<tr>
<td>Vilaríno et al. [71]</td>
<td>2007</td>
<td>EyeLink 2</td>
<td>colon</td>
<td>endoscopic video</td>
<td>6</td>
<td>1</td>
<td>fixations</td>
<td>SVM, SoM</td>
<td>Using gaze data as seed and then classify the resulting image patches to represent polyps</td>
</tr>
</tbody>
</table>

Abbreviations: ML (machine learning), CNN (convolutional neural network), SVM (support vector machine), GAN (generative adversarial network), HMM (hidden Markov model), RF (random forest), PLP (parallel level perceptron), SoM (self-organized maps);
Fig. 2. Breakdown of the papers included in this review by (a) the anatomy depicted in the analyzed medical images and (b) the problem of interest.

Fig. 3. Breakdown of the papers included in this review by problem type and the algorithm used. The selection of the algorithm depends on (a) form of the gaze data, i.e., individual gaze fixation and their features, gaze heatmaps or longitudinal gaze paths; and (b) clinical problem of interest. Machine learning algorithms can be utilized to directly analyze gaze data or to analyze the medical images in eye tracking studies. Note that some papers solve multiple problems using multiple machine learning algorithms.

compared the numerical image features from regions with high and low visual attention. The comparison was performed with ML assistance. Image features can be predefined, e.g., intensity histograms, Haar-filters, Gabor filters, etc., [18], [71] or automatically extracted from neural network activation maps [51]. The ML mechanisms for the quantitative analysis of image regions of attention opened an avenue for understanding and capturing physicians’ reading errors. Radiologists make false positive (FP) and false negative (FN) diagnostic errors, where FN errors can be due to faulty search when the abnormality is never fixated; perceptual, when an abnormality is not disembedded from the background; or cognitive when the abnormality is seen
but not correctly labeled. Mall et al. [82], [84], [85], [86] bridged the diagnostic error nomenclature with eye tracking terminology and defined three types of areas of interest, namely foveal areas of prolonged visual dwelling with multiple fixations, peripheral areas of the short dwelling and never fixated areas. A CNN was able to accurately predict the level of interest mammography regions would receive [76]. In other studies, Mello-Thoms et al. [87], [88] used neural networks to recognize 90% of FN breast cancer lesions, Pietrzyk et al. [20], [21] recognized 90% of FN and FP lung nodules, while Gandomkar et al. [77] showed that support vector machines (SVMs) improved recognition of breast masses for six out of eight radiologists. Despite overall success with FP and FN recognition, CNNs failed to discover image features that lead to perceptual or cognitive FNs [86].

The need for large annotated databases is one of the main bottlenecks of ML-based CAD. The challenges are amplified in ML-based image segmentation, where manual segmentation for algorithm training often requires many minutes and sometimes hours of expert work per image. Can manual segmentation be replaced with gaze-based segmentation? Stember et al. [60] asked a physician to detect tumors in MR images, press the start button, visually traverse the tumor boundary, and press the finish button. The resulting segmentation had an overlap of 0.86 Dice with the manual tumor segmentations. The U-Net CNN for tumor segmentation exhibited similar performance when trained on manual and gaze-based annotations. However, the authors acknowledged that the proposed database generation remains tedious and the participating physician coarsens segmentation masks when getting tired. They simplified the workflow in a follow-up study [61], where segmentation was controlled by voice and not button pressing. The accuracy of such segmentation increased to 92%. Mariam et al. [5] asked a physician to read histopathological images and visually dwell over the keratin pearls they found. The resulting gaze maps were converted to masks and used to train R-CNN and YOLO networks. Gaze-based annotation was more than six times faster than manual annotation, while the performance of networks trained on gaze-based annotations dropped by around 10%.

2) Machine Learning for Gaze Data Analysis: Gaze data can be analyzed offline or online. They can be in the form of individual gaze points, gaze paths, or accumulated gaze maps, i.e., gaze heatmaps (Fig. 3). The offline analysis usually occurs after the image reading has finished. In contrast, online analysis is performed on a continuous basis during the image reading. The online analysis imposes strict computational requirements as ML algorithms should run in real-time to process gaze changes. Although it is not always specified, most of the studies are designed and executed offline. The online studies mainly belong to the field of image-guided surgery [19], [52], [74], where the decision needs to be made on the fly. Thiemjarus et al. [19] used SVMs and decision trees to recognize laparoscopic cholecystectomy activities from the surgeon’s gaze and instrument movement data. Sharma et al. [52] used hidden Markov models on the surgeon’s gaze over the laparoscopy screen to detect the moment when the surgeon anticipates high risks of bile duct injury. Zimmermann et al. [74] used real-time monitoring of the surgeon’s attention on the fluoroscopic screen during cardiovascular interventions.

While online gaze analysis mainly works with gaze points and gaze paths, offline studies often rely on accumulated gaze maps. A gaze map is a heatmap of the same size as the observed medical image, where colors encode the level of the reader’s attention (Fig. 4(a)). Being 2D image-like arrays, the gaze maps can be used as additional data sources for CNN training and potentially improve the network auto-diagnostic performance. Such a convenient form of gaze heatmaps lead to a straightforward idea of developing a CNN with two input channels, where the first channel is the target anatomy image, and the second channel is the gaze heatmap from the radiologist who read the target images [47], [70]. Despite being technically simple, such use of gaze heatmaps has relatively limited areas of application. Indeed, the need for a radiologist to first read the target medical image before an ML solution becomes applicable precludes the use of this ML solution in popular research fields such as CAD. The researchers, therefore, investigated several strategies for gaze-assisted CAD where gaze data is only used for CNN training and not required during CNN deployment. The simplest way to achieve this aim is to move gaze heatmaps from CNN input to CNN output [28], [33], [44], [56], [58], [62], [63], [65], [97]. During training, such a CNN both predicts the observed abnormality and generates gaze maps, explicitly learning the areas of high visual attention. When deployed, the CNN predicts diagnosis and generates the expected gaze map, which is usually discarded. An alternative idea is to keep gaze maps for algorithm input and train two different CNNs, where a larger teacher CNN has access to gaze heatmaps while a smaller student CNN does not have access to gaze heatmaps but gets distilled knowledge from the teacher that improves student’s training [22], [63], [69]. Only the student network is then deployed. Following a different approach, Patra et al. [34] first trained a CNN using both gaze maps and anatomy images as input and then fine-tuned the network without gaze maps. Ma et al. [95] used gaze maps to mask out regions in the anatomic image that did not receive the reader’s attention so that the network stayed focused on the significant image regions. Finally, Ji et al. [45] employed contrastive learning to match CNN activation maps and the corresponding gaze maps. Even without directly using gaze maps for network training, they can be compared to the CNN activation maps in order to confirm that the network pays attention to the relevant image regions [53], [68], [96].

Several studies applied ML to analyze gaze fixation points during the reading of medical images [17], [54], [76], [99] (Fig. 4(c)). Voisin et al. [54] extracted gaze and image features from mammograms some of which depicted breast masses, and tested 11 ML algorithms on the prediction of radiologists’ diagnostic errors. They found that the errors are much better predicted from the gaze of experienced readers than from novices. Tourassi et al. [76] performed a similar study and confirmed that seven ML algorithms can predict radiological errors in breast mass detection. James et al. [17] applied parallel layer perceptron to recognize surgical steps from gaze data during laparoscopic procedures. Men et al. [99] combined the observed
US frame, US probe signal, and sonographer gaze location via graph convolutional Gated Recurrent Units (GRU) to predict the following probe and gaze transformations. Pershin et al. [13] used fixation points to estimate the coverage of lung fields and discovered that the coverage reduction significantly correlated with increased fatigue. In a follow-up study [14], the authors confirmed that the coverage reduction remains invariant to the radiologist’s expertise level as well as to the type of chest abnormality depicted.

While gaze heatmaps and fixation points contain valuable information about image reading, they lack a potentially important longitudinal component that encodes the transition between fixation points that is present in gaze paths [35], [37], [46], [50], [51], [75], [81] (Fig. 4(b)). Yoon et al. [81] observed that neural networks trained only on gaze velocity features are capable of identifying the reading radiologist with 67% accuracy. The gaze paths were also predictive of the reader’s expertise, which was confirmed with 95%-accurate recognition of expert surgeons using tool and gaze movements during sinus surgeries [49], [50], 93%-accurate recognition of expert dentists using panoramic dental radiograph reading [51] and 92%-accurate detection of navigation loss during colonoscopy from trainee gaze movements [46]. In such studies, the gaze paths were sometimes preprocessed by finding clusters of attention [50], consistent path segments that pass through the same anatomical structures [51], or consistent gaze moves such as U-turns and oscillations [37]. As expected, experts exhibit more consistent gaze paths than novices [50], [51].

IV. DISCUSSION

This literature review confirmed a growing interest in the use of ML for physicians’ gaze analysis. It is also clear that the field is in a stage of rapid development, and researchers are probing new technologies and new clinical problems of interest. Indeed, gaze analysis is not limited to the common application of ML-assisted CAD, but extends in radiology to the recognition of physician errors [54], [59], [76], [77], [78], [79], [85], [87], [88], expertise level [30], [49], [50], [51] and confidence level [20], [21], [82], [84], and in surgery to the recognition of expertise level [75], surgical steps [17], [19] and errors [46]. In other words, gaze data provides unique insights into how physicians make their decisions while understanding the decision-making process, which may represent a critical link toward explainable and trustworthy ML. The review of the existing papers on the topic confirms an unprecedented set of opportunities for the ML-eye-tracking synergy in radiology and surgery and allows us to identify the core challenges that hamper this research field democratization. We can broadly separate them into hardware, software, and experimental design challenges. To transition eye-tracking research into clinical practice, the benefits of using gaze analysis in a particular task should outweigh the costs of software development, hardware purchase and alterations to the existing workflow. If an eye tracker is challenging to use in clinical conditions, it is unlikely to be adopted irrespective to the potential benefits it could bring. Despite high accuracy and ultrafast recording benefits, remote eye trackers have two significant disadvantages. First, they usually require repeated calibration sessions. Physicians may be reluctant to alter their work routine and complete calibration sessions after every break or distraction. Radiologists spend around 30% of their working day reading the images, so we can expect a relatively high number of reading interruptions and calibration sessions [100]. While calibration may be seen as a minor issue, the limited capture range of remote eye trackers represents a more significant challenge. An eye tracker mounted to a radiological screen can only capture the eyes of the reader in front of the screen. The gaze data may not be recorded if the reader leans back on the chair or looks to a screen from an angle. Such a problem was observed in a number of studies [13], [14], where special sound was installed to alert the participating radiologists if they moved too far away from the screen. A posture restriction cannot be imposed on
radiologists in everyday practice. Eye-tracking glasses do not have these issues. Modern glasses, such as Pupil Labs Neon, do not need calibration and are agnostic to the user’s head tilt and position. Moreover, they accommodate snap-on corrective lenses, so even vision-impaired users can use such glasses. The main challenge with eye-tracking glasses is the portable power supply’s limitation, so recording and analysis are usually limited to several hours of use [93]. In general, while the existing studies show the applicability of eye-tracking technology in radiology and surgery, the question of its practical scalability remains under-investigated.

The primary bottleneck of the field is the lack of medical image viewers with incorporated eye-tracking functionality. To the best of our knowledge, all published studies used in-house developed image viewers. Such viewers have limited capabilities and allow no or minimal access to image zooming, enhancement, rotation, etc. While limited functionality may not be as critical in 2D, it represents a significant problem in 3D, where advanced image manipulation tools are essential [24, 25, 59]. The decision-making in 3D relies on non-orthogonal plane or curved planar reconstruction views, where it is difficult to pinpoint which anatomical location the user views at any given moment. Moreover, many studies fail to provide software descriptions, likely due to manuscript space constraints. Without this knowledge, verifying the eye-tracking experiment design and replicating the results is often difficult. Custom image viewers with eye-tracking capabilities cannot be directly translated into clinical practice. Indeed, radiological workstations provide image viewing and manipulation tools, clinical database access, diagnostic recording, network communication, etc. Research groups can hardly develop such solutions in-house, so gaze analysis must eventually be integrated into commercial radiological workstations. Currently, eye-tracking is challenging to incorporate into commercial/free image readers such as Seg3D or 3D Slicer [101], even if such readers provide functionality for in-house developed plug-ins. Indeed, such plug-in functionality is tailored towards image processing and analysis so that a user can add his own segmentation or detection algorithm into a viewer. The eye movement of the user is, however, not limited to the image window and can travel to GUI elements like checkboxes, buttons, sliding bars, and the keyboard. There is, therefore, a need to access both the front and back end of a viewer, which is currently not permitted in commercial solutions. Finally, some eye-tracking applications rely on real-time data analysis, which will impose high requirements on software optimization.

The eye-tracking experiments are very demanding on correct experimental design and execution and software testing. A buggy image analysis algorithm can easily be re-programmed. If an eye-tracking protocol is ill-designed or the gaze recording framework crashes, the whole experiment can be compromised. Re-running a partially completed experiment usually requires a “forgetting” time window for the participants, significantly slowing the research. Although radiologists tend to forget images they interpreted before, especially if they are mixed with previously unseen images, they still may recognize some of the previously seen images [102]. It sometimes may be necessary to conceal the experimental aims from the participants to avoid the Hawthorn effect [61]. In radiological fatigue studies [13, 38], the participants were not informed about the exact experimental aims, to prevent them from involuntarily reading images in a “tired” fashion. To summarize, it is important to carry out dry runs before inviting physicians to check how different participants read the images and communicate with the experiment software.

The field of eye-tracking in radiology and surgery is in a rapid growth stage due to the development of ML methodology, allowing the analysis of unstructured gaze data. Many papers in this review address unique challenges limiting the possibility of comparing the reported results. Recognition of physician’s errors from eye movements over mammograms is one of the exceptions [87, 103, 104, 105]. The existing studies on the topic have demonstrated that the radiological decisions on the patches extracted from the locations fixated by the observers can be predicted with up to 90% accuracy, with the highest accuracy achieved for true positive (97%), false positive (91%), and false negative (90%) patches [87, 104]. These numbers remain consistent for various algorithm types, including SVM, gradient boosting, and shallow and deep neural networks. Classification of lung pathologies using gaze as an additional data source is the second challenge that received considerable attention [62, 64, 69, 95]. The existing studies proposed to train neural networks to predict both abnormalities from chest X-rays and physician gaze maps, or to use gaze maps to train teacher networks in the student-teacher classification framework. Both approaches allow for improvements in classification accuracy by 2–4%. One of the possible explanations for the community’s attention to this particular problem of eye tracking in chest X-ray CAD is the availability of public gaze databases [62].

The literature analysis allows us to outline and assess the developments in this research field. One of the clear developments is the change in the database sizes - a well-known bottleneck of ML in medicine. The problem with database generation is amplified in eye-tracking studies, where, apart from collecting medical images and clinical diagnostic records, physicians need to visually read the images. The early studies on the topic published until 2015 worked with small-size databases with a median number of patients of 21. The median database grew to 127 patients for papers published from 2016 to 2019, and 400 patients for the recent papers published from 2020. Since several physicians can read a single image multiple times, the total number of case-readings varied from 10 to 4400. The recent growth of the database size has been additionally stimulated by the release of two public databases, namely the IBM database of 1083 X-ray readings by one radiologist [62] and the REFLACX database of 3032 X-ray readings by five radiologists from 2616 patients [67] (Table V). Both databases work with chest X-rays with reference diagnoses extracted from public sources. Moreover, both databases follow a similar diagnostic protocol where the radiologists dictate the diagnoses during image reading. These public databases democratized the eye-tracking research for chest X-rays with eight papers published using IBM [58], [63], [64], [65], [66], or REFLACX data [68], [69], [70]. Not only does the number of patients analyzed grow, but the number of physicians who read the images also grows. While there
are standards for reading medical images, e.g., ABCD for lung fields, each physician reads differently. Among the reviewed papers, the number of observers ranged from 1 to 79, with 5 being the median. The human performance studies empirically confirmed the need for multiple observers by discovering the differences between experts and novices [50], [51]. The median number of the total image readings per study has increased from 185 for early studies to 1600 for the most recent studies. Considering that collecting eye-tracking data is expensive, researchers apply data augmentation to enrich moderate-size databases. Several unique strategies for data augmentation are applicable in gaze analysis research. The first idea is to modify fixation point calculation by employing any of the dozen alternative algorithms [10]. Fixations can be based on simple gaze velocity thresholding or adaptive analysis that better handles smooth pursuit eye movements [106]. Each algorithm can generate a slightly different set of fixation points and, consequently, slightly different gaze heatmaps. The second strategy is to augment 2D gaze maps using rigid and non-rigid deformations [33]. We can anticipate that the trend of growing database size enriched with augmentations will continue in the future. We also expect the occurrence of guidelines for eye-tracking database collection similar to the protocols used by IBM [62] and REFLACX [67] database creators.

Another development of this research field goes to the changes in the utilized ML methodology and how gaze data is processed. In the early studies, gaze data was almost always analyzed as individual fixation points and their features. The researchers mainly used SVM, RF, and shallow neural networks. In 2016, the methodology moved to utilize deep neural networks exclusively. From 2016 to 2020, the most common way of using deep neural networks is to classify image patches at the location of fixation points with CNNs. This was mainly justified by the limited database size so that every image was essentially converted into multiple data samples according to the number of fixations. The growth of the database size and the development of CNN methodology allowed researchers to analyze gaze heatmaps. They will become the prime focus for CNNs from 2021. The most recent papers exhibit the increased utilization of longitudinal components in gaze that is captured with recurrent neural networks [29], [35], [46], [98], [107], [108]. The longitudinal component has been augmented with image and heatmap analysis, resulting in a hybrid combination of recurrent and convolutional neural networks [33], [40], [99]. Two recent papers capitalize on the contrastive learning concept, trying to optimize the difference between CNN activation maps and gaze heatmaps [41], [45]. Wang et al. [66] have recently tested the performance of a graph neural network on gaze paths for chest X-ray reading classification. Eye tracking with ML in 3D currently remains a white spot. None of the few papers working with gaze analysis in 3D proposed any ML solution that capitalizes on the 3D nature of gaze paths [24], [25], [26], [59]. The focus is on the technology and protocols for gaze recording in 3D, while ML in the form of YOLO or autoencoder CNNs serves to analyze 3D image patches that receive readers’ attention. We can anticipate that more studies will be published on the topic of 3D image reading. Overall, there is a tendency to adapt to the recent developments in neural networks and perform multimodal analysis of gaze features, paths, heatmaps, and target images.

A. What is the Future of Eye-Tracking Studies

For the longest time, eye trackers were considered laboratory devices due to their cost and complexity, and collecting data from a large pool of subjects was unfeasible due to the slow data collection process, the requirement for subjects to be present in the lab for data collection, and costs. Therefore, data sets generated by eye position recording tended to be significantly smaller than those required for ML tasks. This small dataset size caused issues for training data-intensive algorithms and may have led to overfitting when the algorithm was being evaluated. The recent technology developments and affordability of equipment such as webcam-based eye trackers have contributed to the democratization of this field [109], [110], [111], [112]. Some of the reasons why moving to an online webcam platform for data collection include but are not limited to access to a broader and more diverse population, which can better generalize results, ability to collect data in parallel, independence of established hardware or software, and overall lower costs due to smaller time involvement for both researchers and participants [113]. For example, Darici et al. [114] have used webcam-based eye tracking to measure the visual expertise of medical students during histology training. Sudoke et al. [115] have used it to enhance the visual situational awareness of trainees in anesthesiology. Khozravi et al. [116] have compared eye-tracking glasses and a webcam-based one to monitor self-learning, and they have found that the
low-cost webcam solution, combined with ML, can achieve good accuracy relative to the glasses. Meng and Zhao also used CNNs to correct data from a webcam-based eye-tracker [117]. Kaduk et al. [118] compared a webcam-based eye tracker to a remote tracker, EyeLink 1000, with promising results.

Hence, the question becomes: will webcam-based eye trackers replace head-mounted or remote ones? The answer, for the most part, is no. However, webcam-based eye trackers will be the solution when precision and accuracy requirements are not very strict, for example, in applications where it’s important to know the general vicinity of where subjects are looking. For more detailed applications, like determining if a subject is looking at calcifications in a mammogram or digital breast tomosynthesis scan, we still need the precision and accuracy of head-mounted or remote eye trackers.

B. Considerations for Future Eye-Tracking Studies

Reproducibility is a paramount part of research that allows discoveries to stand the test of time [119]. The scientific field studied in this review is rapidly growing, with many papers targeting unique clinical problems of interest. Critical study components are sometimes omitted in the paper descriptions, making them difficult to replicate. One way of increasing reproducibility is introduction of standard guidelines.

Several guidelines exist for conducting eye-tracking studies in the behavioral sciences [120], [121]. These guidelines are universal and applicable to all the studies reported in our review. For example, the guidelines require an eye-tracking study to report the type of equipment used, description of the eye-tracking environment, definition of the events of interest, data collection protocol, study population, potential exclusion of participants due to eye-related diseases, eye-tracker calibration, etc. However, several new recommendations can be specific for medical imaging studies. The first recommendation goes to image reading software development. The existing guidelines [120] also emphasize the importance of comprehensive software documentation, but they mainly focus on the reporting of gaze data processing protocols such as data extraction, conversion, and normalization, i.e., data preprocessing. In radiology, diagnosing is a lengthy, complex process where eye movements related to image reading are mixed with eye movements related to decision making, software navigation, 3D image slice scrolling, etc. Researchers may therefore report the measures that were taken to ensure that diagnostic gaze data is properly refined, and the software is optimized towards the eye-tracking task. The second recommendation goes to the number of participants of the studies. Among the papers analyzed in the review, 19 work with eye movements collected from a single reader, while four papers do not specify the number of readers. Eye-tracking studies have confirmed significant variability in inter-observer visual congruency for images with low scene complexity and a small number of depicted objects of interest [122]. The researchers are advised to include at least two readers and explain how they assess reproducibility. Finally, there is a need to report which algorithm was used for fixation calculation. In summary, future researchers are advised to a) follow the existing guidelines for eye-tracking research [120], [121]; b) report data collection and user training protocols; c) run experiments with multiple observers; and d) publish the code associated with eye-tracking data calculation and potentially a data sample of image reading.

V. Conclusion

In this review, we summarized the existing ML frameworks that have been developed for eye-tracking analysis for medical imaging. The need for in-house developed software, sufficiently large databases, and multiple observers are the main obstacles to the democratization of this field of research. With very few exceptions, the proposed solutions are not interactive, i.e., the ML analyzes eye tracking data after the image is read, and it does not communicate with the physician while they read the image. The ML-physician interaction based on gaze data is a likely direction for advancing this field of research.
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