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ABSTRACT. In this paper we introduce a bivariate distribution on $\mathbb{R}_+ \times \mathbb{N}$ arising from a single underlying Markov jump process. The marginal distributions are phase-type and discrete phase-type distributed, respectively, which allow for flexible behavior for modeling purposes. We show that the distribution is dense in the class of distributions on $\mathbb{R}_+ \times \mathbb{N}$ and derive some of its main properties, all explicit in terms of matrix calculus. Furthermore, we develop an effective EM algorithm for the statistical estimation of the distribution parameters. In the last part of the paper, we apply our methodology to an insurance dataset, where we model the number of claims and the mean claim sizes of policyholders, which is seen to perform favorably. An additional consequence of the latter analysis is that the total loss size in the entire portfolio is captured substantially better than with independent phase-type models.

1. INTRODUCTION

Bivariate distributions where one component is continuous and the other discrete arise naturally in many areas of application. One of the first joint continuous and discrete distributions was introduced in Bayes and Price (1763) in a two-step Bayesian framework: one white billiard ball is thrown onto a billiard table, the first coordinate recorded, then $n$ red billiard balls are also thrown onto the table, and the number of red balls to the left of the white ball is also recorded. The idea of using conditional distributions to specify mixed data distributions has since been further developed and nowadays the literature is large and growing. In the field of hierarchical models, mixed data distributions have gained notoriety (cf. Madsen and Thyregod (2010)), where the continuous component is rarely observed and is introduced as an auxiliary variable handling over-dispersion. However, the Bayesian estimation of these models is then straightforward.

Another popular model to create bivariate discrete and continuous dependence is to consider fixed marginals and combine them together using a copula (cf. Nelsen (2006)). This method has the advantage that the marginal distributions can be modeled separately from the dependence structure, but the construction has been criticized for being overly simplistic. Indeed, for almost all choices of copulas, the dependence structure cannot have arbitrarily flexible forms. The more recent data-driven approaches used in vine copulas Joe and Kurowicka (2011) have somewhat mitigated the latter drawback, though the simplifying assumption still poses some restrictions (see Mroz et al. (2021)). In any case, these models do not have any physical interpretation and may be seen as computational tools to directly target conditional distributions.
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In this paper, we introduce a flexible bivariate distribution on $\mathbb{R}_+ \times \mathbb{N}$ through a simple and intuitive construction based on a single underlying Markov jump process. That is, we consider a joint distribution for the modeling of positive data where one marginal is continuous and the other discrete, which is both natural from a probabilistic perspective, and tractable from a statistical one. The model enjoys straightforward calculation of various quantities of interest, as well as maximum-likelihood estimation through the reconstruction of the latent (unobserved) paths of the underlying process, that is by means of the expectation-maximization algorithm. Our model is constructed with causal interpretations in mind, since the resulting observations may be thought of as rewards collected through the traversing of a Markov jump process, from inception to absorption.

The marginals of the resulting construction are discrete phase-type distributed and (continuous) phase-type distributed, respectively. Phase-type distributions are very versatile models, and the class of continuous phase-type distributions are dense in distributions on $\mathbb{R}_+$. There are numerous examples of applications of continuous phase-type distributions. See for example Fackrell (2009) for a survey of usage in the health care industry, and Bladt (2005) for a review of the usage in risk theory. Discrete phase-type distributions have recently been used in population genetics in Hobolth et al. (2021) and transport modelling in Gardner et al. (2021). Such versatility can be adapted and extended to our setting so that our resulting model is dense on all distributions on $\mathbb{R}_+ \times \mathbb{N}$, which makes it an ideal candidate to model data of mixed type. In particular, a dimension augmentation will be required in order to provide closed-form formulas of distributional characteristics and of the estimation algorithm.

An illustration of our model is performed on real-life insurance data. Namely, we consider the number of claims and the mean size of the claims from a Swedish motorcycle insurer. Mixed data in this setting is particularly relevant to actuarial practitioners, however, the current gold standard is to model both marginals separately and combine the two components using the independence assumption. The latter combination principle historically stems from the compound Poisson model introduced in Lundberg (1903), but numerous empirical studies - particularly in the industry - have shown that it is often violated in practice. For insurance purposes, some authors (Czado et al. (2012); Krämer et al. (2013); Frees et al. (2016)) use the previously discussed copula approach to generate dependence, while others use latent variables (a hidden Markov model for the risk profiles in Verschuren (2021), and a hierarchical structure in Pinquet (1997)). Our model also uses a latent stochastic structure to create dependence, but has the advantage that the construction has a seamless conceptual link to the development of claims, or of policyholders traversing through life stages.

The remainder of the paper is structured as follows. In Section 2 we present some basic results from phase-type distribution theory, which are required in the definition of our model. In Section 3 we develop our joint model, cast it in terms of reward-collecting, prove denseness, and provide distributional characteristics and statistical estimation through a dimension augmentation representation. Subsequently, Section 4 illustrates the flexibility and practical applicability of the model to a real-world motorcycle insurance dataset, together with some relevant discussions and associated simulated data experiments. Finally, Section 5 concludes.
2. Preliminaries on Phase-type distributions

This section introduces some key results regarding Markov chains, continuous time Markov jump processes, and discrete and continuous phase-type distributions. We restrict ourselves to definitions and properties which are useful in the sequel, and refer the interested reader to the comprehensive review of these concepts found in Bladt and Nielsen (2017). Throughout this section and the rest of the paper, we let $I$ denote the identity matrix, $e$ denote a column vector of ones, and $0$ denote a matrix or a vector of zeroes, all of the appropriate dimensions.

2.1. Markov chains and Markov jump processes. A discrete time stochastic process $\{X_n\}_{n \in \mathbb{N}}$ on a finite state-space, $E$, is said to be a (discrete time) Markov chain if it satisfies the Markov Property

\begin{equation}
P(X_{n+1} = j \mid X_n = i_n, X_{n-1} = i_{n-1}, \ldots, X_0 = i_0) = P(X_{n+1} = j \mid X_n = i_n),
\end{equation}

for $j, i_n, i_{n-1}, \ldots i_0 \in E$. If the transition probabilities in Equation (1) do not depend on $n$ the Markov chain is said to be time homogeneous, and we write $P(X_{n+1} = j \mid X_n = i) = p_{ij}$. In this paper we only consider time-homogeneous Markov chains. Such a discrete time Markov chain can be completely characterized by a vector of initial probabilities $\alpha$ and a transition matrix $P = \{p_{ij}\}$. The dynamics are then described through the $n$-step transition probabilities and we have

\begin{equation}
P(X_n = j \mid X_m = i) = (P^{n-m})_{ij},
\end{equation}

for $i, j \in E$ and $n > m \geq 0$.

Similarly a continuous time stochastic process $\{X_t\}_{t \leq 0}$ on a finite state space, $E$, is said to be a Markov jump process (or a continuous time Markov chain) if for $t_{n+1} > t_n > t_{n-1} > \cdots t_0 > 0$ and $j, i_n, i_{n-1}, \ldots 0 \in E$ satisfies

\begin{equation}
P(X_{t_{n+1}} = j \mid X_{t_n} = i_n, X_{t_{n-1}} = i_{n-1}, \ldots, X_{t_0} = i_0) = P(X_{t_{n+1}} = j \mid X_{t_n} = i_n).
\end{equation}

If the transition probabilities in Equation (2) do not depend on $t$, the process is called a time-homogeneous Markov jump process. In this paper we only consider time-homogeneous Markov jump processes, although most of the results can easily be extended (with a heavier notation) to the non-homogeneous setting.

Let $0 = t_0 < t_1 < t_2 < \cdots$ be the times of jumps in the Markov jump process. The time between jumps $S_1 = t_1 - t_0, S_2 = t_2 - t_1 \cdots$ are called the sojourn-times, and the sojourn times are exponentially distributed with a rate depending on the current state of the Markov jump process. A Markov jump process can be completely characterized by the vector of initial probabilities, $\alpha$ and an intensity matrix, $S = \{s_{ij}\}$, which represents the rates of the process. More specifically an element in the diagonal, $-s_{ii}, i \in E$, is the rate of the sojourn time in state $i$, and an element in the off-diagonal, $s_{ij}, i, j \in E, i \neq j$, specify the rate from state $i$ into state $j$. The intensity matrix thus describes the dynamics of the Markov jump process, and we have

\begin{equation}
P(X_s = j \mid X_t = i) = \exp(S(s-t))_{ij},
\end{equation}

for $s > t \geq 0$ and $i, j \in E$. 

Every continuous time Markov jump process has a discrete time Markov chain associated with it called the embedded Markov chain. Let \( \{X_t\}_{t \geq 0} \) be a Markov jump process, and let \( \{Z_n\}_{n \in \mathbb{N}} \) be the embedded Markov chain. The embedded Markov chain, \( \{Z_n\}_{n \in \mathbb{N}} \), records the states the Markov jump process visits, \( \{X_t\}_{t \geq 0} \), but not the sojourn times. Let 0 = \( t_0 < t_1 < t_2 < \ldots \) be the times of the jumps in the Markov jump process. Then \( \{Z_n\}_{n \in \mathbb{N}} \) is defined by \( Z_k = X_{t_k^+} \), \( k \geq 0 \).

Let \( S \) be the intensity matrix of \( \{X_t\}_{0 \leq t} \) and let \( P \) be the transition matrix of \( \{Z_n\}_{n \in \mathbb{N}} \). The elements of \( P \) can then be calculated from \( S \) as

\[
p_{ij} = \begin{cases} 
-s_{ij} & \text{if } i \neq j \\
0 & \text{if } i = j 
\end{cases}
\]

(4)

The embedded Markov chain plays a key role in the formulation of our joint continuous and discrete distribution.

2.2. Phase-type distributions. Both discrete time Markov chains and continuous time Markov jump processes may be defined in a way such that they have an absorbing state, which is a state that cannot be exited once it is reached. The existence of such an absorbing state leads to the concept of phase-type distributions. Consider a discrete time Markov chain \( \{X_n\}_{n \in \mathbb{N}} \) with initial probability vector, \( \alpha \), transition matrix, \( P \), and with state space \( E = \{1, 2, \ldots, p, p + 1\} \), where \( p + 1 \) is an absorbing state, and the rest of the states are transient, and let \( N \) denote the time until absorption

\( N = \inf\{n \geq 1 \mid X_n = p + 1\} \).

It is then said that \( N \) follows a discrete phase-type distribution (DPH). As \( p + 1 \) is an absorbing state we can write

\[
P = \begin{pmatrix} Q & q \\ 0 & 1 \end{pmatrix},
\]

with \( (I - Q)e = q \). The discrete phase-type distribution is then said to have representation \( (\alpha, Q) \), and \( Q \) is called the sub-transition matrix. The density function and distribution function of a discrete phase-type distribution are given by

\[
f(n) = \alpha Q^{n-1}q
\]

\[
F(n) = 1 - \alpha Q^n e.
\]

The Green matrix, \( V = (I - Q)^{-1} \), is important for the discrete phase-type distribution as \( v_{ij} \) specifies the mean number of visits to state \( j \) given that \( X_0 = i \). The expected number of visits to each state can therefore be found as the elements of \( \alpha V \), and the expected value of \( N \) can be found by summing this vector

\[
\mathbb{E}(N) = \alpha Ve.
\]

Now consider a continuous time Markov jump process, \( \{X_t\}_{t \geq 0} \) with initial probability vector, \( \alpha \), intensity matrix, \( S \), and state space \( E = \{1, 2, \ldots, p, p + 1\} \), where \( p + 1 \) is an absorbing state. Similarly to the discrete case we can write the intensity matrix, \( S \), as

\[
S = \begin{pmatrix} T & t \\ 0 & 0 \end{pmatrix},
\]
with \(-Te = t\).

We let \(Y\) denote the time until absorption
\[ Y = \inf\{t > 0 \mid X_t = p + 1\}. \]

We say that \(Y\) is phase-type distributed with representation \((\alpha, T)\). Since we use similar calculations later we now sketch the derivation of their density function and distribution function in more detail than the discrete case. The density function and distribution function for a phase-type distribution are
\[
\begin{align*}
    f(y) &= \alpha \exp(Ty) t \\
    F(y) &= 1 - \alpha \exp(Ty) e.
\end{align*}
\]

The density function of \(y\) can be calculated by conditioning on the initial state, \(X_0\), and the state attained just before absorption, \(X_{y^-}\). By the dynamics of the underlying Markov jump process in Equation (3) we then have
\[
(5) \quad f(y) = \sum_{j=1}^{p} \sum_{i=1}^{p} \mathbb{P}(Y \in [y, y + dy] \mid X_0 = i, X_{y^- - 1} = j) \cdot \mathbb{P}(X_{y^-} = j \mid X_0 = i) \cdot \mathbb{P}(X_0 = i).
\]

The expression for the distribution function can then be found by integration
\[
F(y) = \int_{0}^{y} \alpha \exp(Tu) tu \, du = \left[ \alpha \exp(Tu) \mathbf{T}^{-1} tu \right]_{0}^{y} = 1 - \alpha \exp(-Ty) e.
\]

As for the discrete phase-type distribution, the Green matrix, \(U = (-T)^{-1}\), has elements \(u_{ij}\) that specifies the mean time spend in each state given the initial state. The elements of \(\alpha U\) specifies the expected time spend in each state, and the expected value of \(Y\) is obtained by summing up all the elements of the vector:
\[
E(Y) = \alpha U e
\]

3. Joint discrete and continuous Phase-type distributions

In this section we present the main model for joint bivariate and continuous and discrete phase-type distributions. As for the univariate case, we let \(X_t\) be a continuous time Markov jump process on a state space \(E = \{1, 2, \ldots, p, p + 1\}\). The first \(p\) states are transient and state \(p + 1\) is absorbing. Let \(\alpha\) be the initial distribution on the transient state, and let \(T\) be the sub-generator matrix on the transient states. Let \(Y\) be the time until absorption in the Markov jump process
\[ Y = \inf\{t > 0 \mid X_t = p + 1\}. \]

Then \(Y\) follows a phase-type distribution with representation \((\alpha, T)\). Let \(Z_n\) denote the embedded Markov chain of \(X_t\). We use this embedded Markov chain to construct a discrete random variable, \(N\), which due to the relationship between \(X_t\) and \(Z_n\) will inherit a natural dependence structure with respect to \(Y\). The obvious choice is to let
$N$ be the time until absorption in $\{Z_n\}_{n \in \mathbb{N}}$. This, however, creates a natural, hard-wired positive dependence between $Y$ and $N$, which makes it inflexible and thus problematic to model, for instance, negative dependence. To circumvent this initial drawback, we construct a slight modification which turns our to be much more flexible.

Let $\tilde{E} = \{1, 2, \ldots, p\}$ be the transient state space of $\{X_t\}_{t \geq 0}$. We partition $\tilde{E}$ into two disjoint sets, $E^+$ and $E^0$, such that $E^+ \cup E^0 = \tilde{E}$. We then define $N$ as the number of times $\{X_t\}_{0 \leq t}$ visits states in $E^+$ until absorption.

$$N = \inf \left\{ \sum_{i=1}^{n} 1_{Z_i \in E^+} \mid Z_n = p + 1 \right\}.$$  

Figure 1 illustrates one realization of the Markov jump process and the development of $Y$ and $N$ according to the underlying process.

For convenience, we organize $\alpha$ and $Q$ according to the division into $E^+$ and $E^0$ such that the first states are the the states in $E^+$ and the last states are the states in $E^0$. This can be done by a simple re-labelling of states such that

$$\alpha = (\alpha^+ \quad \alpha^0)$$
$$Q = \begin{pmatrix} Q^{++} & Q^{+0} \\ Q^{0+} & Q^{00} \end{pmatrix}.$$  

It can then be shown, by using transformation of rewards, that $N$ follows a DPH-distribution with representation $(\tilde{\alpha}, \tilde{Q})$, where

$$\tilde{\alpha} = \alpha^+ + \alpha^0(I - Q^{00})^{-1}Q^{+0} \quad \quad (6)$$
$$\tilde{Q} = Q^{++} + Q^{+0}(I - Q^{00})^{-1}Q^{+0},$$

and $\alpha^+$ are the probabilities of the Markov jump process, $\{X_t\}_{t \geq 0}$ starting in the states in $E^+$, while $\alpha^0$ are the probabilities of $\{X_t\}_{t \geq 0}$ starting in the states in $E^0$. The matrix $Q^{++}$ contains the transition probabilities between states in $E^+$, $Q^{+0}$ the transition probabilities from states in $E^+$ to states in $E^0$, and so on. We let $\{\tilde{Z}_n\}_{n \in \mathbb{N}}$ denote the discrete Markov chain behind the DPH-distribution with representation $(\tilde{\alpha}, \tilde{Q})$. Then

$$N = \inf \left\{ \sum_{i=1}^{n} 1_{\tilde{Z}_i \in E^+} \mid \tilde{Z}_n = p + 1 \right\} = \inf \{n \geq 0 \mid \tilde{Z}_n = p + 1\}$$

The joint distribution of $(Y, N)$ is thus bivariate with phase-type and discrete phase-type marginals. The distribution is specified by the initial probabilities, $\alpha$, the subintensity matrix, $T$, and $E^+$. For the rest of this paper we assume that $\alpha^0 = 0$ and $\alpha^+e = 1$, as this ensures that $N \geq 1$.

Our proposed distribution may be seamlessly cast into a framework akin to MPH* distributions and MDPH* distributions. For its conceptual significance, we now highlight the connection. MPH* distributions were introduced in Kulkarni (1989) as a way of extending continuous phase-type distributions to the multivariate case and have stood as one of the most flexible ways of generating dependence. Consider a Markov jump process, $\{X_t\}_{t \geq 0}$ with sub-intensity matrix $T$ and initial distribution $\alpha$. Let $C_i$ be the total time spent in state $i$ until absorption, let $C_{ik}$ be the time spend in state $i$ upon the $k$th visit to the
Figure 1. A realization of a Markov jump process and the corresponding development of \((Y, N)\). The top plot shows a path of a Markov jump process on \(E = \{1, 2, 3, 4, 5\}\) with \(\{1, 2, 3, 4\}\) being transient states and 5 being the absorbing state. Furthermore we have \(E^+ = \{1, 2\}\). The process jumps between the four transient states until it at time \(\tau\) is absorbed in state 5. Let \(Y(t)\) be the value of \(Y\) at time \(t\) and let \(N(t)\) be the value of \(N\) at time \(t\). The green function corresponds to \(Y(t)\), while the red function shows the value of \(N(t)\). Note that the x-axis on the bottom plot is the same as the x-axis on the top plot. At the time-points the Markov jump process jumps into a state in \(E^+ = \{1, 2\}\) the value of \(N(t)\) increases by 1. Notice that the increment happens upon entering the states of \(E^+\), but one could also let the increments happen upon exiting these states. This realization corresponds to \((Y, N) = (\tau, 3)\).
state, and let \( N_i \) be the number of visits to state \( i \) before absorption. Then

\[
C_i = \sum_{k=1}^{N_i} C_{ik} = \int_0^Y 1_{X_t=i} dt,
\]

where \( Y \) is the time until absorption. Thus \( Y \sim \text{PH} (\alpha, T) \). Furthermore, \( Y = \sum_{i=1}^{p} C_i \).

To create \( m \) dependent PH-distributed variables all based on the same process \( \{X_t\}_{t \geq 0} \), we introduce a reward matrix, \( R = \{r_{ij}\} \), of dimension \( p \times m \), where \( p \) is the number of transient states. We require \( r_{ij} \geq 0 \), and define

\[
Y_j = \sum_{i=1}^{p} r_{ij} C_i, \quad j \in \{1, \ldots, m\}.
\]

The \( r \)-th column of \( R \) can thus be interpreted as a reward-function for \( Y_j \), and \( Y_j \) is the accumulated reward until absorption. We write \( Y = (Y_1 \ Y_2 \ \cdots \ Y_m) \sim \text{MPH}^* (\alpha, T, R) \). A similar construction can be made for discrete random-variables, in this way giving rise to \( \text{DMPH}^* (\alpha, Q, R) \) distributions; we omit the details for brevity.

Coming back to our model, we defined \( Y \) as the time until absorption in the Markov jump process, and \( N \) as the number of times the embedded Markov chain, \( \{Z_n\}_{n \in \mathbb{N}} \), visited \( E^+ \).

We can write \( (Y,N) \) as a mixed MPH\(^*\) and DMPH\(^*\) distribution, which we will denote \( \text{MMPH}^* \) for Mixed MPH\(^*\). Let \( R \) be a \( 2 \times p \) reward matrix with elements

\[
r_{i1} = 1 \\
r_{i2} = \begin{cases} 1 & \text{if } i \in E^+ \\ 0 & \text{if } i \in E^0 \end{cases}.
\]

The first column is a continuous reward function that assigns rewards based on the time spent in each state, and the second column is a discrete reward function that assigns rewards upon entering each state. Then we can then write \( (Y,N) \sim \text{MMPH}^* (\alpha, T, R) \).

While this connection to MPH\(^*\) and DMPH\(^*\) distributions is not necessary for the understanding of the model, it is beneficial to utilize in some of the proofs that follow in later sections. The DMPH\(^*\) class is interesting in its own right, however, we presently concentrate on joint modeling of discrete and continuous distributions. For an account of the properties of the DMPH\(^*\) class, we refer to Navarro (2018).

The rest of this section is devoted to properties of the MMPH\(^*\) distribution. In Section 3.1 we show that the distribution class in dense is the general class of distributions on \( \mathbb{R}_+ \times \mathbb{N} \). In Section 3.2 we present a method of augmenting the state space such that the absorption state reflects the value of \( N \), and in Sections 3.3, 3.4 and 3.5 this augmented representation is used to calculate the joint distribution, the conditional distribution and the joint moment generating function, respectively. Finally, in Section 3.6 we consider statistical inference via an EM algorithm.

### 3.1. Denseness of model class.

It is a well known fact that phase-type distributions are dense in the class of distributions on \( \mathbb{R}_+ \times \mathbb{N} \). The first proof of this fact is due to Schassberger (1973). Here, we extend the proof given in Johnson and Taaffe (1988) to our setting. To this end, let \( F \) be an arbitrary distribution on \( \mathbb{R}_+ \times \mathbb{N} \). For fixed \( n \), consider the conditional distribution \( F_{Y|N=n} \). This is a distribution on \( \mathbb{R}_+ \) and there exists a sequence of phase-type
distributions that converges weakly to $F_{Y|N=n}$. We now seek to create such a phase-type representation that satisfies the additional constraint that $N = n$ is always possible for each of the approximating terms. We define three auxiliary distributions

$$F_{Y|N=n}^{(l)}(y) = \sum_{k=1}^{\infty} d_{F_{Y|N=n}}(l, k) E_k(y; l)$$

$$F_{Y|N=n}^{(l,m)}(y) = \sum_{k=1}^{\infty} d_{F_{Y|N=n}}(l, k) E_{\text{max} k,n}(y; l)$$

$$F_{Y|N=n}^{(l,m)}(y) = F_{Y|N=n} \left( \frac{m}{l} \right)^{-1} \sum_{k=1}^{m} d_{F_{Y|N=n}}(l, k) E_{\text{max} k,n}(y; l),$$

with

$$d_{F_{Y|N=n}}(l, k) = F \left( \frac{k}{l} \right) - F \left( \frac{k - 1}{l} \right)$$

$$E_k(y; l) = 1 - \sum_{i=0}^{k-1} \exp (-ly) \frac{(ly)^i}{i!}.$$  

From Johnson and Taaffe (1988), we know that $F_{Y|N=n}^{(l)} \to F_{Y|N=n}$ for $l \to \infty$, which can be used to provide the following result.

**Lemma 1.** As $m \to \infty$ and then $l \to \infty$ we have

$$\tilde{F}_{Y|N=n}^{(l,m)}(y) \to F_{Y|N=n}(y), \quad y \geq 0.$$

**Proof.** We show that $F_{Y|N=n}^{(l)}(y) \to F_{Y|N=n}^{(l)}(y)$ for $l \to \infty$ and that $\tilde{F}_{Y|N=n}^{(l,m)}(y) \to \tilde{F}_{Y|N=n}^{(l)}(y)$ for $m \to \infty$, which can be combined to show $\tilde{F}_{Y|N=n}^{(l,m)}(y) \to F_{Y|N=n}$ for $l, m \to \infty$.

$$\left| \tilde{F}_{Y|N=n}^{(l)}(y) - F_{Y|N=n}^{(l)}(y) \right| = \sum_{k=1}^{n-1} d_{F_{Y|N=n}}(l, k) E_{\text{max} k,n}(y; l) - \sum_{k=1}^{n} d_{F_{Y|N=n}}(l, k) E_k(y; l)$$

$$\leq \sum_{k=1}^{n-1} \left( 1 - \sum_{i=1}^{k-1} \exp (-ly) \frac{(ly)^i}{i!} \right) - \left( 1 - \sum_{i=1}^{n-1} \exp (-ly) \frac{(ly)^i}{i!} \right)$$

$$= \sum_{k=1}^{n-1} \sum_{i=k}^{n-1} \exp (-ly) \frac{(ly)^i}{i!},$$
which converges to zero for \( l \to \infty \). For the next limit we can always take \( m \leq n \), and so

\[
\left| \tilde{F}_{Y|N=n}^{(l)}(y) - \tilde{F}_{Y|N=n}^{(m,l)}(y) \right|
\]

\[
= \left| \sum_{k=1}^{\infty} d_{F_{Y|N=n}}(l,k) E_{\max(k,n)}(y;l) - F\left( \frac{m}{l} \right) \right| - \left| \sum_{k=1}^{m} d_{F_{Y|N=n}}(l,k) E_{\max(k,n)}(y;l) \right| + \sum_{k=m+1}^{\infty} d_{F_{Y|N=n}}(l,k) E_k(y;l)
\]

\[
\leq \left| \left( 1 - F_{Y|N=n}\left( \frac{m}{l} \right) \right) \sum_{k=1}^{m} d_{F_{Y|N=n}}(l,k) E_{\max(k,n)}(y;l) \right| + \sum_{k=m+1}^{\infty} d_{F_{Y|N=n}}(l,k)
\]

\[
\leq \left| \left( 1 - F_{Y|N=n}\left( \frac{m}{l} \right) \right) \sum_{k=1}^{m} d_{F_{Y|N=n}}(l,k) E_{\max(k,n)}(y;l) \right| + 1 - F_{Y|N=n}\left( \frac{m}{n} \right)
\]

and

\[
\left| \left( 1 - F_{Y|N=n}\left( \frac{m}{l} \right) \right) \sum_{k=1}^{m} d_{F_{Y|N=n}}(l,k) E_{\max(k,n)}(y;l) \right| + 1 - F_{Y|N=n}\left( \frac{m}{n} \right) \to 0 \quad \text{for} \quad m \to \infty.
\]

Thus, putting the pieces together we obtain that

\[
\left| F_{Y|N=n}(y) - \tilde{F}_{Y|N=n}(y) \right|
\]

\[
= \left| F_{Y|N=n}(y) - \tilde{F}_{Y|N=n}^{(l)}(y) + \tilde{F}_{Y|N=n}^{(l)}(y) - \tilde{F}_{Y|N=n}^{(m,l)}(y) - \tilde{F}_{Y|N=n}^{(m,l)}(y) \right|
\]

\[
\leq \left| F_{Y|N=n}(y) - \tilde{F}_{Y|N=n}^{(l)}(y) \right| + \left| \tilde{F}_{Y|N=n}^{(l)}(y) - \tilde{F}_{Y|N=n}^{(m,l)}(y) \right| + \left| \tilde{F}_{Y|N=n}^{(m,l)}(y) - \tilde{F}_{Y|N=n}^{(m,l)}(y) \right|
\]

which by our previous calculations and the result from Johnson and Taaffe (1988) goes to 0, for \( m \to \infty \) and then \( l \to \infty \).

We note that we can create a phase-type distribution with distribution function \( \tilde{F}_{Y|N=n}^{(m,l)} \) where at least \( n \) states are visited, as \( \tilde{F}_{Y|N=n}^{(m,l)} \) is the distribution function of a mixture of \( k \) Erlang distributions with at least \( n \) stages. This means that by construction we can ensure \( N = n \) in the phase-type distribution by letting the first \( n \) states in each Erlang distribution be in \( |E|^+ \). A PH representation, \( (\alpha_k, T_k) \), for a \( k \) stage Erlang distribution with rate \( \lambda \) and with \( k \) states is

\[
\alpha_k = \begin{pmatrix} 1 & 0 & 0 & \cdots & 0 \end{pmatrix}
\]

\[
T_k(\lambda) = \begin{pmatrix} -\lambda & \lambda & 0 & \cdots & 0 \\ 0 & -\lambda & \lambda & \cdots & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & 0 & \cdots & -\lambda \end{pmatrix}.
\]
Using this we can create a phase-type representation, \((\beta_{n,m}(l), S_{n,m}(l))\) for \(\tilde{F}_{Y|N=n}^{(m,l)}(y)\) using \(m\) of these Erlang blocks:

\[
\beta_{n,m}(l) = \begin{pmatrix}
\frac{d_{E_1}|N=n}{F_{Y|N=n}(\frac{l}{I})} & \frac{d_{E_2}|N=n}{F_{Y|N=n}(\frac{l}{T})} & \ldots & \frac{d_{E_{m-1}}|N=n}{F_{Y|N=n}(\frac{l}{I})} \\
T_n(l) & 0 & 0 & \ldots & 0 \\
0 & T_n(l) & 0 & \ldots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \ldots & T_m(l)
\end{pmatrix},
\]

(8)

\[
S_{n,m}(l) = \begin{pmatrix}
\frac{d_{E_1}|N=n}{F_{Y|N=n}(\frac{l}{I})} & \frac{d_{E_2}|N=n}{F_{Y|N=n}(\frac{l}{T})} & \ldots & \frac{d_{E_{m-1}}|N=n}{F_{Y|N=n}(\frac{l}{I})} \\
T_n(l) & 0 & 0 & \ldots & 0 \\
0 & T_n(l) & 0 & \ldots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \ldots & T_m(l)
\end{pmatrix}
\]

The next step is to combine the conditional distributions such that we get the right joint distributional convergence.

**Theorem 2.** For any mixed distribution function \(F\) there exists a sequence of \(MMPH^*\) distributions converging weakly to it.

**Proof.** We consider a generator matrix consisting of \(b\) blocks. The blocks do not communicate, and the sub-generator matrix for block number \(i\) is the phase-type representation of \(\tilde{F}_{Y|N=i}^{(m,l)}(y)\). The probability of entering block \(i\) is set to

\[
\tilde{p}_i^{(b)} = \frac{\mathbb{P}(N = i)}{\sum_{j=1}^{b} \mathbb{P}(N = j)}.
\]

We denote the PH-distribution arising this way \(F^{(l,m,b)}(y, n)\). Using the representation for the conditional representation in Equation 8, and letting \(p_n = \mathbb{P}(N = n)\), we have

\[
\left| F^{(l,m,b)}(y, n) - F(y, n) \right| = \left| \tilde{F}_{Y|N=n}^{(l,m)}(y)\tilde{p}_n^{(b)} - \tilde{F}_{Y|N=n}^*(y)p_n \right|
\]

\[
= \left| \tilde{F}_{Y|N=n}^{(l,m)}(y)p_n - \tilde{F}_{Y|N=n}^{(l,m)}(y)\tilde{p}_n^{(b)} \right| + \left| \tilde{F}_{Y|N=n}^{(l,m)}(y)p_n - \tilde{F}_{Y|N=n}^{(l,m)}(y)p_n \right|
\]

\[
\leq \left| \tilde{F}_{Y|N=n}^{(l,m)}(y)p_n - \tilde{F}_{Y|N=n}^{(l,m)}(y)p_n \right| + \left| \tilde{F}_{Y|N=n}^{(l,m)}(y)p_n - \tilde{F}_{Y|N=n}^{(l,m)}(y)p_n \right|
\]

We know \(\left| \tilde{F}_{Y|N=n}^{(l,m)}(y) - \tilde{F}_{Y|N=n}^{(l,m)}(y) \right| \to 0\) by Lemma 1. Considering Equation (3.1) it is also evident that \(\left| \tilde{p}_n^{(b)} - p_n \right| \to 0\) (notice that we may even take \(b = l\) or \(b = m\), thus establishing the desired convergence. □

3.2. Augmenting the state space. It turns out that it is useful to find a phase-type representation for \(Y\) such that the current state reflects the value of \(N\), particularly when we move towards the estimation procedure for our joint model. This makes it possible to condition on the absorption state, and thereby also condition on the value of \(N\), which simplifies calculations considerably. Consider the division of \(\tilde{E}\) into \(E^+\) and \(E^0\). We can
write $\alpha$ and $T$ according to the division

$$\alpha = (\alpha^+ \alpha^0) = (\alpha^+ 0)$$

$$T = \begin{pmatrix} T^{++} & T^{+0} \\ T^{0+} & T^{00} \end{pmatrix},$$

where the equality in the first line is due to the previous assumption on $\alpha^0$. Similar to Equation (6), $T^{++}$ gives the rates between states in $E^+$, and so on. If we now let $\text{diag}(T^{++})$ be the diagonal of $T^{++}$ we can split $T^{++}$ into two matrices:

$$T_D^{++} = \Delta \left( \text{diag}(T^{++}) \right)$$

$$T_A^{++} = T^{++} - \Delta \left( \text{diag}(T^{++}) \right),$$

where $\Delta(\cdot)$ is the operator that turns a vector into a matrix with the elements of the vector in the diagonal and zeroes elsewhere. Naturally we have $T^{++} = T_D^{++} + T_A^{++}$. Consider now the following matrix

$$\tilde{T}_1 = \begin{pmatrix} T_D^{++} & T^{+0} & T_A^{++} & 0 \\ 0 & T^{00} & T_A^{0+} & 0 \\ 0 & 0 & T^{++} & T^{+0} \\ 0 & 0 & T^{0+} & T^{00} \end{pmatrix},$$

and the following initial vector

$$\tilde{\alpha}_1 = (\alpha^+ 0 0 0).$$

Clearly $(\tilde{\alpha}_1, \tilde{T}_1)$ is also a phase-type representation for $Y$, and of larger dimension than $(\alpha, T)$. Let $\{X_t\}_{t \geq 0}$ denote the underlying Markov chain of this larger representation. If absorption happens from one of the two first blocks (that is, one of the first $p$ states), then $N = 1$, and if absorption happens from one of the two last blocks then $N \geq 2$. By using this splitting of $T^{++} n + 1$ times we obtain a representation with $p(n + 1)$ states, where absorption in block $i$ means that $n = \lceil i/2 \rceil$.

Example 3. For illustrative purposes, $\tilde{T}_4$ for $n = 4$ is depicted below:

$$\tilde{T}_4 = \begin{pmatrix} T^{++} & T^{+0} & T_A^{++} & 0 & 0 & 0 & 0 & 0 & 0 \\ T_D^{++} & T^{00} & T_A^{0+} & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & T^{++} & T^{+0} & T_A^{++} & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & T^{00} & T_A^{0+} & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & T^{++} & T^{+0} & T_A^{++} & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & T^{00} & T_A^{0+} & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & T^{++} & T^{+0} & T_A^{++} \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & T^{00} & T_A^{0+} \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & T^{00} \end{pmatrix}.$$

As we are going to condition on the absorbing state, the exit-rate vector is also of importance. Consider $\tilde{T}_4$. Clearly the corresponding exit rate vector $\tilde{e}_4 = -\tilde{T}_4 e$ has the following structure:

$$\tilde{e}_4 = (t^+ t^0 t^+ t^0 t^+ t^0 t^+ t^0 \ t^+ t^0)^\prime.$$
We now define $t^{(n)}_4$ as the exit-rate vector, where all elements are set to zero except those in the two blocks that corresponds to $N = n$. In our example,

$$t^{(4)}_4 = (0 \ 0 \ 0 \ 0 \ t^+ \ t^0 \ 0 \ 0)'.$$

Vectors of this type are crucial in what follows.

In the sequel, we suppress the index on $\alpha, T$ and $t$ when the value of $n$ is not ambiguous, to avoid overly tedious notation.

3.3. Joint Distribution. This subsection uses the augmented representation of the previous subsection to derive the joint distribution in an elegant manner.

**Theorem 4.** The random vector $(Y, N)$, has density function

$$f(y, n) = P(Y \in [y, y + dy], N = n) = \tilde{\alpha} \exp(\tilde{T}y) \tilde{t}^{(n)},$$

and joint distribution function

$$F(y, n) = P(Y < y, N < n) = \sum_{i=1}^{n-1} \tilde{\alpha} \mathbf{I} \left( \begin{bmatrix} -\tilde{T} \end{bmatrix}^{-1} \tilde{t}^{(i)} - \tilde{\alpha} \exp(\tilde{T}y) \left( \begin{bmatrix} -\tilde{T} \end{bmatrix}^{-1} \tilde{t}^{(i)} \right) \right).$$

**Proof.** We first show Equation (9) using direct calculations on the augmented representation $(\tilde{\alpha}, \tilde{T})$. Hereafter we integrate to obtain Equation (10). To get Equation (9) we employ the same technique as in Equation (5) and condition on the starting state and the absorption state of the underlying Markov jump process, $\{\tilde{X}_t\}_{t \geq 0}$, as follows.

$$f(y, n) = P(Y \in [y, y + dy], N = n)$$

$$= \sum_{j=1}^{(n+1)p} \sum_{i=1}^{(n+1)p} \mathbb{P}(Y \in [y, y + dy], N = n \mid X_0 = i, X_{y^-} = j) \cdot \mathbb{P}(X_{y^-} = j \mid X_0 = i) \cdot \mathbb{P}(X_0 = i)$$

$$= \sum_{j=1}^{(n+1)p} \sum_{i=1}^{(n+1)p} \mathbf{1}_{j \in \{np+1, np+2, \ldots, (n+1)p\}} \cdot t_j \cdot \exp(\tilde{T}y)_{ij} \tilde{\alpha}_i$$

$$= \sum_{j=1}^{(n+1)p} \alpha_j \exp(\tilde{T}y)_{ij} t_j$$

$$= \tilde{\alpha} \exp(\tilde{T}y) \tilde{t}^{(n)}.$$

The joint distribution function is then obtained through the decomposition

$$P(Y < y, N < n) = \sum_{i=1}^{n-1} P(Y < y \mid N = n).$$
\( P(Y < y \mid N = n) \) is found by integrating Equation (9) with respect to \( y \). We obtain

\[
F(y, n) = P(Y < y, N < n) = \sum_{i=1}^{n-1} \int_0^y \alpha \exp(\tilde{T}_i) \tilde{i}^{(i)} du
\]

\[
= \sum_{i=1}^{n-1} \left[ \alpha \exp(\tilde{T}_i) \tilde{T}^{-1} \tilde{i}^{(i)} \right]_0^y
\]

\[
= \sum_{i=1}^{n-1} \alpha \exp(\tilde{T}_y) \tilde{T}^{-1} \tilde{i}^{(i)} - \tilde{\alpha} \tilde{I} \tilde{T}^{-1} \tilde{i}^{(i)}
\]

\[
= \sum_{i=1}^{n-1} \tilde{\alpha} \tilde{I} \left( -\tilde{T} \right)^{-1} \tilde{i}^{(i)} - \tilde{\alpha} \exp(\tilde{T}_y) \left( -\tilde{T} \right)^{-1} \tilde{i}^{(i)}.
\]

As we only consider absorption from block \( i \) in each term of the sum, we generally get

\[
\left( -\tilde{T}_{n-1} \right)^{-1} \tilde{i}_{n-1}^{(i)} \neq e,
\]

and we can therefore not reduce the expression further, as for the respective univariate cases.

**Remark 5.** If we wish to calculate the joint density function or distribution function for multiple values of \( n \), then we can use one augmented representation instead of creating a new representation for each value of \( n \). Let \( m \) be the maximum value of \( n \) that we want to calculate the density/distribution function for. We then calculate the joint density function as

\[
f(y, n) = \tilde{\alpha}_m \exp(\tilde{T}_{my}) \tilde{i}_m^{(n)},
\]

and the joint distribution function as

\[
F(y, n) = \sum_{i=1}^{n-1} \tilde{\alpha}_{m-1} \tilde{I} \left( -\tilde{T}_{m-1} \right)^{-1} \tilde{i}_{m-1}^{(i)} - \tilde{\alpha}_{m-1} \exp(\tilde{T}_{m-1}y) \left( -\tilde{T}_{m-1} \right)^{-1} \tilde{i}_{m-1}^{(i)}.
\]

### 3.4. Conditional Distributions

The conditional distributions of the form \( Y \mid N = n \) and \( N \mid Y = y \) can be calculated by means of the marginal distributions and the joint distributions:

\[
P(Y \in [y, y + dy] \mid N = n) = \frac{P(Y \in [y, y + dy], N = n)}{P(N = n)}
\]

\[
P(N = n \mid Y \in [y, y + dy]) = \frac{P(Y \in [y, y + dy], N = n)}{P(Y \in [y, y + dy])}.
\]

The expression \( P(Y \in [y, y + dy] \mid N = n) \) can be written directly from the density of a phase-type distribution using an exit matrix instead of an exit vector. We consider the augmented generator \( \tilde{T} \) defined in Section 3.3. We now define \( n_{\text{max}} \) different absorbing
states, such that absorption from block \( i \) happens to absorbing state \( i \) (state \( p + i \)). We define the exit-matrix \( \tilde{T}_0 \) by

\[
\tilde{T}_0 = \begin{pmatrix}
t & 0 & 0 & \cdots & 0 \\
0 & t & 0 & \cdots & 0 \\
0 & 0 & t & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & t
\end{pmatrix}.
\]

To condition on \( N = n \) now corresponds to condition on the absorption state being state \( p + n \). That is, we can write

\[
P(Y \in [y, y + dy] \mid N = n) = P(Y \in [y, y + dy] \mid X_\infty = p + i),
\]

where \( X_\infty \) is the absorbing state. From Andersen et al. (2000) we then have

\[
f_{Y \mid N=n}(y) = f_{Y \mid X_\infty(y)=p+n} = \gamma(n) \exp (-Ay) a \\
F_{Y \mid N=n}(y) = F_{Y \mid X_\infty(y)=p+n} = 1 - \gamma(n) \exp (-Ay) e,
\]

with

\[
\gamma(n)_i = \frac{\tilde{\alpha} \left( -\tilde{T} \right)^{-1} \tilde{e}^{(n)}_i \tilde{\pi}_i}{v^*_n} \\
A = \Delta^{-1} (\tilde{\pi}) \tilde{T}' \Delta (\tilde{\pi}) \\
a = -A e
\]

and

\[
v^* = \tilde{\alpha} \left( -\tilde{T} \right)^{-1} \tilde{T}_0 \\
\tilde{\pi} = \frac{\tilde{\alpha} \left( -\tilde{T} \right)^{-1} \tilde{\pi}}{\tilde{\alpha} \left( -\tilde{T} \right)^{-1} e}
\]

3.5. Moment Generating Function.

**Theorem 6.** The joint moment generating function (MGF) of \((Y, N)\) is given by

\[
H(\theta_1, \theta_2) = \alpha \left( -\Delta \left( c(\theta_1, \theta_2) \right) \right) - S_{\theta_2}^{-1} s,
\]

with

\[
S_{\theta_2} = S + \Delta(b) \\
c_i(\theta_1, \theta_2) = \theta_1 \exp (-\theta_2 1_{i \in E^+}),
\]

where \( b_i = s_{ii} \left( \exp \left( -\theta_2 1_{i \in E^+} \right) - 1 \right) \).

**Proof.** We first condition on the starting state of \( X_t \), that is we calculate

\[
H_t(\theta_1, \theta_2) = \mathbb{E} \left( \exp (\theta_1 Y + \theta_2 N) \mid X_0 = i \right).
\]
Note, that we can write \( Y \) and \( N \) as a sum of the contributions coming from the first state and the remaining part:

\[
Y = Y_{i1} + Y_r \\
N = N_{i1} + N_r,
\]

where \( Y_{i1} \sim \exp(-s_{ii}) \) is the time spent in the first state, and \( Y_r \) is the remaining part of \( Y \). \( N_{i1} \) is 1 if \( i \in E^+ \) and 0 if \( i \in E^0 \). \( N_r \) is the remaining part of \( N \). We have that \( Y_{i1} \), \((Y_r), N_{i1}\) and \( N_r \) are all independent, and therefore we can write

\[
H_i(\theta_1, \theta_2) = \mathbb{E} \left( \exp \left( \theta_1 (Y_{i1} + Y_r) + \theta_2 (N_{i1} + N_r) \right) \right) \\
= \mathbb{E} \left( \exp(\theta_1 Y_{i1}) \mid X_0 = i \right) \cdot \mathbb{E} \left( \exp(\theta_2 N_{i1}) \mid X_0 = i \right) \\
\times \mathbb{E} \left( \exp(\theta_1 Y_r) \mid X_0 = i \right) \mathbb{E} \left( \exp(\theta_2 N_r) \mid X_0 = i \right).
\]

The first two terms can be calculated as

\[
\mathbb{E} \left( Y_{i1} \mid X_0 = i \right) = \frac{1}{1 + \theta_1 s_{ii}} \\
\mathbb{E} \left( N_{i1} \mid X_0 = i \right) = \exp(\theta_2 1_{i \in E^+}).
\]

For the two remaining terms we note, that they can be written using \( H_j(\theta_1, \theta_2) \) for \( i \neq j \)

\[
\mathbb{E} \left( \exp(\theta_1 Y_r) \mid X_0 = i \right) \mathbb{E} \left( \exp(\theta_2 N_r) \mid X_0 = i \right) = \frac{s_i}{-s_{ii}} + \sum_{i=1, i \neq j}^{p} \frac{s_{ij}}{-s_{ii}} H_j(\theta_1, \theta_2).
\]

Combining the above terms we obtain

\[
H_i(\theta_1, \theta_2) = \frac{1}{1 + \theta_1 s_{ii}} \cdot \exp(\theta_2 1_{i \in E^+}) \left( \frac{s_i}{-s_{ii}} + \sum_{i=1, i \neq j}^{p} \frac{s_{ij}}{-s_{ii}} H_j(\theta_1, \theta_2) \right),
\]

which is equivalent to

\[
-\theta_1 \exp(-\theta_2 1_{i \in E^+}) H_i(\theta_1, \theta_2) = s_i + \sum_{i=1, i \neq j}^{p} s_{ij} H_j(\theta_1, \theta_2) + s_{ii} H_i(\theta_1, \theta_2) \exp(-\theta_2 1_{i \in E^+}).
\]

Using the notation specified in the statement of the theorem, this amounts to

\[
-\Delta(c(\theta_1, \theta_2)) H(\theta_1, \theta_2) = S_{\theta_2} H(\theta_1, \theta_2) + s,
\]

which leads to

\[
H(\theta_1, \theta_2) = (-\Delta(c(\theta_1, \theta_2)) - S_{\theta_2})^{-1} s.
\]

As \( \alpha H(\theta_1, \theta_2) = H(\theta_1, \theta_2) \) we finally arrive at

\[
H(\theta_1, \theta_2) = \alpha (-\Delta(c(\theta_1, \theta_2)) - S_{\theta_2})^{-1} s.
\]

\[\square\]
3.6. Estimation. The Expectation-Maximization (EM) algorithm (see McLachlan and Krishnan (2007)) is a general-purpose maximum-likelihood estimation procedure which takes advantage of latent (or hidden) variables to speed up convergence. Both discrete and continuous phase-type distributions are usually estimated using an EM algorithm (although other notable exceptions may be mentioned, for instance, Bayesian approaches as in Bladt et al. (2003)), since the sample path of the underlying Markov process carries a range of latent variables. The EM algorithm for continuous phase-type distributions was developed in Asmussen et al. (1996), and then later extended to the right-censored case by Olsson (1996), to the multivariate case by Breuer (2016), and to the covariate-dependent case by Bladt (2022); Bladt and Yslas (2022). The present algorithm is similar to the aforementioned references, with the key distinction being that we use the augmented representation \((\tilde{\alpha}, \tilde{T})\) instead of the original one, which complicates computations in some places and simplifies them in others.

By construction, \((Y, N)\) arises from a realization of the Markov jump process \(\{X_i\}_{t \geq 0}\). This realization consists of the ordered sequence of states visited \(i = \{i_0, i_1, i_2, \ldots, i_m, p + 1\}\), and the time spent in these states upon each visit \(u = \{u_0, u_1, u_2, \ldots, u_m\}\). We call \(x = (i, u)\) the full sample path, since it provides enough information to reconstruct the process. Let \(\theta = (\alpha, T)\) be the parameters that have to be estimated. Notice that we do not attempt to estimate \(p\) and \(E^+\); instead these are hyper-parameters, which should be specified before the estimation procedure starts. Assume that the full sample path is known. Let

\[
\lambda_i = -t_{ii}, \quad i \in \{1, 2, \ldots, p\},
\]

\[
p_{ij} = -\frac{t_{ij}}{t_{ii}}, \quad i, j \in \{1, 2, \ldots, p\}, i \neq j,
\]

\[
p_i = -\frac{t_i}{t_{ii}} = -\frac{\sum_{k=1, k \neq i}^p t_{ik}}{t_{ii}}, \quad i \in \{1, 2, \ldots, p\}.
\]

We can then write the likelihood of \(\theta\) given the full sample path as

\[
\alpha_{i_0} \lambda_{i_0} \exp (\lambda_i u_0) p_{i_0, i_1} \lambda_i \exp (-\lambda_i u_1) \cdots p_{i_0, i_1} \cdots p_{i_m, i} \lambda_i \exp (-\lambda_i u_m) t_{im}.
\]

Using alternative notation, and since we have \(\lambda_i \cdot p_{ij} = t_{ij}\), we can rewrite the likelihood for \(k\) sample paths as

\[
L(\theta, x) = \prod_{i=1}^k L(\theta; x_i) = \prod_{i=1}^p \alpha_i \prod_{i=1}^p \prod_{j=1}^p t_{ij}^{N_{ij}} \exp (-t_{ij} Z_i) \prod_{i=1}^p t_i^{N_i} \exp (t_i Z_i),
\]

where \(B_i\) is the number of processes starting in state \(i\), \(N_{ij}\) is the total number of jumps from state \(i\) to state \(j\), \(Z_i\) is the total time spend in state \(i\) and \(N_i\) is the number of jumps from state \(i\) to state \(p + 1\). Notice that in this expression, the complete sample paths do not appear; instead, we have four sets of random variables, \(B_i, N_{ij}, N_i\) and \(Z_i\) which fully specify the likelihood of the path. We call these the sufficient statistics, since their knowledge allows us to calculate the likelihood without knowing the full sample path. It is standard from exponential family theory (cf. Barndorff-Nielsen (1973)) that given \(B_i\),
\[ \hat{\alpha}_i = B_i k, \quad i \in \{1, 2, \ldots, p\}, \]
\[ \hat{t}_{ij} = \frac{N_{ij}}{Z_i}, \quad i, j \in \{1, 2, \ldots, p\}, i \neq j, \]
\[ \hat{t}_i = \frac{N_i}{Z_i}, \quad j \in \{1, 2, \ldots, p\}, \]

and the estimates \( \hat{t}_{ii} \) follow from the relation \(-T e = \hat{t}\). However, as we only observe \((Y, N)\) and not directly \(B_i, N_{ij}, N_i\) and \(Z_i\) we employ the EM algorithm to still take advantage of the simple exponential family theory with explicit maximum likelihood estimators. To this end, we replace the sufficient statistics with conditional expectations before calculating the maximum likelihood estimates, and then iterate back and forth between the two calculations. This procedure is known to converge, but though local optima may be encountered.

**E-step.** The tedious part of the algorithm is to calculate the conditional expectations, which we do below.

\[
E(B_i \mid Y = y, N = n) = E(1_{X_0 = i} \mid Y = y, N = n) = \frac{\mathbb{P}(Y \in [y, y + dy], N = n \mid X_0 = i) \mathbb{P}(X_0 = i)}{\mathbb{P}(Y \in [y, y + dy], N = n)} = \frac{\alpha_i e_i \exp(\tilde{T} y) \tilde{t}^{(n)} / \tilde{\alpha} \exp(\tilde{T} y) \tilde{t}^{(n)}}{e_i \exp(\tilde{T} y) \tilde{t}^{(n)}}.
\]

\[
E(Z_i \mid Y = y, N = n)
\]

\[
= E\left( \int_0^y 1\{X_u = i\} du \mid Y = y, N = n \right) du
\]

\[
= \int_0^y \frac{\mathbb{P}(Y \in [y, y + dy], N = n \mid X_u = i) \mathbb{P}(X_u = i)}{\mathbb{P}(Y \in [y, y + dy], N = n)} du
\]

\[
= \int_0^y \frac{\mathbb{P}(Y \in [y, y + dy], N = n \mid \tilde{X}_u = (k-1)p+i) \mathbb{P}(\tilde{X}_u = (k-1)p+i)}{\mathbb{P}(Y \in [y, y + dy], N = n)} du
\]

\[
= \sum_{k=1}^n \frac{\int_0^y e^T_{(k-1)p+i} \exp(\tilde{T}(y - u)) \tilde{t}^{(n)} \tilde{\alpha} \exp(\tilde{T} u) e_{(k-1)p+i} du}{\tilde{\alpha} \exp(\tilde{T} y) \tilde{t}^{(n)}}.
\]

To calculate \(E(N_{ij} \mid Y = y, N = n)\), we first calculate \(E(\tilde{N}_{ij} \mid Y = y, N = n)\), where \(\tilde{N}_{ij}\) is the number of jumps between states in the augmented representation \((\tilde{\alpha}, \tilde{T})\). We use this
to calculate \(\mathbb{E}\left(\tilde{N}_{ij} \mid Y = y, N = n\right)\), which again can be summed to get \(\mathbb{E}(N_{ij} \mid Y = y, N = n)\).

\[
\begin{align*}
\mathbb{E}\left(\tilde{N}_{ij}, Y = y, N = n\right) & = \sum_{l=1}^{n_{\text{max}}^p} \mathbb{E}\left(\tilde{N}_{ij} \mathbf{1}\{\bar{X}_y = l, Y \in [y, y + dy], N = n\}\right) \\
& = \sum_{l=1}^{n_{\text{max}}^p} \mathbb{E}\left(\tilde{N}_{ij} \mid \bar{X}_y = l\right) \cdot \mathbb{P}\left(Y \in [y, y + dy] \mid \bar{X}_y = l\right) \cdot \mathbb{P}\left(N = n \mid \bar{X}_y = l\right) \cdot \mathbb{P}\left(\bar{X}_y = l\right) \\
& = \sum_{l=1}^{n_{\text{max}}^p} \mathbb{E}\left(\tilde{N}_{ij} \mid \bar{X}_y = l\right) t_l \mathbf{1}_{\{l \in \{1, \ldots, np\}\}} \mathbb{P}\left(\bar{X}_y = l\right) \\
& = \sum_{l=(n-1)p+1}^{np} \mathbb{E}\left(\tilde{N}_{ij}, \mathbf{1}\{\bar{X}_y = l\}\right) \tilde{t}_l^{(n)},
\end{align*}
\]

from which

\[
\begin{align*}
\mathbb{E}\left(\tilde{N}_{ij} \mid Y = y, N = n\right) & = \frac{\mathbb{E}\left(\tilde{N}_{ij}, Y = y, N = n\right) \mathbb{P}(Y \in [y, y + dy], N = n)}{\mathbb{P}(Y \in [y, y + dy], N = n)} \\
& = \frac{\sum_{l=(n-1)p+1}^{np} \mathbb{E}\left(\tilde{N}_{ij}, \mathbf{1}\{\bar{X}_y = l\}\right) \tilde{t}_l^{(n)}}{\mathbb{P}(Y \in [y, y + dy], N = n)} \\
& = \sum_{k=1}^{p} \frac{\alpha_k}{\tilde{\alpha}} \frac{\sum_{l=(n-1)p+1}^{np} \mathbb{E}\left(\tilde{N}_{ij}, \mathbf{1}\{\bar{X}_y = l\} \mid X_0 = k\right) \tilde{t}_l^{(n)}}{\mathbb{P}(Y \in [y, y + dy], N = n)} \\
& = \sum_{k=1}^{p} \frac{\sum_{l=(n-1)p+1}^{np} \left(t_{ij} e_j^T \int_0^y \exp\left(\bar{T}(y - u)\right) e_i e_k^T \exp\left(\bar{T}u\right) du e_i\right) \tilde{t}_l^{(n)}}{\tilde{\alpha} \exp(\bar{T}y) \tilde{t}^{(n)}} \\
& = \left(t_{ij} e_j^T \int_0^y \exp\left(\bar{T}(y - u)\right) \tilde{t}^{(n)} \tilde{\alpha} \exp(\bar{T}u) du e_i\right) \cdot \frac{\tilde{\alpha} \exp(\bar{T}y) \tilde{t}^{(n)}}{\tilde{\alpha} \exp(\bar{T}y) \tilde{t}^{(n)}}.
\end{align*}
\]

Thus,

\[
\begin{align*}
\mathbb{E}(N_{ij} \mid Y = y, N = n) & = \sum_{k=1}^{n} \mathbb{E}\left(\tilde{N}_{(k-1)p+i,(k-1)p+j} \mid Y = y, N = n\right) \\
& \quad + \mathbb{E}\left(\tilde{N}_{(k-1)p+i,kp+j} \mid Y = y, N = n\right),
\end{align*}
\]
where one of the terms in the sum is going to be zero due to the structure of $\tilde{T}$. At last we have

$$E(N_i \mid Y = y, N = n) = \mathbb{P}(X_{y^+} = i \mid Y = y, N = n)$$

$$= \frac{\mathbb{P}(Y \in [y, y + dy], N = n \mid X_{y^+} = i) \mathbb{P}(X_{y^+} = i)}{\mathbb{P}(Y \in [y, y + dy], N = n)}$$

$$= \sum_{i=1}^{n_{\text{max}}} \mathbb{P}(Y \in [y, y + dy], N = n \mid X_{y^+} = (l - 1)p + i) \mathbb{P}(X_{y^+} = (l - 1)p + i)$$

$$= \frac{\sum_{i=1}^{n_{\text{max}}} \mathbb{P}(Y \in [y, y + dy] \mid X_{y^+} = (l - 1)p + i) \mathbb{P}(X_{y^+} = (l - 1)p + i)}{\mathbb{P}(Y \in [y, y + dy], N = n)}$$

$$= \sum_{i=1}^{n_{\text{max}}} \tilde{\alpha} \exp(\tilde{T}y) e^{(l-1)i + (l-1)p + 1} l_{i=n} \frac{\exp(\tilde{T}y) t^{(n)}}{\tilde{\alpha} \exp(\tilde{T}y) t^{(n)}}$$

For the calculation of $E(Z_i \mid Y = yN = n)$ and $E(N_{ij} \mid Y = y, N = n)$ where an integral expression should be evaluated, we use the usual approach where a matrix exponential is used to evaluate the integral. We denote

$$\tilde{J}(y, n; \tilde{\alpha}, \tilde{T}) = \int_0^y \exp(\tilde{T}u) du,$$

and evaluate it using the Van Loan identity (cf. Van Loan (1978)):

$$\exp\left(\begin{pmatrix} \tilde{T} & t^{(n)} \tilde{\alpha} \\
0 & \exp(\tilde{T}) \end{pmatrix} y \right) = \exp(\tilde{T}y) \tilde{J}(y, n; \tilde{\alpha}, \tilde{T}).$$

Thus, we get

$$E(N_{ij} \mid Y = y, N = n) = \sum_{k=1}^n \tilde{t}_{ij} \tilde{J}(k-1)p+i,(k-1)p+i(y, n; \tilde{\alpha}, \tilde{T}) + t_{ij} \tilde{J}_{y,p+i,(k-1)p+i}(y, n; \tilde{\alpha}, \tilde{T}),$$

$$E(Z_i \mid Y = y, N = n) = \sum_{k=1}^n \tilde{J}(k-1)p+i,(k-1)p+i(y, n; \tilde{\alpha}, \tilde{T}),$$

For $M$ observations we obtain the corresponding conditional expectations

$$E(B_i \mid Y = y, N = n) = \sum_{m=1}^M \frac{\alpha_1 e_1 \exp(\tilde{T}y_m) t^{(n_m)}}{\tilde{\alpha} \exp(\tilde{T}y_m) t^{(n_m)}},$$

$$E(Z_i \mid Y = y, N = n) = \sum_{m=1}^M \frac{\sum_{k=1}^{n_m} \tilde{J}(k-1)p+i,(k-1)p+i(y_m, n_m; \tilde{\alpha}, \tilde{T})}{\tilde{\alpha} \exp(\tilde{T}y_m) t^{(n_m)}}$$

$$E(N_{ij} \mid Y = y, N = n) = \sum_{m=1}^M \frac{\sum_{k=1}^{n_m} \tilde{t}_{ij} \tilde{J}(k-1)p+i,(k-1)p+i(y_m, n_m; \tilde{\alpha}, \tilde{T}) + t_{ij} \tilde{J}_{y,p+i,(k-1)p+i}(y_m, n_m; \tilde{\alpha}, \tilde{T})}{\tilde{\alpha} \exp(\tilde{T}y_m) t^{(n_m)}}$$

$$E(N_i \mid Y = y, N = n) = \sum_{m=1}^M \frac{\tilde{\alpha} \exp(\tilde{T}y_m) e^{(n_m-1)i + (n_m-1)p + 1} l_{i=n}}{\tilde{\alpha} \exp(\tilde{T}y_m) t^{(n_m)}}.$$
M-step. The maximum likelihood estimates of the parameters are simply given by

\[
\hat{\alpha}_i = \frac{\mathbb{E}(B_i | Y = y, N = n)}{M}
\]

\[
\hat{t}_{ij} = \frac{\mathbb{E}(N_{ij} | Y = y, N = n)}{\mathbb{E}(Z_{ij} | Y = y, N = n)}
\]

\[
\hat{t}_i = \frac{\mathbb{E}(N_i | Y = y, N = n)}{\mathbb{E}(Z_{ij} | Y = y, N = n)}
\]

\[
t_{ii} = -\sum_{j=1, j\neq i}^{n} t_{ij} - t_i.
\]

4. Application: Insurance Data

A natural application of our model comes from the insurance sector. Namely, we are interested in modeling the number of claims and claim amounts for a given portfolio. A widespread assumption in this kind of data is to assume that each claim size is independent of the number of claims associated with the policy. If we let \(Y_j\) be the random variable that denotes the claim amount of the \(j\)-th claim and if let \(N\) be the random variable that denotes the number of claims, this assumption allows us to calculate quantities such as the pure premium very efficiently through

\[
\mathbb{E}\left( \sum_{j=1}^{N} Y_j \right) = \mathbb{E}(N) \mathbb{E}(Y).
\]

Then two independent models are fitted: one to describe the number of claims, and one to describe the claim amounts. A lot of attention has been drawn towards the correct specification for each individual model, but very few models target to model both at once. Notable exceptions such as in Czado et al. (2012); Krämer et al. (2013); Frees et al. (2016) use copula approaches, see also Pinquet (1997); Verschuren (2021) for non-copula approaches.

Our model allows us to describe the claim amount and the number of claims with a joint, dependent distribution, and the underlying Markov process has the interpretation of a latent claim evolution until the full claim amount is realized. We let \(\bar{Y}\) be the random variable that denotes mean claim amount of a policy, so that we aim to describe \((\bar{Y}, N)\) with our joint model. This now leads to a different way of calculating the pure-premium, as we now have

\[
\mathbb{E}\left( \sum_{j=1}^{N} Y_j \right) = \mathbb{E}(N\bar{Y})
\]

Importantly, it should be noted, that the time spend between two visits to a state in \(E^+\) is not the same as the amount of a single claim.

4.1. Swedish motorbike insurance.
4.1.1. *Data Description*. The dataset `swmotorcycle` from the CASdatasets Dutang and Charpentier (2020) R-package contains claims for motorbike insurances. The dataset is of moderate size - there is a total of 666 policies with claims. The manageable size makes it well-suited to investigate our method, since matrix analytic methods can result in heavy computational burden when the matrix dimensions grow. Let $n_i$ denote the number of claims for policy $i$ and let $y_i$ denote the mean-claim amount for policy $i$. Table 1 contains key information of the dataset based on the number of claims.

<table>
<thead>
<tr>
<th># Claims</th>
<th>Mean of $y$</th>
<th>Median of $y$</th>
<th>Sd of $y$</th>
<th>$n$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>23067</td>
<td>8050</td>
<td>33223</td>
<td>639</td>
</tr>
<tr>
<td>2</td>
<td>40769</td>
<td>25966</td>
<td>43925</td>
<td>27</td>
</tr>
</tbody>
</table>

Table 1. Summary statistics for claims based on whether there was one or two claims to the policy. The mean and median of $y$ are much higher for $n = 2$ than for $n = 1$ indicating that the independence assumption is not realistic.

From table 1 it is clear that the mean claim amount is higher for $n_i = 2$ than for $n_i = 1$. We can also investigate the dependence between $(y, n)$ graphically. Figure 2 shows boxplots, histograms, and the empirical CDF’s for the dataset.

4.1.2. *Fitting the Model*. As mentioned earlier, we describe $(y, n)$ with our joint model. For numerical reasons, we subtract the minimum of the continuous value and add 1. This ensures that the data is positive and properly starts close to 0. We therefore consider

$$\tilde{y}_i = y_i - \min(y) + 1.$$  

$n$ only attains the values 1 and 2, and no standardisation is needed. It is not uncommon for insurance data to have single-digit claim counts, even for much larger portfolios.

Before fitting the phase-type distribution one needs to select the matrix dimension, which means the number of phases, $p$, and the number of phases collecting rewards for the discrete distribution, $|E^+|$. These hyperparameters are data-specific and therefore we experimented with different values in both cases to determine an appropriate size. We considered in $p \in \{2, \ldots, 10\}$ and $|E^+| \in \{1, 2, 3\}$, and we only considered $|E^+| < p$. For each combination of $(p, |E^+|)$ we fitted our joint distribution using the EM algorithm described in Section 3.6.

To investigate the need for a joint model we also fitted an independent model consisting of a phase-type distribution of dimension $p$ to describe $y$ and a discrete phase-type distribution of dimension $|E^+|$ to describe $n$. These models were fitted using the standard EM algorithms for continuous and discrete phase-type distributions, respectively. The joint likelihood of the independent model was then found by combining the likelihood of the two models for $y$ and $n$, and this quantity was then compared with the likelihood for the dependent joint model. For comparing models with different numbers of parameters one would typically use either AIC or BIC to determine which model is the preferred one. This approach does not work well with phase-type distributions, as adding one extra phase typically adds multiple extra parameters, something which is heavily penalized in
AIC and even more so in BIC. We therefore instead look at likelihood evolution plots, to determine when the increase in the likelihood stagnates.

Through initial explorations of the EM algorithm, it was found that

1. The log-likelihood of the final fit depends on the start-guess
2. The number of iterations needed for convergence depends on the model size and the start-guess

Figure 3 illustrates the previous statements. The figure shows the log-likelihood of the fit from the EM algorithm as a function of the number of steps for two different models.
- one with \( p = 5 \) and one with \( p = 10 \) - and three different start-guesses. In general the model with \( p = 5 \) converges faster than the model with \( p = 10 \), and the different start-guesses can lead to very different log-likelihoods. To overcome these challenges we decided to try five different random start-guesses for each model in the EM algorithm. The EM algorithm was then run with 15,000 steps for each start-guess, and the fit with the best log-likelihood was then chosen. The number of steps was chosen by observing that most EM algorithms in Figure 3 having converged already by then.

![Figure 3](image-url)

**Figure 3.** The log-likelihood as a function of the number of steps for a model with \( p = 10 \) (red) and \( p = 5 \) (blue). Three different start-guesses were used for each model. The figure illustrates that the likelihood of the final model is dependent on the start guess and that the small model converges faster than the large model. Finally, 15,000 steps for the EM algorithm were chosen, as a compromise between the need for very precise convergence and computer resources. The black vertical line marks this. Furthermore, five different start guesses were considered for each model, and the one with the best likelihood was chosen.

Figure 4 shows the result of fitting models of different sizes to the data. The dotted lines show the likelihood of the joint model and the solid lines show the likelihood of an independent model. The independent model consists of two phase-type distributions - one continuous and one discrete - and to ensure fairness they were also fitted with an EM algorithm using 15,000 steps and with five different start-guesses. The continuous phase-type distribution was fit with the EM algorithm found in the R-package `matrixdist` (cf. Bladt and Yslas (2021)), while the EM algorithm of the discrete phase-type distribution and the joint phase-type distribution was directly implemented by ourselves. One should note that the independent model has more parameters than the corresponding joint model as the number of parameters for the joint model is \( p^2 + |E^+| \), as we assume that the Markov chain starts in one of the states in \( E^+ \). The number of parameters in the independent models is \( p^2 + p + (|E^+|^2 + |E^+|) \). This asymmetry is considered below.

4.1.3. Post Hoc Analysis. Based on Figure 4 there is not one ideal joint model to work with. The likelihood increases with the number size of the model, but so does the number of parameters. We choose to work with the model with \( p = 4 \) and \( |E^+| = 2 \). The best
Figure 4. The log-likelihood for the independent model (solid lines) and the joint model (dashed lines) for different sizes. The top plot shows the log-likelihood against the number of phases, and the bottom plot shows the log-likelihood against the number of parameters. There is no difference between the independent model with $|E^+| = 2$ and $|E^+| = 3$ as $N$ only attains two values. Except for the model with $p = 2$ and $|E^+| = 1$, the joint model fares better than the independent model in all cases. It also appears, unsurprisingly, that the estimation procedure for the joint model is more delicate than the usual EM algorithms used for the two components of the independent model (though clearly much more competitive). For instance the likelihood for the joint model with $p = 6$ and $|E^+| = 3$ which is clearly lower than expected and may be due to having reached a local minimum.
fit we obtained with these parameters had a log-likelihood of $-7378.599$, and lead to the following representation:

$$\hat{\alpha}_{4,2} = (0.94 \ 0.06 \ 0 \ 0)$$

$$\hat{T}_{4,2} = \begin{pmatrix}
-1.21 \cdot 10^{-4} & 1.66 \cdot 10^{-6} & 0.00 & 3.63 \cdot 10^{-5} \\
0.00 & -5.50 \cdot 10^{-4} & 0.00 & 0.00 \\
8.50 \cdot 10^{-7} & 4.03 \cdot 10^{-7} & -3.53 \cdot 10^{-5} & 0.00 \\
0.00 & 2.21 \cdot 10^{-6} & 3.31 \cdot 10^{-5} & -3.53 \cdot 10^{-4}
\end{pmatrix},$$

with $\{1, 2\} = E^+$. For comparison, the best fit for the independent model with $p = 4$ and $|E^+| = 2$ had a log-likelihood of $-7385.338$, and many more parameters.

We can also calculate the mean time spent in each state using the Green matrix, $U = (-T)^{-1}$, as follows:

$$\hat{\alpha}_{4,2} \hat{U}_{4,2} = \begin{pmatrix}
7817.415 & 172.4597 & 7633.909 & 8143.15
\end{pmatrix},$$

and we can calculate the mean number of visits to each state

$$\hat{\alpha}_{4,2} \left( I - \hat{Q}_{4,2} \right)^{-1} = (0.95 \ 0.10 \ 0.27 \ 0.29),$$

where $\hat{Q}_{4,2}$ is the transition matrix of the embedded Markov chain with elements as described in Equation (4). This, in particular, shows that no state is visited artificially, that is to generate a count without staying in the state for a non-negligible time. This feature is not always the case, as will be seen below.

By the means of the formulas in Section 3.4 we can calculate the conditional distributions of $Y \mid N = 1$ and $Y \mid N = 2$, which are depicted in Figure 5.

![Figure 5. The conditional densities plotted over a histogram of the data, and the conditional CDF’s plotted over the empirical CDF’s.](image-url)
The joint model allows us to predict the total claim amount without the independence assumption. Instead we calculate the mixed moment using the moment generating function (see Section 3.5). We obtain
\[ E(YN) = 25396.084. \]

Under the independence assumption and with the corresponding independent model used to model \((Y, N)\) we would predict the total claim amount to be
\[ E(YN) = E(Y) \cdot E(N) = 23769.21 \cdot 1.041 = 24732.84. \]

We can compare both these numbers to the actual claim amount, which is
\[ \frac{1}{m} \sum_{i=1}^{m} y_in_i = 25421.4, \]

where \(m\) is the number of observations. A standard 0.95 confidence-interval is given by \([25307.45, 25535.35]\), which includes the prediction from the joint model but not the prediction from the independent model.

The introduction of covariates into our joint distribution is a subject of further research which would cast the model into a fully applicable pricing tool for actuaries.

4.2. Discussion.

4.2.1. Negative and positive dependence. The dataset swmotorcycle is a quite suitable dataset to describe with our joint model, as an initial exploratory analysis suggests that there is a difference between the distribution of \(y\) and \(n\) (see Figure 2 and Table 1), and thus that the independence assumption does not hold. The dependence is interesting because \(n = 2\) is associated with higher values of \(y\) than \(n = 1\), such that we have a positive correlation between \(y\) and \(n\). In a way this is the natural dependence in the joint model, as the states in \(E^+\) increase both \(n_i\) and \(y_i\). It should naturally be possible to model negative correlations, as the MMPH\(^+\) class approximates all positive bivariate distributions with one continuous and one discrete component, though a satisfactory model might require more phases and thereby more parameters.

To investigate this further, we change the dataset such that we consider \(n = 3 - n\) - that is if \(n = 1\) then \(n = 2\) and if \(n = 2\) then \(n = 1\), to see how the model deals with this kind of negatively-correlated data. We do not run the entire experiment with different model sizes; instead we focus on the model with \(p = 4\) and \(|E^+| = 2\), which we also used on the original dataset. As before we try 5 different start-guesses for the joint model, and the best log-likelihood obtained is \(-7380.727\), which is lower than for the original dataset. The best log-likelihood for the independent model was \(-7385.338\) like in the original dataset. Thus the joint model is still preferable, but the advantage decreases. Further gains require a full fledged analysis with respect to hyperparameter tuning. The best fit for the joint model on the switched dataset leads to the following representation:

\[
\hat{S}_{4,2} = \begin{pmatrix}
6.40 \cdot 10^{-4} & 0.9993 \\
-1.36 \cdot 10^{-4} & 0.00 & 3.82 \cdot 10^{-5} & 0.00 \\
4.82 & -5.02 & 7.31 \cdot 10^{-2} & 1.27 \cdot 10^{-1} \\
0.00 & 0.00 & -3.48 \cdot 10^{-5} & 3.480 \cdot 10^{-5} \\
0.00 & 0.00 & 4.18 \cdot 10^{-7} & -3.71 \cdot 10^{-5}
\end{pmatrix}.
\]
with \( E^+ = \{1, 2\} \).

When comparing with the representation for the fit for the original dataset in Equation (13), state 2 stands out, which has a very large rate compared to the other states in both Equation (12) and in Equation (13), meaning that the time spent in each visit is very small (the mean is \( \approx 0.2 \)). As state 2 is in \( E^+ \), visits to this state thus increment \( n \) without changing the size of \( y \) significantly, which allows us to model the negative independence. This becomes even clearer when we consider the mean time spent in each state:

\[
(7052.167 \quad 0.20 \quad 8268.24 \quad 8445.41),
\]

and the mean number of visits to each state:

\[
(0.96 \quad 1.00 \quad 0.29 \quad 0.31).
\]

These vectors reveal that the chain always visits state 2 once, which affects the value of \( N \), but \( Y \) remains relatively unchanged. In that way state 2 becomes a state that is only targeting the modelling of \( N \). This is also a reason as to why the log-likelihood gain is smaller in this case than with the original dataset: one phase is simply wasted on \( N \) and therefore there are only three phases left to correctly model \( Y \). In the representation found for the original dataset we also see that the mean time spent in state 2 is small (though not as small as above), but this is due to fewer visits and not the rate. In short, one can say that negative dependence calls for states that are only contributing to \( N \) and therefore more states are needed to get a high-performance fit.

4.2.2. Size of discrete observations. The EM algorithm for the joint model requires various matrix manipulations performed on \( \tilde{T} \) and therefore the time-consumption of the algorithm scales with the dimension of \( \tilde{T} \), which is \( p \cdot (\max(n) + 1) \). Thus the algorithm is be slower if the dataset which the EM algorithm is used on contains high values. For the swmotorcycle this is not problem as \( \max(n) = 2 \), but for other kinds of data this might be an issue. Figure 6 illustrates this with simulated data. We simulated 1000 observations from a gamma \( \left(4, \frac{1}{4}\right) \) distribution and set all observations of \( n = i \), \( i = \{1, \ldots, 5\} \). The figure shows the CPU-time of 1000 steps in the EM algorithm as a function of \( i \).

5. Conclusion

In this paper we propose a bivariate distribution on \( \mathbb{R}_+ \times \mathbb{N} \) with continuous and discrete phase-type distributed marginals. We proved that this class of distributions is dense in the class of distributions on \( \mathbb{R}_+ \times \mathbb{N} \). Hereafter we calculated the joint density and distribution function, conditional distributions, and the moment generating function. We also extended the EM algorithm for phase-type distributions such that it works in our bivariate setting. We applied our distribution to a dataset from the insurance industry, namely the average claim sizes and the number of claims of motorbike insurances. We compared our joint model to an independent model consisting of one continuous phase-type distribution and one discrete phase-type distribution and saw that for this particular dataset our joint model was substantially superior, shedding light on current actuarial practices. We used our framework to calculate the conditional distributions and saw how the model was able to correctly capture them, leading to a much improved estimate of the total loss. Finally, we investigated how the model fares if we consider a negatively correlated dataset. The
The CPU-time in seconds of the EM algorithm for fitting the joint model to simulated data. The simulated data was created by simulating 1000 observations from a gamma \( \left( \frac{4}{3}, \frac{1}{4} \right) \) distribution and using them as \( y \). All elements of \( n \) were set to \( i \), and the figure shows the CPU-time as a function of \( i \). Such an increase in computation burden is expected and in line with other phase-type EM algorithms, though still a possible practical drawback.

conclusion was that the model performed worse than for the positively correlated case, but still better than the independent model even without any hyperparameter tuning.

REFERENCES


Bayes and Price (1763). An essay towards solving a problem in the doctrine of chances. by the late rev. mr. bayes, f. r. s. communicated by mr. price, in a letter to john canton, a. m. f. r. s. *Philosophical Transactions (1683-1775)*, 53:370–418.


