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Abstract
The estimation of absorption time distributions of Markov jump processes is an important task in various branches of statistics and applied probability. While the time-homogeneous case is classic, the time-inhomogeneous case has recently received increased attention due to its added flexibility and advances in computational power. However, commuting sub-intensity matrices are assumed, which in various cases limits the parsimonious properties of the resulting representation. This paper develops the theory required to solve the general case through maximum likelihood estimation, and in particular, using the expectation-maximization algorithm. A reduction to a piecewise constant intensity matrix function is proposed in order to provide succinct representations, where a parametric linear model binds the intensities together. Practical aspects are discussed and illustrated through the estimation of notoriously demanding theoretical distributions and real data, from the perspective of matrix analytic methods.
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1 | INTRODUCTION

In this paper, we consider statistical estimation of distributions which are absorption times of general Markov jump processes, also known as inhomogeneous phase-type distributions (IPH). The data are the absorption times generated by independent samples of Markov jump processes until absorption, though the path is not observed. Thus, the incompleteness of the data is attended by an expectation-maximization (EM) algorithm, which allows for an effective maximum likelihood estimation. For practical purposes, we consider and implement the important special case where the underlying transition rates are piecewise constant.

Though time-inhomogeneous Markov jump processes have been classically used in many contexts, IPHs were only formally introduced in Albrecher and Bladt (2019) as the distribution of the absorption times in a time-inhomogeneous Markov jump process taking values on a finite state space where one state is absorbing and the remaining transient. They are a generalization of the classic phase-type distributions (PH), where the underlying Markov jump process is time-homogeneous (see e.g. Bladt & Nielsen, 2017 for an overview of the latter). These distributions may be used in situations where modeling tail behaviors different from the exponential, like, for example, heavy tails, is a concern, confer the examples in Albrecher and Bladt (2019), where a sub-class consisting of IPHs generated by intensity matrices which are given in terms of a single matrix scaled by some real nonnegative function is considered. Within this sub-class, the intensity matrices commute over time and thereby provide a link to the corresponding time-homogeneous PH distributions in terms of a parameter-dependent transformation. In this special case, the theory significantly simplifies and allows for more direct analysis. This is, for example, the case regarding statistical estimation, where Albrecher, Bladt, and Yslas (2022) develop an EM algorithm based on the parameter-dependent transformation so that the main engine basically uses the conventional EM algorithm known from PH fitting in Asmussen et al. (1996).

Since IPHs are absorption times of time-inhomogeneous Markov jump processes, they may naturally also be used for modeling processes that conceptually can be represented as evolving through states, for example, in multi-state Markovian life insurance models (see e.g. Hoem, 1969a; Norberg, 1991) where states (phases) relate to the different conditions of a policyholder in a time-dependent manner. This time-dependence would in general require non-commutative intensity matrices to provide meaningful models. Somewhat related, Albrecher, Bladt, et al. (2022) consider mortality modeling using IPHs, including age and time effects, though only the sub-class of commuting matrices is examined here.

A different, but related task, for time-inhomogeneous Markov jump processes, is the parametric modeling and maximum likelihood estimation of its transition rates based on the associated multivariate counting process, which is well-established in the literature; see for example Andersen et al. (1993) for an overview. By assuming piecewise constant transition rates on a time grid (as an approximation), these methods are known to reduce to Poisson regressions based on aggregated occurrences and exposures in the different time intervals, confer for example Aalen et al. (2008, Section 5). This connection is particularly important in situations with aggregated data pooled into periodic intervals, like yearly observations. For example Poisson regression based on yearly observations is used in the Danish FSA’s benchmark model for mortality risk, considered in Jarner and Møller (2015, Appendix 1), which is implemented in Danish life insurance and pension companies. Our setting here is of course different, since the transitions are not observed at all.

In this paper we extend the statistical fitting of IPHs from Albrecher, Bladt, and Yslas (2022) to the general class of IPHs, using these well-established techniques for parametric inference of
time-inhomogeneous Markov jump processes as starting point; they constitute our (unobserved) complete data framework that generates the observations of IPHs and for which an EM algorithm is developed. This is in contrast to the approach in Albrecher, Bladt, and Yslas (2022), where the underlying homogeneous PH observations are seen as the building blocks. The general setting is, consequently, not reducible to the homogeneous case, and a non-trivial extension of the algorithm is required. In particular, the E-step is abstractly stated in terms of solutions of some differential equations, referred to as product integrals (see Gill & Johansen, 1990; Johansen, 1986), and the M-step involves numerical optimization.

Similarly to the completely observed data case, we identify the simplifications that arise in our EM algorithm from assuming piecewise constant transition rates on a time grid, whereby the E-step can be stated in terms of products of matrix exponentials to calculate a set of expected occurrences and exposures, and the M-step can be stated as performing maximum likelihood estimation in Poisson regressions akin to those of Aalen et al. (2008, Section 5). This fully explicit algorithm allows for computational simplifications similar to those obtained in the complete data case and incurs increased computational performance while retaining flexibility. We also implement this algorithm and show some numerical examples of mortality modeling of Danish lifetimes as well as examples of fitting to theoretical distributions, confirming that the class of models does not suffer from some of the drawbacks that usual matrix analytic methods have. Another reason for allowing for different intensity matrices in different regions of the support is more pragmatic since it allows for fitting data that traditionally requires higher order IPHs. This could, for example, be multimodal data or skewed data. In such cases, we may obtain adequate fits in a discretized model of a much lower dimension.

One additional extension of our model appears during the M-step since the classic EM algorithm of Asmussen et al. (1996) has an explicit solution (number of jumps divided by total time spent in states; the so-called occurrence-exposure rates), while in our case we require parametrization of the transition rates to perform the required Poisson regressions. The canonical parametrization consisting of an intercept agrees with the simpler explicit solution. Fortunately, the added computational burden is low since standard software deals with generalized linear models in a stable and effective manner.

It is worth mentioning that our aim is to estimate the distribution of the absorption time of a Markov jump process, and many other methods could have been used for this task. For instance, nonparametric kernel density estimation or a simple parametric model would do a decent job. However, our goal is to show that using the EM algorithm we may retrieve the absorption time distribution by estimating the full distribution of a latent MJP from only the given absorption times data. This method is implementable in a straightforward and precise manner, and it has been a standard approach to these kinds of problems in the earlier literature (see, e.g., Albrecher, Bladt, & Yslas, 2022; Asmussen et al., 1996). From a purely data-driven perspective, the underlying matrix dimension and associated parameters play the role of the bandwidth parameter in kernel density estimation, though the story is slightly more complex than that.

The remainder of the paper is structured as follows. In Section 2, we recall the IPH. Then, in Section 3, we start out with an exposition of parametric inference of time-inhomogeneous Markov jump process, which will constitute the complete data case. Subsequently, we tackle the incomplete data problem and develop EM algorithms for general IPHs and those with piecewise constant transition rates. In Section 4, we consider an approach to a strong approximation of IPHs with piecewise constant transition using PH distributions, which may be useful when a homogeneous representation is required. Section 5 is then devoted to numerical examples of our results. Finally, in Section 6, we present some possible extensions of our model, including a case where a prespecified tail behavior is required.
2 INHOMOGENEOUS PHASE-TYPE DISTRIBUTIONS

Let \( X = \{X(t)\}_{t \geq 0} \) be a time-inhomogeneous Markov jump process taking values on the finite state space \( E = \{1, \ldots, p, p + 1\}, \) where the states \( \{1, \ldots, p\} \) are transient and state \( p + 1 \) is absorbing. Denote by \( \alpha = (\pi, 0) = (\pi_1, \ldots, \pi_p, 0) \) the initial distribution of \( X \), and \( \Lambda(t) = \{\mu_{ij}(t)\}_{i,j \in E} \) the intensity matrix of \( X \). The intensity matrix \( \Lambda(t) \) is then on the form

\[
\Lambda(t) = \begin{pmatrix}
T(t) & t(t) \\
0 & 0 \\
\end{pmatrix},
\]

where \( T(t) \) is the sub-intensity matrix function describing transitions between the transient states, and \( t(t) = -T(t)e \) consists of the transition rates to the absorbing state. Let \( \tau \) denote the time until absorption of \( X \), that is,\[ \tau = \inf\{t \geq 0 : X(t) = p + 1\}. \]

Following Albrecher and Bladt (2019), we then say that \( \tau \) is IPH with representation \((\pi, T(\cdot))\), and we write \( \tau \sim \text{IPH}(\pi, T(\cdot)) \).

The transition probability matrix \( P(s, t) = \{p_{ij}(s, t)\}_{i,j \in E} \) of \( X \), with elements

\[ p_{ij}(s, t) = P(X(t) = j | X(s) = i), \]

is given in terms of the product integral of the transition intensity matrix (see Gill & Johansen, 1990; Johansen, 1986):

\[
P(s, t) = \prod_{u=s}^{t} (I + \Lambda(u)du) = \begin{pmatrix}
P(s, t) & e - P(s, t)e \\
0 & 1 \\
\end{pmatrix},
\]

where \( P(s, t) = \{p_{ij}(s, t)\}_{i,j \in \{1, \ldots, p\}} \) is the transition (sub-)probability matrix between the transient states,

\[
P(s, t) = \prod_{u=s}^{t} (I + T(u)du),
\]

and \( e = (1, 1, \ldots, 1)' \).

Together with the initial distribution \( \pi \), this gives the density and survival function of \( \tau \) (see Albrecher & Bladt, 2019, Theorem 2.2) as

\[
f_\tau(x) = \pi P(0, x)t(x), \quad (2)
\]

\[
F_\tau(x) = \pi P(0, x)e. \quad (3)
\]

In this paper, we consider the statistical fitting of IPHs based on independent observations. Although in Albrecher, Bladt, and Yslas (2022) an expectation-maximization (EM) algorithm was devised for the case where \( T(t) = \lambda(t)T \) (for parametric \( \lambda(t) \) intensity functions), which implies that \( T(t) \) commute for different \( t \), no statistical model where \( T(\cdot) \) are non-commutative has been considered in the literature. This is a drawback of significant concern for certain applications,
which we seek to remedy in this paper as our main contribution; we provide a general EM algorithm and implement it in the case of a piecewise constant intensity matrix function.

## 2.1 IPHs with piecewise constant intensity matrices

We now consider a discretization of the time axis, where in each sub-interval, a different constant intensity matrix is defined. The purpose of this specification is two-fold. First, we seek to provide a statistical methodology for the non-commutative case, which will ease the fitting of heterogeneous data with lower matrix dimensions than previously considered. Second, and perhaps less obvious, is the generalization of discretized non-matrix versions of our model, which require a large number of intervals to provide a satisfactory approximation to the behavior of real data. In this context, the introduction of matrix parameters will allow for more flexible interpolation within sub-intervals, reducing the mesh size of the discretization.

Construct a grid \( s_0 = 0 < s_1 < \cdots < s_{K-1} < \infty = s_K \), so that \( \tau \sim \text{IPH}(\pi, T(\cdot)) \), where

\[
T(s) = T_k = \left\{ \mu_{ij}^k \right\} \quad i,j = 1, \ldots, p, \quad s \in (s_{k-1}, s_k], \quad k = 1, \ldots, K, \tag{4}
\]

and associated exit vectors \( t_k = -T_k \mathbf{e} \). Introducing \( k(x) \) as the unique \( k \in \{1, \ldots, K\} \) satisfying that \( x \in (s_{k-1}, s_k] \), the product integral formula (1) for the (sub-)probability matrix between the transient states reduces to a product of matrix exponentials:

\[
\overline{P}(s, t) = e^{T_{k_{(s)}}(s_{k_{(s)}} - s)} \left( \prod_{\ell = k(s)+1}^{k(t)-1} e^{T_{\ell_{(s)}}(s_{\ell_{(s)}} - s_{\ell-1})} \right) e^{T_{k_{(s)}}(t - s_{k_{(s)}} - 1)},
\]

with the convention that the empty product equals the identity matrix. The density (2) and survival function (3) then in particular reduces to:

\[
\overline{F}_\tau(x) = \pi \left( \prod_{\ell = 1}^{k(x)-1} e^{T_{\ell}(s_{\ell} - s_{\ell-1})} \right) e^{T_{k_{(s)}}(x - s_{k_{(s)}})} e, \\

f_\tau(x) = \pi \left( \prod_{\ell = 1}^{k(x)-1} e^{T_{\ell}(s_{\ell} - s_{\ell-1})} \right) e^{T_{k_{(s)}}(x - s_{k_{(s)}})} t_{k(x)}.
\]

These expressions may be regarded as discrete approximations to their corresponding product integral expressions of the general case but have the advantage of being computationally much lighter to evaluate. Indeed, algorithms for computing the exponential of a matrix are varied and efficient, while product integration must be computed by numerically solving differential equations of increased complexity.

The density of \( \tau \) may be discontinuous at the interval endpoints, which define the constant matrices. Indeed, consider for example, \( f_\tau(s_1-) \) and \( f_\tau(s_1+) \). Since the matrix exponential is continuous, we have that

\[
f_\tau(s_1-) = \lim_{\epsilon \downarrow 0} \pi e^{T_{\ell}(s_1-\epsilon)} t_0 = \pi e^{T_{s_1}t_0},
\]

while

\[
f_\tau(s_1+) = \lim_{\epsilon \downarrow 0} \pi e^{T_{s_1}t_0} e^{T_{s_1+}} t_1 = \pi e^{T_{s_1}t_1}.
\]
Hence $f_r(s_i-)$ and $f_r(s_i+)$ may differ if $t_0 \neq t_1$, and similarly for all the other grid points. On the other hand, if all $t_k = t$ then the density for $r$ is continuous. Similarly, a sufficient condition for differentiability at all points is that $-T_k^2 e$ does not depend on $k$.

3 | ESTIMATION

This section introduces the main contribution of the paper, namely the maximum-likelihood estimation of general IPHs through the expectation-maximization (EM) algorithm, with a special emphasis on the case of piecewise constant transition rates.

We proceed sequentially. First, the completely observed case is reviewed in detail, which although not directly applicable to the absorption time setting, provides the necessary ideas and notation to understand the incomplete data case. In the second step, which is the case of interest, the incomplete data setting is built using estimators from the previous case. The latter results theoretically solve the estimation problem for the absorption times of any Markov jump process. Finally, a simplified algorithm is provided where piecewise constant transition rates are assumed, which makes the procedure computationally feasible.

3.1 The complete data case

We now review some methods known from the inference of time-inhomogeneous Markov jump processes on finite state spaces based on complete observations of its trajectories. We refer to Andersen et al. (1993) for a detailed exposition on this.

Suppose that we observe $N \in \mathbb{N}$ i.i.d. realizations of the time-inhomogeneous Markov jump process $X$ on some time interval $[0, T]$, where $T > 0$ is a given and fixed time horizon; represent the data by $X = (X^{(1)}, \ldots, X^{(N)})$. Denote by $N = (N^{(1)}, \ldots, N^{(N)})$ the corresponding data of the multivariate counting process, where $N^{(n)}$, $n = 1, \ldots, N$, have components

$$N_{ij}^{(n)}(t) = \# \{ s \in (0, t] : X^{(n)}(s-) = i, X^{(n)}(s) = j \}.$$

Parametrizing the transition rates with a parameter vector $\theta \in \Theta$, where $\Theta$ is some finite-dimensional parameter space with non-empty interior, such that,

$$T(s) = T(s; \theta),$$

we have that the likelihood function for the joint parameter $(\pi, \theta)$ is given by

$$\mathcal{L}^X(\pi, \theta) = \mathcal{L}_0^X(\pi) \prod_{i,j \in E} \mathcal{L}_{ij}^X(\theta),$$

$$\mathcal{L}_0^X(\pi) = \prod_{i=1}^{P} \pi_i^B,$$

$$\mathcal{L}_{ij}^X(\theta) = \prod_{n=1}^{N} \exp \left( \int_{[0, T]} \log(\mu_{ij}(s; \theta)) dN_{ij}^{(n)}(s) - \int_{0}^{T} I_{ij}^{(n)}(s) d\mu_{ij}(s; \theta) ds \right),$$

where $I_{ij}^{(n)}(s)$ represents the integral of the intensity function of the event in state $i$ and transition to state $j$.
where, for $i \in E$ and $n \in \{1, \ldots, N\}$,

$$I_i^{(n)}(s) = \mathbb{I}(X^{(n)}(s) = i) \quad \text{and} \quad B_i = \sum_{n=1}^{N} I_i^{(n)}(0). \quad (6)$$

Here, $I_i^{(n)}(s)$ indicates if the $n$th observation has a sojourn in state $i$ at time $s$, and $B_i$ denotes the total number of observations with initial state $i$; only the latter can be aggregated over observations due to the initial distribution not having a time-dependency.

The corresponding log-likelihood $L^X(\pi, \theta) = \log \mathcal{L}^X(\pi, \theta)$ then takes form

$$L^X(\pi, \theta) = L_0^X(\pi) + \sum_{i,j \in E} L_{ij}^X(\theta),$$

$$L_0^X(\pi) = \log \mathcal{L}_0^X(\pi) = \sum_{i=1}^{p} B_i \log(\pi_i), \quad (7)$$

$$L_{ij}^X(\theta) = \log \mathcal{L}_{ij}^X(\theta) = \sum_{n=1}^{N} \left( \int_{(0,T]} \log \left( \mu_{ij}(s; \theta) \right) dN_{ij}^{(n)}(s) - \int_{0}^{T} I_i^{(n)}(s) \mu_{ij}(s; \theta) ds \right).$$

from which we obtain the MLE of $(\pi, \theta)$:

$$(\hat{\pi}, \hat{\theta}) = \arg \max_{(\pi, \theta)} L^X(\pi, \theta).$$

The product structure of the likelihood (5) (equivalently the additive structure of the log-likelihood) in $\pi$ and $\theta$ via $\mathcal{L}_0^X$ respectively $\mathcal{L}_{ij}^X$, $i, j \in E, j \neq i$, enables us to estimate these separately. Regarding $\pi$, we may note (or confirm by direct calculation) that the likelihood $\mathcal{L}_0^X$ is proportional to the likelihood obtained from viewing $(B_1, \ldots, B_p)$ as an observation from the Multinomial$(N, \pi)$-distribution, where $N$ is considered fixed. This gives a closed-form expression for the MLE:

$$\hat{\pi}_i = \frac{B_i}{N}.$$ 

For $\theta$, a closed form expression for the MLE is not available in general, and numerical methods for the optimization

$$\hat{\theta} = \arg \max_{\theta} \sum_{i,j \in E} L_{ij}^X(\theta),$$

are required.

3.2 The complete data case with piecewise constant transition rates

We now assume that the transition rates $\mu_{ij}(\cdot; \theta)$ are piecewise constant on the form (4). The likelihood (5) then simplifies to

$$\mathcal{L}^X(\pi, \theta) = \prod_{i=1}^{p} \pi_i^{B_i} \prod_{k=1}^{K} \prod_{i,j \in E} \mu_{ij}^k(\theta)^{O_{ij}(k)} \exp \left( -E_{ij}(k) \mu_{ij}^k(\theta) \right). \quad (8)$$
where \( O_{ij}(k) \) is the total number of occurrences of transitions from state \( i \) to \( j \) in the time interval \((s_{k-1}, s_k]\), and \( E_i(k) \) is the total time spent in state \( i \) in the time interval \([s_{k-1}, s_k] \), the so-called local exposure:

\[
O_{ij}(k) = \sum_{n=1}^{N} \int_{(s_{k-1}, s_k]} dN_{ij}^{(n)}(t),
\]

\[
E_i(k) = \sum_{n=1}^{N} \int_{s_{k-1}}^{s_k} I_i^{(n)}(t) dt.
\]

(9)

Remark 1. The likelihood (8) can be seen to reduce to the likelihood considered in Asmussen et al. (1996) by having \( K = 1 \) (corresponding to homogeneity) and no parametrization of the transition rates.

Thus, in the case of piecewise constant transition rates, the occurrences and exposures in the different time intervals, along with the number of initiations in the different states,

\[
\{ (B_i, O_{ij}(k), E_i(k)), \ k = 1, \ldots, K, \ i,j \in E, \ j \neq i \},
\]

are sufficient statistics. In fact, the resulting likelihood (8) is proportional to the likelihood obtained from independent observations

\[
( B_1, \ldots, B_p ),
\]

\[
( O_{ij}(k), \ k = 1, \ldots, K, \ i,j \in E, \ j \neq i ),
\]

(10)

where

\[
( B_1, \ldots, B_p ) \text{ is Multinomial}(N, \pi) \text{ – distributed},
\]

\[
O_{ij}(k) \text{ is Poisson}(E_i(k)\mu_{ij}^k(\theta)) \text{ – distributed},
\]

(11)

with \( N \) and \( E_i(k) \) considered fixed. Consequently, the MLE of \( \pi \) is (still) given by

\[
\hat{\pi}_i = \frac{B_i}{N},
\]

while the MLE of \( \theta \) is obtained from Poisson regressions of the occurrences against the different times on the grid, which can be carried out using standard software packages. For example, if \( \mu_{ij}^k(\theta) \) is an exponential function in \( \theta \), a Poisson regression with log-link function and log-exposure as offsets can be carried out, corresponding to the fitting of the models:

\[
\log(\mu_{ij}(s; \theta)) = \log(E_i) + \theta_{ij}^{(1)} + \theta_{ij}^{(2)} \cdot f^{(2)}(s),
\]

(12)

for some suitable known function \( f^{(2)} \), with a common choice being the identity. The predictions at \( s_k \) and at unit exposure are then the estimates of the transition rates, \( \mu_{ij}^k(\hat{\theta}) \).

In the case where the parameters in \( \theta \) act as the (unknown) piecewise constant transition rates themselves, that is, \( \theta = (\theta_{ij}^k)_{k=1,\ldots,K,i,j\in E,j\neq i} \) so that

\[
\mu_{ij}^k(\theta) = \theta_{ij}^k,
\]
the MLE of $\theta$ simplifies to so-called occurrence–exposure rates:

$$\hat{\theta}_{ij}^k = \frac{O_{ij}(k)}{E_i(k)}.$$ 

This is a special case where transition rates are estimated directly in a ‘non-parametric’ way and can be retrieved by considering the $s_k$ as a categorical (instead of numeric) variable in (12). The assumption of piecewise constant transition rates is often seen as an approximation to the general continuous versions obtained when the number of grid points tends to infinity. However, the resulting estimated models may be favorable even for coarser grid mesh sizes.

### 3.3 EM algorithm for IPHs

Suppose that we observe $N$ i.i.d. realizations of IPHs with representation $(\pi, T(\cdot; \theta))$ and represent the data by the vector $\tau = (\tau^{(1)}, \ldots, \tau^{(N)})$. The data $\tau$ is then considered as incomplete data of the whole Markov jump process $X$ on $[0, T]$, where $T = \max_{n=1, \ldots, N} \tau^{(n)}$, and we employ an EM algorithm to estimate the parameter $(\pi, \theta)$ based on the complete data likelihood considered in the previous subsections.

Let $E_{(\pi, \theta)}$ denote the expectation under which the Markov jump process $X$ has sub-intensity matrices $T(\cdot; \theta)$ and initial distribution $\pi$. The EM algorithm for estimation of $(\pi, \theta)$ then consists of initializing with some value $(\pi^{(0)}, \theta^{(0)}) \in [0, 1]^{p+1} \times \Theta$, and then iteratively compute the conditional expected log-likelihood given the incomplete data $\tau$ under the current parameter values $(\pi^{(m)}, \theta^{(m)})$, known as the E-step,

$$(\pi, \theta) \mapsto \mathcal{L}^{(m)}(\pi, \theta) = E_{(\pi^{(m)}, \theta^{(m)})}[L^X(\pi, \theta) | \tau], \quad m \in \mathbb{N}_0,$$  

(13)

($\mathbb{N}_0$ denoting the set of non-negative integers) and then update the parameters to $(\pi^{(m+1)}, \theta^{(m+1)})$ by maximizing $\mathcal{L}^{(m)}$, known as the M-step. For notational convenience, we write, under some parameter $(\pi, \theta)$,

$$P(s, t; \theta) = \int_s^t (I + T(u; \theta)) \, du,$$  

(14)

for the transition (sub-)probability matrix in the transient states, and

$$f(x; \pi, \theta) = \pi P(0, x; \theta) t(x; \theta),$$  

$$t(x; \theta) = -T(x; \theta) e,$$  

(15)

for the corresponding density. To derive the conditional expected log-likelihood (13), we essentially need the distribution of the Markov jump process conditional on its absorption time. This is obtained in the following lemma.

**Lemma 1.** Let $X = \{X(s)\}_{s \geq 0}$ be a time-inhomogeneous Markov jump process taking values on $E$ with sub-intensity matrix function $T(\cdot; \theta)$ and initial distribution $\pi$. Let $\tau \sim$ IPH$(\pi, T(\cdot; \theta))$ be its corresponding absorption time. The conditional process

$$Y(s) \overset{d}{=} X(s) | \tau, \quad s \in [0, \tau),$$  

is independent of $\tau$.
is then a time-inhomogeneous Markov jump process taking values on \( \{1, \ldots, p\} \) with initial distribution

\[
\tilde{\pi}_k(t; \pi, \theta) = \frac{\pi_k e^t \tilde{P}(0, t; \theta) t(t; \theta)}{\pi \tilde{P}(0, t; \theta) t(t; \theta)},
\]

transition probabilities

\[
\tilde{p}_{ij}(t, s| t; \theta) = \frac{e^t \tilde{P}(t, s; \theta) e_j^t \tilde{P}(s, t; \theta) t(t; \theta)}{e^t \tilde{P}(t, t; \theta) t(t; \theta)},
\]

and transition intensities

\[
\tilde{\mu}_{ij}(t; \theta) = \frac{e^t \tilde{P}(t, t; \theta) t(t; \theta)}{e^t \tilde{P}(t, t; \theta) t(t; \theta)}.
\]

**Proof.** Let \( j \in \{1, \ldots, p\} \) and \( t, s \geq 0 \) such that \( 0 \leq t \leq s < \tau \) be given. Then it follows from the law of iterated expectations and the Markov property of \( X \) that, for \( y > s \), we get the conditional survival probability

\[
E_{(x, \theta)}[1_{(X(s)=j)} 1_{(t \geq y)} P^X(t)] = E_{(x, \theta)}[1_{(X(s)=j)} E_{(x, \theta)}[P^X(s) \mid P^X(t)]]
\]

\[
= E_{(x, \theta)}[1_{(X(s)=j)} e^t \tilde{P}(s, y; \theta) e^t \tilde{P}(s, t; \theta) t(t; \theta)]
\]

from which obtain the transition probabilities for \( Y \):

\[
E_{(x, \theta)}[1_{(Y(s)=j)} P^Y(t)] = E_{(x, \theta)}[1_{(X(s)=j)} P^X(t) \vee \sigma(t)]
\]

\[
= \frac{\partial}{\partial y} \left( e^t \tilde{P}(t, s; \theta) e_j^t \tilde{P}(s, y; \theta) e \right)_{y=t}
\]

\[
= e^t \tilde{P}(t, s; \theta) e_j^t \tilde{P}(s, t; \theta) t(t; \theta)
\]

\[
= \tilde{p}_{X|Y}(t, s| t; \theta),
\]

which by conditioning on \( Y(t) = i \), \( i \in \{1, \ldots, p\} \), (which implies \( X(t) = i \)) yields the desired result. For the corresponding transition intensities, we get by definition of these,

\[
\tilde{\mu}_{ij}(t; \theta) = \lim_{h \uparrow 0} \frac{\tilde{p}_{ij}(t, t + h| t; \theta)}{h}
\]

\[
= \frac{1}{e^t \tilde{P}(t, t; \theta) t(t; \theta)} \lim_{h \uparrow 0} \frac{e^t \tilde{P}(t, t + h; \theta) e_j^t \tilde{P}(t + h, t; \theta) t(t; \theta)}{h}
\]

\[
= \frac{1}{e^t \tilde{P}(t, t; \theta) t(t; \theta)} \mu_{ij}(t; \theta) e_j^t \tilde{P}(t, t; \theta) t(t; \theta),
\]
where we use the continuity of the transition (sub-)probability matrix (that is, continuity of product integrals) in the last equality. Finally, the initial distribution follows from similar techniques on

\[
\mathbb{E}_{(\pi, \theta)} \left[ \mathbb{I}(X(0) = i) \mathbb{I}(r > y) \right] = \mathbb{E}_{(\pi, \theta)} \left[ \mathbb{I}(X(0) = i) e_t^\prime P(0, y)e \right] = \pi_i e_t^\prime \tilde{P}(0, y)e,
\]

which gives

\[
\tilde{p}_i(\tau; \pi, \theta) = \mathbb{E} \left[ \mathbb{I}(X(0) = i) | \sigma(\tau) \right] = \frac{-\frac{\partial}{\partial y} \left( \pi_i e_t^\prime \tilde{P}(0, y)e \right) \bigg|_{y=\tau}}{f(\tau; \pi, \theta)} = \frac{\pi_i e_t^\prime \tilde{P}(0, \tau; \theta) t(\tau; \theta)}{\pi \tilde{P}(0, \tau; \theta) t(\tau; \theta)},
\]

the desired initial distribution.

\textbf{Remark 2.} In Hoem (1969b) and Norberg (1991), similar conditional distributions as those of Lemma 1 are derived. While they consider conditional distributions given future states, we consider conditional distributions given the time of absorption, which is a slight extension in which we include (particularly simple) future jump times in the conditioning.

For \( n \in \{1, \ldots, N\} \), \( s \in (0, \tau^{(n)}) \), and \( i,j \in E \), \( j \neq i \), define the conditional expected statistics under the parameters \((\pi^{(m)}, \theta^{(m)})\), \( m \in \mathbb{N}_0 \),

\[
\begin{align*}
\tilde{B}_i^{(m)} &= \mathbb{E}_{(\pi^{(m)}, \theta^{(m)})} [B_i | \tau], \\
\tilde{I}_i^{(n,m)}(s) &= \mathbb{E}_{(\pi^{(m)}, \theta^{(m)})} \left[ I_i^{(n)}(s) \bigg| \tau \right], \\
\tilde{N}_{ij}^{(n,m)}(s) &= \mathbb{E}_{(\pi^{(m)}, \theta^{(m)})} \left[ N_{ij}^{(n,m)}(s) \bigg| \tau \right].
\end{align*}
\]

(16)

We then obtain the conditional expected log-likelihood in the following result.

\textbf{Theorem 1.} The conditional expected log-likelihood given the data \( \tau \) under the parameters \((\pi^{(m)}, \theta^{(m)})\), \( m \in \mathbb{N}_0 \), is given by

\[
\begin{align*}
\tilde{L}^{(m)}(\pi, \theta) &= \tilde{L}_0^{(m)}(\pi) + \sum_{i, n, j} \tilde{L}_{ij}^{(m)}(\theta), \\
\tilde{L}_0^{(m)}(\pi) &= \sum_{i=1}^p \tilde{B}_i^{(m)} \log(\pi_i), \\
\tilde{L}_{ij}^{(m)}(\theta) &= \sum_{n=1}^N \left( \int_0^{\tau^{(n)}} \log(\mu_{ij}(s; \theta)) \, d\tilde{N}_{ij}^{(n,m)}(s) - \int_0^{\tau^{(n)}} \tilde{I}_i^{(n,m)}(s) \mu_{ij}(s; \theta) \, ds \right),
\end{align*}
\]

with all the nonzero conditional expected statistics given by, for \( i,j \in \{1, \ldots, p\} \), \( j \neq i \), and \( s \in (0, \tau^{(n)}) \), \( n \in \{1, \ldots, N\} \),

\[
\begin{align*}
\tilde{B}_i^{(m)} &= \sum_{n=1}^N \frac{\pi_i^{(m)} e_t^\prime \tilde{P}(0, \tau^{(n)}; \theta^{(m)}) t(\tau^{(n)}; \theta^{(m)})}{f(\tau^{(n)}; \pi^{(m)}, \theta^{(m)})},
\end{align*}
\]
where \( i \) and \( j \) are indices ranging from 1 to \( p \), and \( s \) is the number of states. We have used the Dirac measure in the last equality to denote the conditional expectation.

**Proof.** It follows from the complete data log-likelihood (7), that the conditional expected log-likelihood (13) is given by

\[
\overline{L}^{(m)}(\pi, \theta) = \overline{L}_0^{(m)}(\pi) + \sum_{i \in E, j \neq i} \overline{B}_i^{(m)}(\theta),
\]

where, for \( i, j \in E, j \neq i \),

\[
\overline{L}_0^{(m)}(\pi) = \mathbb{E}_{(\pi^{(m)}, \theta^{(m)})}[L_0(\pi)|\tau] = \sum_{i=1}^{p} \overline{B}_i^{(m)} \log(\pi_i),
\]

\[
\overline{L}_{ij}^{(m)}(\theta) = \mathbb{E}_{(\pi^{(m)}, \theta^{(m)})}[L_{ij}(\theta)|\tau]
\]

\[
= \sum_{n=1}^{N} \left( \int_{(0,\tau^{(n)})} \log(\mu_{ij}(s; \theta)) d\overline{N}_{ij}^{(n,m)}(s) - \int_{0}^{\tau^{(n)}} \overline{I}_{i}^{(n,m)}(s)\mu_{ij}(s; \theta) ds \right),
\]

where we have used Fubini's theorem in the last equality. To compute the conditional expectations appearing in (17), we get, by independence of the elements in \( \tau \) and Lemma 1, that for \( i \in \{1, \ldots, p\} \),

\[
\overline{B}_i^{(m)} = \sum_{n=1}^{N} \mathbb{E}_{(\pi^{(m)}, \theta^{(m)})}\left[ \mathbb{I}(X^{(n)}(0)=i) | \tau^{(n)} \right] = \sum_{n=1}^{N} \overline{\pi}_i(\tau^{(n)}; \pi^{(m)}, \theta^{(m)}),
\]

which by insertion provides the desired expression. For \( \overline{I}_i^{(n,m)} \), we get

\[
\overline{I}_i^{(n,m)}(s) = \mathbb{E}_{(\pi^{(m)}, \theta^{(m)})}\left[ \mathbb{I}(X^{(n)}(s)=i) | \tau^{(n)} \right]
\]

\[
= \sum_{\ell=1}^{p} \pi_{\ell}(\tau^{(n)}; \pi^{(m)}, \theta^{(m)}) \overline{P}_{\ell}(0, s; \tau^{(n)}; \theta^{(m)})
\]

\[
= \sum_{\ell=1}^{p} \pi_{\ell}(\tau^{(n)}; \pi^{(m)}, \theta^{(m)}) \overline{P}_{\ell}(0, s; \tau^{(n)}; \theta^{(m)})
\]

\[
= \frac{\sum_{\ell=1}^{p} \pi_{\ell}(\tau^{(n)}; \pi^{(m)}, \theta^{(m)}) \overline{P}_{\ell}(0, s; \tau^{(n)}; \theta^{(m)})}{\pi^{(m)}(0, \tau^{(n)}; \theta^{(m)}) t(\tau^{(n)}; \theta^{(m)})}.
\]
For $\overline{N}_{ij}^{(n,m)}$, $j \in \{1,\ldots,p\}$, we proceed similarly, using the intensity process of 
\{\{X^{(n)}(s)\}_{s \leq \tau^{(n)}}\} from Lemma 1, to get

$$\overline{N}_{ij}^{(n,m)}(s) = \mathbb{E}_{(\epsilon^{(m)}, \theta^{(m)})} \left[ \int_{(0,s]} dN_{ij}^{(n)}(u) \bigg | \tau^{(n)} \right]$$

$$= \mathbb{E}_{(\epsilon^{(m)}, \theta^{(m)})} \left[ \int_{0}^{s} 1_{\{X^{(n)}(u) = j\}} \tilde{\mu}_{ij}(u | \tau^{(n)}; \theta^{(m)}) du \bigg | \tau^{(n)} \right]$$

$$= \int_{0}^{s} \sum_{\ell=1}^{p} \tilde{\pi}_{\ell}(\tau^{(n)}; \pi^{(m)}, \theta^{(m)}) \tilde{\pi}_{\ell}(0, u | \tau^{(n)}; \theta^{(m)}) \tilde{\mu}_{ij}(u | \tau^{(n)}; \theta^{(m)}) du$$

$$= \int_{0}^{s} \pi^{(m)} \tilde{P}(0, u; \theta^{(m)}) \epsilon_{i} \mu_{ij}(u; \theta^{(m)}) e_{j} \tilde{P}(u, \tau^{(n)}; \theta^{(m)}) t(\tau^{(n)}; \theta^{(m)})$$

$$= \int_{0}^{s} \pi^{(m)} \tilde{P}(0, \tau^{(n)}; \theta^{(m)}) e_{i} \mu_{ij}(\tau^{(n)}; \theta^{(m)}) e_{j} \tilde{P}(\tau^{(n)}; \theta^{(m)}) t(\tau^{(n)}; \theta^{(m)})$$

for which we take the dynamics in $s$ to arrive at the desired result. Finally, for $j = p + 1$, we may note that $N_{lp+1}^{(n)}$ can be written as

$$N_{lp+1}^{(n)}(s) = I_{\{s \geq \tau^{(n)}\}} I_{\{X^{(n)}(\tau^{(n)}-) = j\}}$$

and so, using the same techniques as for the above quantities,

$$\overline{N}_{lp+1}^{(n,m)}(s) = \mathbb{E}_{(\epsilon^{(m)}, \theta^{(m)})} \left[ I_{\{s \geq \tau^{(n)}\}} I_{\{X^{(n)}(\tau^{(n)}-) = j\}} \bigg | \tau^{(n)} \right]$$

$$= I_{\{s \geq \tau^{(n)}\}} \sum_{\ell=1}^{p} \tilde{\pi}_{\ell}(\tau^{(n)}; \pi^{(m)}, \theta^{(m)}) \tilde{\pi}_{\ell}(0, \tau^{(n)}; \theta^{(m)})$$

$$= I_{\{s \geq \tau^{(n)}\}} \sum_{\ell=1}^{p} \pi^{(m)} \tilde{P}(0, \tau^{(n)}; \theta^{(m)}) e_{i} \mu_{ij}(\tau^{(n)}; \theta^{(m)}) e_{j} \tilde{P}(\tau^{(n)}; \theta^{(m)}) t(\tau^{(n)}; \theta^{(m)})$$

where we use the continuity of product integrals in the second equality. Taking the dynamics in $s$ now yields the desired result.

The result shows that developing an EM algorithm for general IPH distributions significantly increases the computational complexity compared with the homogeneous case (Asmussen et al., 1996) as well as the commuting inhomogeneous case (Albrecher, Bladt, & Yslas, 2022). Indeed, since we no longer have a set of sufficient statistics for the different states and transitions, we must in the E-step compute the conditional expected log-likelihood $\overline{L}_{ij}^{(m)}$ directly. Evaluating this in a parameter $\theta \in \Theta$ involves a collection of product integral calculations, as opposed to matrix exponential calculations known from the two existing algorithms. Also, the subsequent M-step is no longer explicit with simple expressions, which is inherited from the fact that the complete data MLE is not explicit in general, and numerical optimization methods are therefore required to carry out the M-step.

As one may note from Sections 2.1 and 3.2, the above-mentioned computational complexities can be remedied by assuming piecewise constant transition rates on the form (4). We shall
therefore assume this in the following to obtain our main algorithm and corresponding numerical examples; for completeness, we still provide the general EM algorithm in the Appendix, since different simplifications may be drawn from the general case in the future.

Consider the complete data likelihood (8) in the case of piecewise constant transition rates, and recall the sufficient statistics (9) for the different states and transitions. Since the corresponding log-likelihood is linear in these sufficient statistics,

$$
\log L_i^{(s)}(\pi, \theta) = \sum_{i=1}^{p} B_i \log(\pi_i) + \sum_{k=1}^{K} \sum_{j \in E} \left( O_{ij}(k) \log(\mu_{ij}^{k}(\theta)) - E_i(k) \mu_{ij}^{k}(\theta) \right),
$$

the E-step for the transitions simplifies so that it now suffices to compute the following conditional expected sufficient statistics, for $k = 1, \ldots, K$,

$$
\bar{B}_i^{(m)} = \mathbb{E}_{(\pi^{m}, \theta^{m})} [ B_i | \tau],
\bar{E}_i^{(m)}(k) = \mathbb{E}_{(\pi^{m}, \theta^{m})} [ E_i(k) | \tau],
\bar{O}_{ij}^{(m)}(k) = \mathbb{E}_{(\pi^{m}, \theta^{m})} [ O_{ij}(k) | \tau],
$$

and then the M-step for updating $\theta$ simplifies to the Poisson regression mentioned in Section 3.2, but where the occurrences and exposures are replaced by their conditional expectations computed in the E-step.

Based on Theorem 1 for the general case, we immediately obtain these conditional expectations in Corollary 1 below. For notational convenience, we let $k^{(n)} = k(\tau^{(n)})$ denote the place on the grid that the $n$th observation lies in, and, for $k_1, k_2 \in \{1, \ldots, K\}, k_2 \geq k_1$, we define

$$
A(k_1, k_2; \theta) = \prod_{t=k_1}^{k_2} e^{T_t(\theta)(s_{t-1} - s_t)}.
$$

Then the (sub-)probability matrix in the transient states (14) under some parameter $(\pi, \theta)$ as well as the corresponding density (15) can be written as

$$
\bar{P}(s, t; \theta) = e^{T_{s(t)}(\theta)(s_{t-1} - s_t)} A(k(s) + 1, k(t) - 1; \theta) e^{T_{s(t)}(\theta)(t - s_{t-1})},
$$

$$
f(x; \pi, \theta) = \pi A(1, k(x) - 1; \theta) t_{k(x)}(\theta).
$$

**Corollary 1.** Suppose that the sub-intensity matrix function $T$ is piecewise constant on the form (4). Then the conditional expected sufficient statistics (18) are given by, for $i, j \in \{1, \ldots, p\}, i \neq j$,

$$
\bar{B}_i^{(m)} = \sum_{n=1}^{N} \pi_i^{(m)} e^{\bar{P}(0, \tau^{(n)}; \theta^{(m)}) t_{k^{(n)}}(\theta^{(m)})} \frac{f(\tau^{(n)}; \pi^{(m)}, \theta^{(m)})}{\int f(\tau^{(n)}; \pi^{(m)}, \theta^{(m)}) \, du},
$$

$$
\bar{E}_i^{(m)}(k) = \sum_{n=1}^{N} \pi_i^{(m)} e^{\bar{P}(0, \tau^{(n)}; \theta^{(m)}) t_{k^{(n)}}(\theta^{(m)})} \frac{f(\tau^{(n)}; \pi^{(m)}, \theta^{(m)})}{\int f(\tau^{(n)}; \pi^{(m)}, \theta^{(m)}) \, du}.
$$
\[
\bar{O}^{(m)}_{ij}(k) = \sum_{n=1}^{N} \int_{\gamma_{n+1}}^{\gamma_{n}} \bar{P}(0, u; \theta^{(m)}) e^{\mu^{(m)}_{ij}(\theta^{(m)})} e^{\bar{P}(u, \tau^{(n)}; \theta^{(m)})} f(\tau^{(n)}; \pi^{(m)}, \theta^{(m)}) \, du 
\]

\[
\bar{O}^{(m)}_{i,p+1} = \sum_{n=1}^{N} \mathbb{I}(\tau^{(n)} \in (\gamma_{n-1}, \gamma_{n})) \bar{P}(0, \tau^{(n)}; \theta^{(m)}) e^{\pi^{(m)}_{ij}(\theta^{(m)})} e^{\bar{t}^{(m)}(\theta^{(m)})} f(\tau^{(n)}; \pi^{(m)}, \theta^{(m)}) 
\]

with \(\bar{P}\) and \(f\) given as in (20).

**Proof.** By inserting the expressions for \(O_{ij}(k)\) and \(E_{i}(k)\) from (9) into (18) and using Theorem 1, we obtain the results for \(\bar{O}^{(m)}_{ij}(k)\) and \(\bar{E}^{(m)}_{i}(k)\). For \(\bar{B}^{(m)}_{i}\), it follows from a direct application of Theorem 1.

By writing out the exact expressions for \(\bar{P}\) and \(f\) given as in (20), we end up with Algorithm 1, which by Corollary 1 produces the required MLE estimation for IPHs with piecewise constant transition rates.

To compute the matrix \(C^{(n,m)}_{k}\), for fixed \(n \in \{1, \ldots, N\}\), \(k \in \{1, \ldots, K\}\), and \(m \in \mathbb{N}_0\), this involves integrals of matrix exponentials, which may be computationally heavy. However, we can observe that by defining the block matrix

\[
C^{(n,m)}_{k} := \begin{pmatrix} T_{k}(\theta^{(m)}) & b^{(n,m)}(k^{(n)} \land k + 1) & \alpha^{(n,m)}_{s}(k^{(n)} \land k - 1) \\ 0 & T_{k}(\theta^{(m)}) \end{pmatrix},
\]

(where we have used \(\land\) as the minimum operator) we obtain from Van Loan (1978) that

\[
e^{C^{(n,m)}_{k}(\tau^{(n)}_{k} - \tau^{(n)}_{k-1})} = \begin{pmatrix} e^{T_{k}(\theta^{(m)})}(\tau^{(n)}_{k} - \tau^{(n)}_{k-1}) & C^{(n,m)}_{k} \\ 0 & e^{T_{k}(\theta^{(m)})}(\tau^{(n)}_{k} - \tau^{(n)}_{k-1}) \end{pmatrix},
\]

which reduces to a single matrix exponential calculation. Similar type of simplifications were noted in Albrecher, Bladt, and Yslas (2022, Remark 2).

**Remark 3** (On the choice of time grid). The choice of times \(s_1, \ldots, s_K\), as well as \(K\) depends on the distribution of the absorption time data. Through empirical experiments, some of which are shown in Section 5, we have found that a uniform grid always works satisfactorily, with a high \(K\) necessary for “difficult” distributions (multimodal, sharp curvatures) and low \(K\) for “easy” distributions (exponential-looking).

However, in the case where a high \(K\) is needed, it can happen that the distribution is not difficult to estimate in most regions, and only some regions have very sharp curvature changes. In that case, a non-uniform time grid may be more parsimonious (and thus, faster to fit), where the grid is constructed having many points in complex regions and few points in unproblematic regions. It is also worth noting that piecewise IPHs always have exponentially decaying tails, so if the data has a non-exponentially behaving tail, this is also deemed as a complex region, even if the curvature is not changing sharply.

A fully automatic and data-driven approach for grid selection is challenging, mainly because of the computational complexity involved in sequential fitting. The theoretical properties are interesting and left as a line for future research.
Algorithm 1. EM algorithm for IPHIs with piecewise constant transition rates

**Input:** Data points \( \tau = (\tau^{(1)}, \ldots, \tau^{(N)}) \) and initial parameters \((\pi^{(0)}, \theta^{(0)})\).

0) Set \( m := 0 \).

1) **E-step:** Compute statistics for states \( i, j \in \{1, \ldots, p\}, j \neq i \), and grid points \( s_k, k = 1, \ldots, K \),

\[
\tilde{B}^{(m)}_i = \frac{N}{\pi^{(m)} b^{(n,m)}_i(1)},
\]

\[
\tilde{E}^{(m)}_i(k) = \frac{N}{\pi^{(m)} b^{(n,m)}_i(1)},
\]

\[
\tilde{O}^{(m)}_j(k) = \mu_i^e(\theta^{(m)}) \frac{e^j c^{(n,m)}_k e_i}{\pi^{(m)} b^{(n,m)}_i(1)},
\]

\[
\tilde{O}^{(m)}_{i,p+1}(k) = \sum_{i=1}^{N} \frac{a^{(m)}_i e^j t_k(\theta^{(m)})}{\pi^{(m)} b^{(n,m)}_i(1)},
\]

where

\[
a^{(n,m)} = a^{(m)}(k^{(n)} - 1)e^{T_i(\theta^{(m)}) (k^{(n)} - s_{k^{(n)}-1})},
\]

\[
a^{(m)}(\ell) = \pi^{(m)} A(1, \ell; \theta^{(m)}),
\]

\[
b^{(n,m)}(\ell) = \begin{cases} A(\ell, k^{(n)} - 1; \theta^{(m)})e^{T_i(\theta^{(m)}) (k^{(n)} - s_{k^{(n)}-1})} t_{k^{(n)}}(\theta^{(m)}) & \ell \leq k^{(n)} \\ t_{k^{(n)}}(\theta^{(m)}) & \ell > k^{(n)} \end{cases},
\]

\[
c^{(n,m)}_k = \int_{r^{(n)}_{k-1}}^{r^{(n)}_k} c^{(n,m)}_k(u) du,
\]

\[
c^{(n,m)}_k(u) = e^{T_i(\theta^{(m)}) (r^{(n)}_{k-1} - u)} b^{(n,m)}(k^{(n)} \land k + 1) a^{(m)}_s(k^{(n)} \land k - 1) e^{T_i(\theta^{(m)}) (u - r^{(n)}_{k-1})},
\]

\[
r^{(n)}_{k} = s_k \land \tau^{(n)}.
\]

2) **M-step:** Update the parameters:

\[
\hat{\pi}^{(m+1)}_i = B^{(m)}_i / N,
\]

\[
\hat{\theta}^{(m+1)}: 	ext{MLE of the regression } \tilde{O}^{(m)}_j(k) \sim \text{Pois}(\mu_i^k(\theta)\tilde{E}^{(m)}_i(k)), k = 1, \ldots, K.
\]

3) Set \( m := m + 1 \) and GOTO 1), until a stopping rule is satisfied.

**Output:** Fitted parameters \((\hat{\pi}, \hat{\theta})\).
Remark 4 (Caveats of the EM algorithm for IPHs). Since the log-likelihood increases in each EM iteration and the model has bounded likelihood for fixed $p$, convergence is guaranteed, but the maximum might not be global. Practically speaking, the only thing we can suggest is to try various fits with different random initial parameters.

A model is identifiable if the different sets of parameters lead to two different distributions. For absorption time distributions, even the homogeneous case ($K = 1$) has an unidentifiability issue. In that case, if the row sums of the sub-intensity matrix are all equal, the distribution is exponential, no matter what $p$ is. More trivially, states may be relabeled, producing an alternative parametrization. Thus, identifiability can only be guaranteed in specific sub-cases. The asymptotic theory for MLE estimators is only valid if the model is identifiable, such that the model parameters in the general case should be thought of as weak learners (in machine-learning terminology), rather than true parameters in the strict statistical sense.

4 | AN APPROXIMATE HOMOGENEOUS REPRESENTATION

In full generality, a phase-type approximation for any distribution is possible through the construction of Johnson and Taaffe (1988), where Erlang weights are constructed according to the increments of the target cumulative distribution function. However, when the target distribution arises as an absorption time of an inhomogeneous Markov jump process, recent developments in Bladt and Peralta (2022) provide an alternative pathwise approximation yielding strong approximants which are directly parametrized by the intensity matrix $\Lambda$. Since phase-type distributions enjoy explicit formulas which their inhomogeneous counterparts may lack, such an approximation is practically relevant, and thus we outline it below. Section 5 presents some numerical examples of such an approximation.

Using the absorption time convergence results in Bladt and Peralta (2022) yields, after some calculations, the following result.

**Theorem 2** (Phase-type approximation). Let $\tau \sim \text{IPH}(\alpha, T(s))$ where $T(s)$ is given as in (4). Define for a truncation level $r$, $\alpha^{(r)} = (\alpha, 0, \ldots, 0)$, and the $rp \times rp$ sub-intensity matrix

\[
T^{(n,r)} = \begin{pmatrix}
-nI & nQ^{(n)}_1 & 0 & \ldots & 0 \\
0 & -nI & nQ^{(n)}_2 & \ldots & 0 \\
0 & 0 & -nI & \ldots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \ldots & -nI
\end{pmatrix},
\]

(21)

where, for $\ell = 1, \ldots, r - 1$, and $\omega_k(\ell, n) = E(s_k; \ell, n) - E(s_{k-1}; \ell, n)$ (here, $E(\cdot; a, b)$ is the Erlang cdf with $a$ stages and rate $b$),

\[
Q^{(n)}_\ell = \sum_{k=1}^{K} \omega_k(\ell, n)T_k/n + I.
\]

(22)
Then there exist $\tau^{(n,r)} \sim \text{PH}(\alpha^{(r)}, T^{(n,r)})$ such that

$$\lim_{n \to \infty} \lim_{r \to \infty} \mathbb{P}(|\tau - \tau^{(n,r)}| > \epsilon) = 0.$$ 

Moreover, the density of the resulting approximation reduces to

$$f_{\tau^{(n,r)}}(t) = \sum_{\ell=1}^{r-1} \left[ \alpha Q^{(n)}_1 \cdots Q^{(n)}_{\ell-1} (I - Q^{(n)}_{\ell}) e \right] \frac{t^{\ell-1}}{(\ell - 1)!} n^{\ell} \exp(-nt)$$

$$+ \left[ \alpha Q^{(n)}_1 \cdots Q^{(n)}_{r-1} e \right] \frac{t^{r-1}}{(r - 1)!} n^{r} \exp(-nt).$$

(23)

Remark 5. The above approximation is very computationally efficient. Indeed, the $Q^{(n)}_{\ell}$ only vary across $\ell$ and $n$ through the scalar Erlang weights $\omega_k(\ell, n)$. In particular, fast calculation of the Erlang density weights is possible.

One implicit assumption which is relevant when applying the approximation is that $n$ must be large enough to make $T^{(n,r)}$ a proper sub-intensity matrix, which depends on the maximal absolute value of the diagonal elements of the $T_k$ matrices. Additionally, the choice of $r$ should be such that $r \geq n \cdot \max_{i=1 \ldots N} \{ \tau^i \}$. 

5 | NUMERICAL EXAMPLES

This section presents some numerical illustrations of our above model on theoretical distributions as well as real data. In both cases, we require a straightforward extension of Algorithm 1 to when each data point has a weight associated with it. Practically speaking, this is straightforwardly dealt with by providing a weight in each contribution for the conditional expectations of the E-step and replacing $N$ with the sum of weights in the E-step. This extension allows for the estimation of histograms, known distributions (considering a discrete version of the theoretical density), or more efficient calculations for when we have repeated values. We provide examples of the two latter uses. In all cases, we consider piecewise IPH distributions with continuous densities. The choice of grid was according to the comments of Remark 3, mostly preferring uniform grids, but also obtaining a more parsimonious custom grid for the real data application. The grid choices are plotted using vertical dashed lines.

5.1 | Simulation study

The primary aim of the simulation study is to demonstrate the efficacy of IPH distributions in accurately fitting data, particularly when compared to other methods that do not account for the entire Markov path. A secondary aim is to show that the method is easy to apply and robust in the sense that it behaves in a stable manner across different types, sizes, and shapes of statistical data. While a direct conceptual comparison with the chosen benchmarks may not be feasible, we can still numerically evaluate the fit of IPH distributions in relation to these other techniques.

To conduct the simulation study, we generate synthetic data from well-known statistical distributions. While this may not align with the focus of the paper, it serves to illustrate the versatility of IPH distributions in a wider range of contexts. Next, we fit IPH distributions to the simulated
data and compare their performance to traditional parametric and non-parametric techniques. As a first benchmark, we fit a mixture of gamma distributions of $n_0$ components. As a second one, we consider a kernel density estimator with Gaussian kernels and the bandwidth selected due to the following calculation: multiply 0.9 times the minimum of the standard deviation and the interquartile range divided by 1.34 times the sample size to the negative one-fifth power (this is also known as Silverman’s rule, see Silverman, 1986).

The measure of accuracy between an estimated and true distribution is taken as the Kolmogorov–Smirnov (KS) statistic, which for any two cumulative distribution functions on the positive real line $F_1$, $F_2$ is defined as $\sup_{x \geq 0} |F_1(x) - F_2(x)|$. To speed up estimation, we use a histogram approximation for the IPH and mixture models: bin the data into 50 values and take the counts in each bin as a weight. We study $N_{\text{sim}} = 100$ for the following cases:

1. Simulation from a Weibull distribution with density $f(x) = 3/2x^{1/2} \exp(-x^{3/2})$. We have two scenarios: (a) $N = 50,000$, two IPH distributions with uniform grids with $K = 12$, and $p = 2.4$, respectively, and EM steps 100. We compare with the aforementioned benchmarks with $n_0 = 3$ (largest stable value for the $N_{\text{sim}}$ repetitions); (b) $N = 500$, $n_0 = 2$, and all other specifications equal.
2. Simulation from a Normal distribution with mean 2 and variance 1, left-truncated at 0. The same two scenarios as the previous case are considered.
3. Simulation from a right-truncated Pareto distribution with density $f(x) = 3(x + 1)^{-4}/(1 - 3^{-3})$, $x \in (0, 2)$. The same two scenarios as the previous cases are considered, except that $n_0 = 1$ was the only (degenerate) mixture solution in this case.

The results are provided in Figure 1. We observe that the IPH models perform well, considering the scales of the x-axis in the KS statistic. The method performs better than the benchmarks for the larger choice of $N$, and in all scenarios is clearly competitive against other models which do not take into account the underlying Markovian structure. The kernel density estimator has a decreased performance since the tail decay is misspecified (except in the Gaussian case), and moreover has the known issue that, for positive data, a symmetric kernel behaves poorly close to zero. The IPH models thus provide added flexibility with respect to these kinds of issues. It should be stressed that a study where the data are simulated from PH or IPH distributions would be slightly more appropriate with respect to the concepts of the paper (though less compelling). This can also be done, and the results are, not surprisingly, at least as good as the ones shown here (we omit the details). Other parameters which could be of interest to tune would be the bin number (currently 50), the Poisson regression specification (currently given by Equation (12)), and to consider non-uniform grids.

The results of this simulation study demonstrate that IPH distributions are a robust and accurate statistical model, particularly when compared to parametric and non-parametric alternatives. Additionally, their relatively fast fitting times, see Table 1, make them an appealing choice for practitioners and thus should be given serious consideration as a statistical model in a wide range of applications.

### 5.2 Fitting to a given distribution

The goal of this subsection is to show that IPH distributions may be used as an approximation to a theoretical distribution. This might be useful, for instance, when a model is calibrated using
FIGURE 1  Simulation study results for sample sizes $N = 50,000$ (left panels) and $N = 500$ (right panels). The data was simulated according to a Weibull (top panels), truncated Normal (center panels) or Pareto (bottom panels) distribution.
unknown (or unavailable) data, but the modeler has access to the fitted distribution. This is also a particularly appealing method when the theoretical properties of IPH distributions can be used as a component in a larger stochastic system where other distributions lack those properties.

It is well known that phase-type distributions struggle to fit peaked distributions where the peak does not happen close to the origin; that is, a large number of phases are required for adequate estimation. Thus, we first consider the estimation of the $\mathcal{N}(2, 1/2)$ theoretical distribution (left truncated at 0, as to have only positive values) by:

1. A piecewise IPH with large $K$ and small $p$.
2. A PH approximation to the piecewise IPH fit, as per Theorem 2.
3. A small and large homogeneous PH, for comparison.

By “small” and “large,” we have used subjective judgment, but we are somewhat limited by computational power for any dimensions far exceeding the ones presented here.

The idea is thus to use the density height as weights for a given grid (here, we take the mesh size to be $\Delta_t = 0.05$), which is used as the observations in Algorithm 1. Applying this procedure can be appreciated in the left panel of Figure 2. We see that a very small phase-type dimension ($p = 2$) is required to provide a good fit if we allow for piecewise constant rates at a small grid, in this case considering 41 sub-intervals on the interval $[0, 4]$. Since all matrices in each sub-intervals are intrinsically linked through Equation (12), the number of parameters is kept low. We also see how an effective phase-type approximation is possible using the construction of Theorem 2, providing a visually indistinguishable representation from the piecewise counterpart and which enjoys a pathwise convergence interpretation.

Note that the maximal absolute value of all diagonal matrices in each sub-interval for the piecewise IPH fit is 1056.8, which from the expression (21) implies that $n$ should be at least above the latter value to obtain a proper phase-type sub-intensity matrix. We have thus chosen $n = 1500$, and then $m = n \cdot 4.01$, so the approximation is expected to be faithful up to the value 4.01. Thus the resulting phase-type approximation has state space dimension $p \times m = 12,030$, though the distribution is easy to manipulate, since formula (23) involves matrix calculus in terms of the original state space dimension $p$. In contrast, the right panel of Figure 2 shows that a 30-dimensional phase-type distribution cannot provide a similar quality of fit (let alone the two-dimensional case). The EM algorithm which is required in this case (implemented as in Asmussen et al., 1996) is comparatively slow for growing dimensions (and prohibitively slow for around $p = 50,150$, depending on the language of implementation).

We now consider a more challenging setting with the aim of further showcasing the capabilities of our algorithm. Thus, we focus our attention on the mixture of $\mathcal{N}(2, 1/2)$ and $\mathcal{N}(4, 1/2)$

<table>
<thead>
<tr>
<th>Scenario</th>
<th>First IPH</th>
<th>Second IPH</th>
<th>Kernel</th>
<th>Mixture</th>
</tr>
</thead>
<tbody>
<tr>
<td>Weibull (50,000)</td>
<td>7.264</td>
<td>15.701</td>
<td>0.003</td>
<td>3.074</td>
</tr>
<tr>
<td>Weibull (500)</td>
<td>7.453</td>
<td>17.219</td>
<td>0.001</td>
<td>1.023</td>
</tr>
<tr>
<td>Normal (50,000)</td>
<td>8.333</td>
<td>17.423</td>
<td>0.003</td>
<td>3.628</td>
</tr>
<tr>
<td>Normal (500)</td>
<td>7.236</td>
<td>16.841</td>
<td>0.001</td>
<td>0.613</td>
</tr>
<tr>
<td>Pareto (50,000)</td>
<td>8.668</td>
<td>18.758</td>
<td>0.004</td>
<td>0.002</td>
</tr>
<tr>
<td>Pareto (500)</td>
<td>7.834</td>
<td>18.949</td>
<td>0.001</td>
<td>0.002</td>
</tr>
</tbody>
</table>

unknown (or unavailable) data, but the modeler has access to the fitted distribution. This is also a particularly appealing method when the theoretical properties of IPH distributions can be used as a component in a larger stochastic system where other distributions lack those properties.

It is well known that phase-type distributions struggle to fit peaked distributions where the peak does not happen close to the origin; that is, a large number of phases are required for adequate estimation. Thus, we first consider the estimation of the $\mathcal{N}(2, 1/2)$ theoretical distribution (left truncated at 0, as to have only positive values) by:

1. A piecewise IPH with large $K$ and small $p$.
2. A PH approximation to the piecewise IPH fit, as per Theorem 2.
3. A small and large homogeneous PH, for comparison.

By “small” and “large,” we have used subjective judgment, but we are somewhat limited by computational power for any dimensions far exceeding the ones presented here.

The idea is thus to use the density height as weights for a given grid (here, we take the mesh size to be $\Delta_t = 0.05$), which is used as the observations in Algorithm 1. Applying this procedure can be appreciated in the left panel of Figure 2. We see that a very small phase-type dimension ($p = 2$) is required to provide a good fit if we allow for piecewise constant rates at a small grid, in this case considering 41 sub-intervals on the interval $[0, 4]$. Since all matrices in each sub-intervals are intrinsically linked through Equation (12), the number of parameters is kept low. We also see how an effective phase-type approximation is possible using the construction of Theorem 2, providing a visually indistinguishable representation from the piecewise counterpart and which enjoys a pathwise convergence interpretation.

Note that the maximal absolute value of all diagonal matrices in each sub-interval for the piecewise IPH fit is 1056.8, which from the expression (21) implies that $n$ should be at least above the latter value to obtain a proper phase-type sub-intensity matrix. We have thus chosen $n = 1500$, and then $m = n \cdot 4.01$, so the approximation is expected to be faithful up to the value 4.01. Thus the resulting phase-type approximation has state space dimension $p \times m = 12,030$, though the distribution is easy to manipulate, since formula (23) involves matrix calculus in terms of the original state space dimension $p$. In contrast, the right panel of Figure 2 shows that a 30-dimensional phase-type distribution cannot provide a similar quality of fit (let alone the two-dimensional case). The EM algorithm which is required in this case (implemented as in Asmussen et al., 1996) is comparatively slow for growing dimensions (and prohibitively slow for around $p = 50,150$, depending on the language of implementation).

We now consider a more challenging setting with the aim of further showcasing the capabilities of our algorithm. Thus, we focus our attention on the mixture of $\mathcal{N}(2, 1/2)$ and $\mathcal{N}(4, 1/2)$

<table>
<thead>
<tr>
<th>Scenario</th>
<th>First IPH</th>
<th>Second IPH</th>
<th>Kernel</th>
<th>Mixture</th>
</tr>
</thead>
<tbody>
<tr>
<td>Weibull (50,000)</td>
<td>7.264</td>
<td>15.701</td>
<td>0.003</td>
<td>3.074</td>
</tr>
<tr>
<td>Weibull (500)</td>
<td>7.453</td>
<td>17.219</td>
<td>0.001</td>
<td>1.023</td>
</tr>
<tr>
<td>Normal (50,000)</td>
<td>8.333</td>
<td>17.423</td>
<td>0.003</td>
<td>3.628</td>
</tr>
<tr>
<td>Normal (500)</td>
<td>7.236</td>
<td>16.841</td>
<td>0.001</td>
<td>0.613</td>
</tr>
<tr>
<td>Pareto (50,000)</td>
<td>8.668</td>
<td>18.758</td>
<td>0.004</td>
<td>0.002</td>
</tr>
<tr>
<td>Pareto (500)</td>
<td>7.834</td>
<td>18.949</td>
<td>0.001</td>
<td>0.002</td>
</tr>
</tbody>
</table>
distributions, with a mixture weight of 0.55 (left truncated at 0, as to have only positive values), and we estimate two models:

1. A piecewise IPH with small $K$ and medium $p$.
2. A homogeneous PH, for comparison.

For this multimodal density, we chose the breakpoints around valleys and summits of the theoretical density. An interesting comment is that choosing the breakpoints directly in the low point of a valley or exactly at the summit does not seem to be as effective. Given the chosen sub-intervals, we will use $p = 10$ since it seems to be the first dimension to capture both modes correctly. A PH approximation to the piecewise IPH fit, as per Theorem 2, is not possible in this setting since the estimated sub-intensity matrices for all sub-intervals have an overall largest absolute value in the diagonal equal to about $7.5 \cdot 10^{11}$, which implies that $m$ is in the order of magnitude of $10^{12}$, which is too large to make the computation of (23) feasible. As a general warning, we have found that for the most challenging density shapes, Theorem 2 will hold only theoretically, since practically it requires too many phases. This also confirms that sensible phase-type distributions do not suffice (including using the EM algorithm) in these cases.

The result of the estimation for this second case is provided in Figure 3, which shows the full strength of using piecewise IPH for heterogeneous data. We would like to comment that the dimension $p$ and the number of sub-intervals $K$ work together to provide an adequate fit and that a large $K$ with small $p$ does not work in this setting as it did for the previous unimodal distribution since the linear specification of $f^{(2)}$ in Equation (12) is no longer sufficient here. An alternative would be to consider spline specifications or higher polynomial terms. Here, we choose to increase the degrees of freedom by directly increasing $p$ (in this case, to 10).

Another feature that arises for estimated piecewise IPH distributions is the possible kink of the density at the endpoints of each subinterval. These are not discontinuities and usually happen when the decreasing nature of a curve is not exponential, which is the case for Gaussian decay. When examining the cumulative distribution function, the joining of the density of
FIGURE 3

Piecewise inhomogeneous phase-type distributions (IPH) and phase-type distributions (PH) estimated densities to the theoretical mixture of $\mathcal{N}(2, 1/2)$ and $\mathcal{N}(4, 1/2)$ distributions, with mixing weight 0.55.

sub-intervals is differentiable; thus, the effect is not observable at that scale. These kinks also appear in the application to mortality modeling in the next subsection.

5.3 | Mortality modeling

The Human Mortality Database (https://www.mortality.org/) provides, among other things, mortality rates in a yearly resolution for several countries. We presently analyze the case of Danish males and females, from 2000 up to 2020.

The data comprises the number of deaths and exposure by year of life. We take the midpoint of each yearly interval as a proxy for the age of death, so the absorption time data consists of the points

$$\tau(1) = \frac{1}{2}, \tau^{(2)} = 1 + \frac{1}{2}, \ldots, \tau^{(11)} = 110 + \frac{1}{2}.$$  

For each of these points, there are death counts (denoted $D_{\tau(n)}$), which overall range from 1 to 18, 444 for males and 8 to 22, 025 for females, and the respective exposures (denoted $E_{\tau(n)}$) which range from 0.8 to 838, 337.3 and from 8 to 820, 721. The aggregated death counts in Denmark in those 20 years are 568, 926 for males and 580, 434 for females. The death rate per year is then defined as $m_{\tau(n)} = D_{\tau(n)}/E_{\tau(n)}$, from which the death probabilities per year can be calculated by

$$d_{\tau(n)} = \exp \left( -\sum_{i=0}^{n-1} m_{\tau(i)} \right) - \exp \left( -\sum_{i=0}^{n} m_{\tau(i)} \right).$$
and $m_\tau(0) := 0$. Finally, in the same way that we used probabilities to fit to a theoretical distribution above, we take the weights associated to our observations to be given as

$$w^{(1)} = d_\tau^{(1)}, w^{(2)} = d_\tau^{(2)}, \ldots, w^{(11)} = d_\tau^{(11)}.$$  

For the numerical stability of our routines, we divided the absorption time data by 100 when estimating it. However, in the empirical versus fitted plotting, we have used the original scale (in any case, piecewise IPHs are closed under scaling), which is still theoretically coherent.

We have chosen the sub-intervals to provide more divisions for rapidly changing regions in the lifetime density, resulting in $K = 9$. We see from Figure 4 that, despite some possible kinks at the endpoints of intervals, the fit is remarkably well behaved, especially given the specific features that make modeling the entire lifetime distribution challenging: the sharp decrease after birth and the disruptions happening at around age 20 for both males and females.

The increased mortality at the right endpoint also poses a challenge. The Gompertz-like behavior from around 30 to 100 is not in line with the exponential decay; thus, regular sub-interval splits were required in this period. Finally, the resulting piecewise constant transition rates (in the log scale) are provided in Figure 5 for females and in Figure 6 for males, which are of interest for some disciplines that require mortality rate estimates, such as life insurance and pension applications.

In short, IPH distributions are a viable model for calibrating and modeling mortality data across all ages. They provide closed-form formulas that can be used in subsequent mathematical analysis and have the potential to be widely adopted in practice due to their ability to capture the underlying mortality patterns in data accurately.

## 6 | EXTENSIONS

In this section, we discuss some possible extensions of theoretical and practical relevance that may be incorporated into our work but which is outside the scope of the present paper.

### 6.1 | EM for IPHs with a pre-specified tail behavior

The focal point of the paper is to handle general IPHs with non-commutative sub-intensity matrix functions using piecewise constant transition rates as an approximation when the grid becomes finer. For a finite number of grid points, this construction implicitly implies an exponential tail behavior on the IPH distribution from the last grid point, which may not be suitable for applications on heavy-tailed data, for example, non-life insurance data. However, it is straightforward to adapt our framework to an intrinsic possibility of obtaining a non-exponential tail behavior, using methods from Albrecher and Bladt (2019). The procedure goes as follows. Define a function $\lambda$ by

$$\lambda(u) = \begin{cases} 
1 & \text{if } u \leq s_K \\
h(u) & \text{if } u > s_K,
\end{cases}$$

for some nonnegative function $h$, and a function $g$ given in terms of its inverse by $g^{-1}(x) = \int_0^x \lambda(u)du$. Then $\tilde{\tau} = g(\tau)$, where $\tau \sim \text{IPH}(\pi, T(\cdot))$ with $T$ piecewise constant on the form (4), has
FIGURE 4  Fitted versus empirical mortality curves using piecewise inhomogeneous phase-type distributions (IPH) for Danish male and female populations from 2000 to 2020.
FIGURE 5 Danish females: transition rates through time, for the fitted time-dependent sub-intensity matrix.
FIGURE 6  Danish males: transition rates through time, for the fitted time-dependent sub-intensity matrix.
a distribution with survival function

\[
\bar{F}_\ell(y) = \begin{cases} 
\pi \left( \prod_{\ell=1}^{k(y)-1} e^{T_\ell(s_\ell - s_{\ell-1})} \right) e^{T_y(y-s_{K-1})} e^{T_y} & \text{if } y \leq s_{K-1} \\
\pi \left( \prod_{\ell=1}^{K-1} e^{T_\ell(s_\ell - s_{\ell-1})} \right) e^{T_y(s_y - s_{K-1})} h(u) du & \text{if } y > s_{K-1}.
\end{cases}
\]  

(24)

Hence, an extension of Algorithm 1 is possible for the model (24) with a pre-specified tail behavior according to the function \( h \). Indeed, it suffices to apply the transformation \( g^{-1}(x) \) of the data at the beginning of each step to reduce to the piecewise constant case, apply one EM step of Algorithm 1, and then optimize the parameter of the \( h \) function.

### 6.2 Censoring and truncation

In survival and event history analysis, one must take into account censoring and truncation mechanisms in the statistical estimation, see, for example, Andersen et al. (1988) for a survey. This naturally also applies to the estimation of IPHs and PHs, as these are absorption times of Markov jump processes.

Incorporation of censoring mechanisms has long been established for estimation of PHs, confer Olsson (1996), while the case of commuting matrices for IPHs is considered in Albrecher, Bladt, and Yslas (2022). As we have adapted Asmussen et al. (1996) to the inhomogeneous case by taking methods from Andersen et al. (1993) as onset, we believe that it is straightforward to incorporate the censoring mechanisms of Olsson (1996) to our model by adapting said paper to the inhomogeneous case taking methods from Andersen et al. (1988) as onset.

To the best of our knowledge, the incorporation of truncation mechanisms has not yet been established for the estimation PHs or IPHs. We do not believe that this extension is straightforward in either framework, as one would need to consider conditional distributions of PHs and IPHs in developing the EM algorithm. These conditional distributions do not simplify to path-independent distributions as seen for fully observed Markov processes.

### 6.3 Covariate information

It is straightforward to include time-independent covariate information in our statistical model. Indeed, in the Poisson regressions in the EM algorithms presented for the piecewise constant transition rate case, one may incorporate any (possibly transformed) covariate vector linearly, though each individual would have their own intensity matrices (which the other parts of the algorithm need to keep track of). The mortality modeling of Danish lifetimes in Section 5.3 is an example where sex could be used as a covariate.
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APPENDIX . THE GENERAL EM ALGORITHM

Algorithm 2. EM algorithm for general IPHs

Input: Data points \( \tau = (\tau^{(1)}, \ldots, \tau^{(N)}) \) and initial parameters \((\pi^{(0)}, \theta^{(0)})\).

0) Set \( m := 0 \).

1) E-step: For \( i \in \{1, \ldots, p\} \), compute the conditional statistics for the initial state,

\[
\bar{B}^{(m)}_i = \sum_{n=1}^{N} \pi^{(m)}_i \frac{e'_i \tilde{P}(0, \tau^{(n)}; \theta^{(m)}) t(\tau^{(n)}; \theta^{(m)})}{f(\tau^{(n)}; \pi^{(m)}, \theta^{(m)})}.
\]

and, for \( j \in E, j \neq i \), and \( \theta \in \Theta \) (on a suitable grid), compute the conditional expected log-likelihood for the transitions:

\[
\bar{L}^{(m)}_{ij}(\theta) = \sum_{n=1}^{N} \left( \int_{(0, \tau^{(n)})} \log(\mu_{ij}(s; \theta)) \, d\bar{N}^{(n,m)}_{ij}(s) - \int_{0}^{\tau^{(n)}} \bar{I}^{(n,m)}_{i}(s) \mu_{ij}(s; \theta) \, ds \right),
\]

where, for \( j \neq p + 1 \),

\[
\bar{I}^{(n,m)}_{i}(s) = \frac{\pi^{(m)}_i \tilde{P}(0, s; \theta^{(m)}) e_i t_i(s; \tau^{(n)}; \theta^{(m)}) t(\tau^{(n)}; \theta^{(m)})}{f(\tau^{(n)}; \pi^{(m)}, \theta^{(m)})},
\]

\[
d\bar{N}^{(n,m)}_{ij}(s) = \frac{\pi^{(m)}_i \tilde{P}(0, s; \theta^{(m)}) e_i \mu_{ij}(s; \theta^{(m)}) e'_j \tilde{P}(s, \tau^{(n)}; \theta^{(m)}) t(\tau^{(n)}; \theta^{(m)})}{f(\tau^{(n)}; \pi^{(m)}, \theta^{(m)})} \, ds,
\]

and, for \( j = p + 1 \),

\[
d\bar{N}^{(n,m)}_{i,p+1}(s) = \frac{\pi^{(m)}_i \tilde{P}(0, s; \theta^{(m)}) e_i t_i(s; \theta^{(m)})}{f(\tau^{(n)}; \pi^{(m)}, \theta^{(m)})} \, d\epsilon_{\tau^{(n)}}(s).
\]

2) M-step: Update the parameters:

\[
\hat{\pi}^{(m+1)}_i = \frac{\bar{B}^{(m)}_i}{N},
\]

\[
\hat{\theta}^{(m+1)} = \arg \max_{\theta} \sum_{i,j \in E} \bar{L}^{(m)}_{ij}(\theta).
\]

3) Set \( m := m + 1 \) and GOTO 1) until a stopping rule is satisfied.

Output: Fitted parameters \((\hat{\pi}, \hat{\theta})\).