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ABSTRACT
Advances in graph machine learning (ML) have been driven by applications in chemistry as graphs have remained the most expressive representations of molecules. This has led to progress within both fields, as challenging chemical data has helped improve existing methods and to develop new ones. While early graph ML methods focused primarily on small organic molecules, more recently, the scope of graph ML has expanded to include inorganic materials. Modelling the periodicity and symmetry of inorganic crystalline materials poses unique challenges, which existing graph ML methods are unable to immediately address. Moving to inorganic nanomaterials further increases complexity as the scale of number of nodes within each graph can be broad (10 to 10⁵).

In addition, the bulk of existing graph ML focuses on characterising molecules and materials by predicting target properties with graphs as input. The most exciting applications of graph ML will be in their generative capabilities, in order to explore the vast chemical space from a data-driven perspective. Currently, generative modelling of graphs is not at par with other domains such as images or text, as generating chemically valid molecules and materials of varying properties is not straightforward.

In this work, we invite the graph ML community to address these open challenges by presenting two new chemically-informed large-scale inorganic (CHILI) nanomaterials datasets. These datasets contain nanomaterials of different scales and properties represented as graphs of varying sizes. The first dataset is a medium-scale dataset (with overall >6M nodes, >49M edges) of mono-metallic oxide nanomaterials generated from 12 selected crystal types (CHILI-3K). This dataset has a narrower chemical scope focused on an interesting part of chemical space with a lot of active research. The second is a large-scale dataset (with overall >183M nodes, >1.2B edges) of nanomaterials generated from experimentally determined crystal structures (CHILI-100K). The crystal structures used in CHILI-100K are obtained from a curated subset from the Crystallography Open Database (COD) and has a broader chemical scope covering database entries for 68 metals and 11 non-metals. We define 11 property prediction tasks covering node-, edge-, and graph-level tasks that span classification and regression. In addition we also define structure prediction tasks, which are of special interest for nanomaterial research. We benchmark the performance of a wide array of baseline methods starting with simple baselines to multiple off-the-shelf graph neural networks. Based on these benchmarking results, we highlight areas which need future work to achieve useful performance for applications in (nano)materials chemistry. To the best of our knowledge, CHILI-3K and CHILI-100K are the first open-source nanomaterial datasets of this scale – both on the individual graph level and of the dataset as a whole – and the only nanomaterials datasets with high structural and elemental diversity.¹
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¹The datasets and benchmarking scripts are open-source, and available at https://github.com/UlrikFriisJensen/CHILI
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1 INTRODUCTION

Graph machine learning (ML) has been applied to chemistry for more than 50 years [45], and describing molecules as chemical graphs goes back as far as 1874 [10]. A big part of why tasks in chemistry are so relevant for graph ML is that chemical structures, such as molecules, can be expressively represented using graphs, where atoms are encoded as nodes with local attributes and chemical bonds as edges with neighbourhood attributes [34].

The recent advancements in deep learning methods [51, 68] have also impacted graph ML. The class of deep learning methods that have evolved to tackle non-Euclidean data can be viewed within the geometric deep learning paradigm [7, 67]. Specifically, the class of graph convolutional networks (GCNs) and graph neural networks (GNNs) have shown widespread applications on graph-structured data [37, 47]. Several key developments in graph deep learning were the divide between existing methods to meet the complexity of periodicity and symmetry of crystalline materials are not easily encountered in organic chemistry applications [1]. Capturing the periodicity and symmetry of crystalline materials is not easily dealt with using existing ML methods [12, 13, 17, 27, 85]. This gets even more complex for nanomaterials where the scale of obtained graphs span a broad range of atoms, between 10 to $10^5$ [9].

In this paper, we invite the graph ML community to bridge the divide between existing methods to meet the complexity of large-scale inorganic materials chemistry. To this end, we make the following contributions:

1. Present a chemically-informed approach to generate large-scale graph datasets of nanomaterials.
2. Provide two novel nanomaterial graph datasets.
3. Outline an array of property- and structure- prediction tasks.
4. Perform comprehensive benchmark experiments for the proposed tasks.

An overview of our data-generating pipeline is illustrated in Figure 1. The data generation pipeline takes some source of crystallographic information files (CIFs) (a file format containing symmetry and positional information) and creates graphs of finite nanoparticles with variable sizes. We thus assume the structure of nanoparticles to be the cutouts of larger crystals, whether constructed manually or from a structural database. This is an approximation, as we do not take into account e.g. surface relaxation and size-dependent defects in the atomic structure. Each graph gets assigned relevant chemical labels, as well as simulated scattering data associated with each nanoparticle. The scattering data is simulated using DebyeCalculator [43]. Using this generation pipeline we provide two nanomaterial graph datasets, CHILI-3K and CHILI-100K.

The CHILI-3K dataset consists of 3180 graphs representing monometallic oxide nanomaterials generated from 12 different well known crystal structures, which are known to be taken by numerous materials. The resulting dataset captures a narrow chemical sub-space that is of considerable interest due to their environmental, medical and catalytic applications [16, 24, 50]. The second dataset, CHILI-100K, consists of 104,408 graphs generated by curating experimentally determined structures from the Crystallography Open Database (COD) [29]. This dataset has a broader chemical scope as it contains datapoints for materials consisting of combinations of 68 metals and 11 non-metals, thus spanning a much wider range of different crystal structures. While the CHILI-3K is classified as a medium-scale dataset (with >6M nodes, >49M edges in total), the CHILI-100K dataset is classified as a large-scale dataset (with >183M nodes, >1.2B edges in total) according to the Open Graph Benchmark (OGB) criteria [37]. The two CHILI datasets are, to the best of our knowledge, the first open-source nanomaterial datasets of this scale. Together, we hope these two datasets will foster novel methodological contributions at the intersection of graph ML and large-scale inorganic materials chemistry.
2 CHILI DATASETS

The CHILI datasets are generated following the approach shown in Figure 1 as outlined in Section 1. For a more detailed description of the graph generation see Appendix A.3 and A.4. The summary statistics of the datasets are shown in Table 1 and the content of the datasets are described in the sections below.

2.1 CHILI-3K

The CHILI-3K dataset contains nanomaterial graphs generated from mono-metal oxides, which are a class of inorganic materials with a single metallic element coordinated to oxygen atoms in the structure. They are often studied for their many interesting applications [16, 24, 50]. The unit cells in CHILI-3K are constructed based on 12 of the crystal types described in West et al. [82], which are known to be formed by mono-metal oxides. The unit cells of the 12 crystal types are visualized in Figure 2. The CIF construction is described in Appendix A.1.

The CHILI-3K dataset contains 53 metallic elements and only 1 non-metallic element, oxygen. All structures contain oxygen and one metal chosen from the 53 options as coloured blue in the periodic table in Figure 3. Every combination of crystal type and metal is used, indiscriminately to whether the specific element is stable in the particular crystal types. This is done with the intention for the CHILI-3K dataset to achieve complete coverage of the well defined points in this chemical subspace, leading to a total of 636 unique CIFs.

Figure 2: The unit cells of the 12 crystal types present in the CHILI-3K dataset. For all shown structures, copper (Cu) is the metal. The unit cells are visualized using VESTA [62] with the polyhedral style. The unit cells are shown from the standard orientation of a crystal shape, which is one of the 7 view options in VESTA.

Figure 3: The periodic table with the polyhedral style. The unit cells are shown from the standard orientation of a crystal shape, which is one of the 7 view options in VESTA.

2.2 CHILI-100K

The CHILI-100K dataset consists of nanomaterial graphs generated from a subset of inorganic materials from COD [29]. The subset includes materials which contains any of the 68 metals and 11 non-metals shown in orange in Figure 3. COD was queried for both purely metallic phases and phases including combinations metals and non-metals, like metal oxides. Materials containing elements not included in the shown selection were removed. For simplicity, only materials with unit-cell volumes smaller than 1,000 Å³ were used in order to avoid the inclusion of e.g. metal organic frameworks and larger inorganic coordination complexes. The result of the COD query was saved as COD IDs in a csv file, which can be found in the GitHub repository.

The corresponding, downloaded CIFs were cleaned for issues that caused the CIF to be unreadable or could potentially impact the further analysis. From the original query to COD we obtain 61794 COD IDs, which reduces to 20882 usable CIFs after cleaning. The specific choices used to clean COD to obtain CHILI-100K are reported in Appendix A.2.

The CHILI-100K dataset is intended to mimic the data distribution of real world materials. However, we want to emphasize that there is an inherent bias with using a database comprising experimental materials. This bias is towards known materials, which are stable and easier to synthesize, but it does not cover all possible materials in the chosen chemical subspace. This is especially important to consider when tasked with generating novel materials using CHILI-100K.

2 Table 1: Overview of key summary statistics for the two proposed CHILI datasets. (*) indicates the total number of edges; two for each unique atom-atom pair.

<table>
<thead>
<tr>
<th>Dataset</th>
<th># of graphs</th>
<th># of nodes</th>
<th># of edges</th>
<th>Generation time</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Total</td>
<td>Train</td>
<td>Validation</td>
<td>Test</td>
</tr>
<tr>
<td>CHILI-3K</td>
<td>3,180</td>
<td>2,544</td>
<td>318</td>
<td>318</td>
</tr>
<tr>
<td>CHILI-100K</td>
<td>104,408</td>
<td>83,526</td>
<td>10,441</td>
<td>10,441</td>
</tr>
</tbody>
</table>

Table 2: Overview of the CHILI data structure with different variables. Depending on the nature of the task, these attributes can be used as input or as target variables.

<table>
<thead>
<tr>
<th>Name</th>
<th>Shape</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>x</td>
<td>[n_atoms, 4]</td>
<td>Node feature matrix [atomic_number, atomic_radius, atomic_weight, electron_affinity]</td>
</tr>
<tr>
<td>edge_index</td>
<td>[2, n_bonds]</td>
<td>Graph connectivity in sparse coordinate (COO) format.</td>
</tr>
<tr>
<td>edge_attr</td>
<td>[n_bonds, 1]</td>
<td>Edge feature matrix [distance [Å]].</td>
</tr>
<tr>
<td>crystal_type</td>
<td>—</td>
<td>Name of the crystal type or “Unknown”.</td>
</tr>
<tr>
<td>space_group_symbol</td>
<td>—</td>
<td>Space group symbol of the unit cell in Hermann-Mauguin/international notation.</td>
</tr>
<tr>
<td>space_group_number</td>
<td>—</td>
<td>Space group number of the unit cell.</td>
</tr>
<tr>
<td>crystal_system</td>
<td>—</td>
<td>Name of the crystal system.</td>
</tr>
<tr>
<td>crystal_system_number</td>
<td>[n_atomic_species]</td>
<td>Logit corresponding to the crystal system from lowest to highest symmetry.</td>
</tr>
<tr>
<td>atomic_species</td>
<td>—</td>
<td>Number of unique atomic species in the nanoparticle.</td>
</tr>
<tr>
<td>n_atomic_species</td>
<td>—</td>
<td>Number of unique atomic species in the nanoparticle.</td>
</tr>
<tr>
<td>np_size</td>
<td>—</td>
<td>Diameter of the nanoparticle measured in Ångströms (1 Å = 10⁻¹⁰ m).</td>
</tr>
<tr>
<td>n_atoms</td>
<td>—</td>
<td>Number of atoms in the nanoparticle.</td>
</tr>
<tr>
<td>n_bonds</td>
<td>—</td>
<td>Number of “bonds” in the nanoparticle.</td>
</tr>
<tr>
<td>cell_params</td>
<td>[6]</td>
<td>Cell parameter matrix. The cell parameters are [a, b, c, α, β, γ].</td>
</tr>
<tr>
<td>unit_cell_node_feat</td>
<td>[n_atoms_unit_cell, 4]</td>
<td>Node feature matrix for the unit cell.</td>
</tr>
<tr>
<td>unit_cell_edge_index</td>
<td>[2, n_bonds_unit_cell]</td>
<td>Graph connectivity in COO format.</td>
</tr>
<tr>
<td>unit_cell_edge_feat</td>
<td>[n_bonds_unit_cell, 1]</td>
<td>Edge feature matrix.</td>
</tr>
<tr>
<td>unit_cell_pos_abs</td>
<td>[n_atoms_unit_cell, 3]</td>
<td>Node position matrix (absolute coordinates) for the unit cell.</td>
</tr>
<tr>
<td>unit_cell_pos_frac</td>
<td>[n_atoms_unit_cell, 3]</td>
<td>Node position matrix (fractional coordinates) for the unit cell.</td>
</tr>
<tr>
<td>unit_cell_n_atoms</td>
<td>[n_atoms_unit_cell]</td>
<td>Number of atoms in the unit cell.</td>
</tr>
<tr>
<td>unit_cell_n_bonds</td>
<td>[n_bonds_unit_cell]</td>
<td>Number of “bonds” in the unit cell.</td>
</tr>
<tr>
<td>nd</td>
<td>[2, 580]</td>
<td>Simulated neutron diffraction (ND) from the nanoparticle.</td>
</tr>
<tr>
<td>xrd</td>
<td>[2, 580]</td>
<td>Simulated X-ray diffraction (XRD) from the nanoparticle.</td>
</tr>
<tr>
<td>npDF</td>
<td>[2, 6000]</td>
<td>Simulated neutron pair distribution function (PDF) from the nanoparticle.</td>
</tr>
<tr>
<td>xPDF</td>
<td>[2, 580]</td>
<td>Simulated X-ray pair distribution function (PDF) from the nanoparticle.</td>
</tr>
<tr>
<td>nd</td>
<td>[2, 6000]</td>
<td>Simulated neutron pair distribution function (PDF) from the nanoparticle.</td>
</tr>
<tr>
<td>sans</td>
<td>[2, 300]</td>
<td>Simulated small-angle neutron scattering (SANS) from the nanoparticle.</td>
</tr>
<tr>
<td>saxs</td>
<td>[2, 300]</td>
<td>Simulated small-angle X-ray scattering (SAXS) from the nanoparticle.</td>
</tr>
<tr>
<td>pos_frac</td>
<td>[n_atoms, 3]</td>
<td>Node position matrix (fractional coordinates).</td>
</tr>
<tr>
<td>pos_abs</td>
<td>[n_atoms, 3]</td>
<td>Node position matrix (absolute coordinates).</td>
</tr>
</tbody>
</table>

Figure 4: a) Distribution of crystal systems in the CHILI-3K dataset (blue) and the CHILI-100K dataset (orange). b) Distribution of the number of unique elements in each structure for the CHILI-3K dataset (blue) and the CHILI-100K dataset (orange). The inset plot shows 6 and 7 elements at a more appropriate y-axis scale. c) Distribution of the size of the generated nanoparticles for the CHILI-3K dataset (blue) and the CHILI-100K dataset (orange).

2.3 Data structure

The data objects follow standard graph data structure common in graph ML comprising node features as x, edges specified in COO format as edge_index, edge features as edge_attr and the graph labels stored in a dictionary y. Taking inspiration from molecular graph datasets, like QM9 [65, 66], the atomic positions are not given with the other node features, but instead as separate attributes for the absolute atomic coordinates, pos_abs, and the fractional atomic coordinates, pos_frac. Different target properties that are of interest for inorganic chemistry are generated for both the datasets and included to be either used as target variables or conditioning inputs. A detailed overview of the data structure with all the input and target properties is presented in Table 2.

2.4 Dataset statistics

With the assumption that the true atomic structure of nanomaterials can be approximated using the unit cell of the crystalline material, it is meaningful to consider the distribution of crystal systems in the proposed datasets. The 7 crystal systems are a high level description of the symmetry present in the crystalline material, going from triclinic (lowest symmetry) to cubic (highest symmetry). The distribution of crystal systems in the CHILI datasets are shown in Figure 4a. From this it is clear that CHILI-3K only has the 4 crystal systems with the highest symmetry present and that the cubic system is over-represented with almost 60 % of the data. However, this imbalance matches the crystal systems of the crystal types, as defined in West et al. [82]. The CHILI-100K dataset consists of all
7 crystal systems, but they are not equally distributed. The most represented crystal system is orthorhombic, with about 25% of the data, and the least represented crystal system is triclinic, with around 7% of the data. As the data was not selected from COD based on the crystal systems, we can assume that the real distribution of crystal systems in inorganic materials is roughly the same as we observe here.

It is also interesting to look at the distribution of number of unique elements in the nanomaterials in the two datasets, as this can be used as an additional way of determining structural diversity in the dataset. From Figure 4b we see that CHILI-3K only contains nanomaterials with 2 elements, as it was constructed in this way. For CHILI-100K the number of elements range from 1 to 7, with most nanomaterials having between 2 and 4 elements.

As we are dealing with nanomaterials that have a finite size, it is also relevant to look at the distribution of sizes in the two datasets. Referring to Figure 4c, we observe that while some nanoparticles match the specified generation size precisely, most structures appear larger. This comes from the non-metals coordinated to the metallic particle core. Note as well, that the larger structural diversity in CHILI-100K constitutes to a smoother size distribution than that of CHILI-3K. Additional dataset statistics are provided in Appendix B.

3 RELATED WORK

The intersection of chemistry and graph ML is an active area of research that has resulted in several interesting data sources, methods, and research directions. A short review of these are presented in this section.

3.1 Data sources

Graph datasets: Graph datasets can vary a lot depending on the domain the graphs are from, their scales, and the types of tasks they are designed to be used for. The OGB benchmark contains a broad overview of existing graph datasets [37], with single- and multi-graph datasets being the two high-level types. The former consists of a single large graph, like knowledge graphs [73] and social networks [53], which then has nodes and edges split into training, validation and test sets. These datasets are primarily intended for transductive learning such as node- or edge-level prediction tasks [47]. Multi-graph datasets consists of many, often small, graphs. These could be molecular graphs [66] or protein-protein interaction graphs [91], which are then split into training, validation and test set at the graph level. These kinds of datasets are mostly used for inductive learning at the graph-level, but both node- and edge-level tasks are feasible too [33].

Molecular graph datasets: As molecules can be easily represented as graphs, datasets consisting of molecular graphs have played an important part in the development of GNNs [20, 26]. A wide variety of molecular graph datasets exists for many different purposes, as seen in QM9 [65, 66] which is focused on density functional theory (DFT) calculated molecular properties, ZINC [72], which is focused on drug discovery, and MoleculeNet [83], which is a benchmark collection of molecular graph datasets within quantum chemistry, physical chemistry, biophysics and physiology.

Structural databases: The structural databases in chemistry mainly contain crystal structures solved from crystallography experiments, and in some cases also synthetic crystal structures, which are stored in CIFs [8]. A wide variety of structural databases exists today, with some of the most widely used being the Cambridge Structural Database (CSD) [32], the Inorganic Crystallography Structure Database (ICSD) [89], the COD [19, 29–31, 60, 61, 64, 75, 76] and the Materials Project (MP) [40].

Material graph datasets: The representation of materials is similar to molecules in many ways, but differ in two critical aspects. Firstly, unlike molecules, materials feature diverse bonding types across varying scales. This makes the translation of the atoms in a material into nodes and edges less trivial. Secondly, materials are periodic and often described only as their smallest repeating unit – the unit cell – and a set of symmetry operations called the spacegroup. Material graphs are, therefore, of similar scale as molecular graphs, but with added periodicity through the edges. Recently material graphs have garnered more interest with the growing popularity of MP [40], the publication of the Open Quantum Materials Database (OQMD) [48] and the Open Catalyst datasets: OC20 [11] and OC22 [74]. The primary focus with these datasets has been in the discovery of new catalysts and energy storage materials [15, 52, 90], approximating DFT with ML [44] and most recently foundational models for materials [4].

Nanomaterial graph datasets: Nanomaterials are distinguished from other materials by their finite and small size, which invalidates the assumption of long-range periodicity. Thus, to properly describe a nanomaterial, all atoms must be explicitly defined, which significantly increases the scale of a nanomaterial graphs compared to molecules and materials. Nanomaterials can be further categorized into nanoclusters – nanomaterials with a size of < 1nm and up to 100-150 atoms – and nanoparticles – nanomaterials with a size between 1 and 100 nm and upwards of 10’s - 100’s of thousands of atoms – [9, 88]. To our knowledge, only a few nanomaterial graph datasets exist in the literature. We only know of one nanocluster graph dataset from Fung et al [23] (data from [22]) with 20,000 configurations of 10 to 13 platinum atoms. We also know of some non-graph datasets related to nanomaterials, like the dataset from Manna et al. [56] with 63,015 DFT relaxed nanoclusters from 55 different elements and the dataset from Barnard et al. [3] with 425 silver nanoparticles ranging in size from 13 to 2947 atoms.

3.2 Graph ML tasks

Material property prediction: Predicting material properties using graph ML is an inductive learning task that necessitates generalization of learnt behaviour at node- and graph-levels to unseen chemical graphs [33]. There have been several attempts at feature-engineering as a means to do so; as this would circumvent the need for graph representations [28, 41, 42, 80]. These methods use descriptors from the materials that are agnostic to the arrangement of atoms within them. They rely solely on attributes such as stoichiometry, elemental statistics, electronic structure and the ionic compound. For instance, an ML framework for formation energy prediction using a total of 145 attributes including those mentioned above was proposed in Ward et al. [81]. Other studies consider the periodic crystal structures of the materials and expand upon
the principles of crystallography to derive periodic graphs which gives insights into material properties [14, 55, 69, 85]. Some salient examples include the crystal graph convolution network [85], that aims to capture atom interactions across the cell boundaries by using multi-edge graphs, and the atomistic line GNN [14], that considers not only the distances between neighboring atoms but also the angles at which they are arranged within the crystal lattice. These models have been shown to perform well on predicting several structure properties, including formation energies. Still, to our knowledge, only a few attempts have been made to model properties associated with materials that lack long-range order; like nanomaterials, clusters, as well as amorphous- and disordered materials [2, 23].

**Inverse materials design:** Using graph ML for materials design poses a more challenging task than property prediction tasks. In this setting, the structure, or a set of potential structures, of a material that match desired properties or functions are explored. Latent variable models are used to this end, as they can be used in generative settings while respecting any conditioning inputs like the atomic composition of the material, catalytic ability, stability or structural characteristics such as those derived from X-ray and neutron diffraction experiments [1]. Xie et al., for instance, employ a crystal-diffusion variational autoencoder to generate stable crystal structures [84]. They encode materials into a lower-dimensional latent space, from where a property predictor network predicts attributes such as composition and lattice parameters and translates them into crystal structures by applying them to randomly initialized unit cell structures. A GNN is then used to optimize the atomic positions until reaching equilibrium. In a similar manner, Merchant et al. investigate the use of GNNs for the purpose of discovering new crystal structures in their recent work [58]. The iterative training process of these specific GNNs, known as Graph Networks for Materials Exploration, includes filtering potential structures according to initial predictions and then validating energy computations with DFT. When it comes to inverse design for nanomaterials on the other hand, little progress has been made. Recently however, some advancements have been achieved in determining the atomic structure of nanomaterials using scattering data. Specifically, Kjær et al. introduce DeepStruc [49], a conditional variational autoencoder that is capable of determining the atomic structures of a subset of mono-metallic nanoparticles directly from their pair distribution functions (PDFs) derived from total scattering data. DeepStruc successfully determines structures from PDFs originating from seven distinct structure types. This is achieved on both simulated and experimental PDFs.

## 4 EXPERIMENTS AND BENCHMARKING

To characterise the two CHILI datasets across different experiments we perform a selection of classification-, regression- and structure generation- tasks. For each task, we also report simpler baselines like random prediction, most frequent class (MFC), and mean prediction, wherever appropriate. We use a range of off-the-shelf GNN models as backbone networks and add an additional linear layer as the last layer to predict the appropriate number of classes or regression targets. The GNN backbone models range from simple to complex models: GCN [47], PMLP [87], GraphSAGE [33], GAT [77], GraphUNet [25], GIN [86], and EdgeCNN [80]. An overview of the prediction tasks and the corresponding output dimensions are shown in Table 3.

**Experimental set-up:** The hyperparameters for the GNN backbone models were chosen based on the reported values from each respective paper. When the hyperparameters were not reported, we used the default values of the GCN [47]. Each experiment was repeated three times with different seeds, an early stopping with a patience of 50 epochs was used, and a global training-time constraint of one hour per experiment was used to limit the computational costs.

The complete CHILI-3K dataset was used in each experiment, whereas a comparable subset of 2975 samples from the CHILI-100k dataset was used. The sub-sampling procedure was stratified based on crystal_system_number, resulting in each of the 7 classes being represented equally within the subset. The experimental setup for the individual models and tasks are described in more detail in Appendix C. All the models were implemented in Pytorch [63], and Pytorch-Geometric [21] was used for the graph ML portions.

**Property prediction tasks:** We propose three types of classification tasks for predicting: atom, crystal system and space group. The eight regression tasks for predicting: atom position, distance and mean squared error (MAE) on the 3D positions for absolute atomic coordinates of the discrete particles. As a further simplification, note that, we ignore the prediction of any other node attributes.

**Metrics:** For evaluating the classification tasks, we use the weighted F1-score. For the regression tasks we use the mean absolute error (MAE) on the 3D positions for pos_abs and mean squared error (MSE) for edge_attr, saxs, xrd and xPDF.

### Table 3: Overview of the proposed tasks.

<table>
<thead>
<tr>
<th>Classification task</th>
<th>Level</th>
<th># of classes</th>
</tr>
</thead>
<tbody>
<tr>
<td>atomic_number</td>
<td>Node</td>
<td>118</td>
</tr>
<tr>
<td>crystal_system_number</td>
<td>Graph</td>
<td>7</td>
</tr>
<tr>
<td>space_group_number</td>
<td>Graph</td>
<td>230</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Regression task</th>
<th>Level</th>
<th>Target size</th>
</tr>
</thead>
<tbody>
<tr>
<td>pos_abs (position)</td>
<td>Node</td>
<td>3</td>
</tr>
<tr>
<td>edge_attr (distance)</td>
<td>Edge</td>
<td>1</td>
</tr>
<tr>
<td>saxs</td>
<td>Graph</td>
<td>300</td>
</tr>
<tr>
<td>sans</td>
<td>Graph</td>
<td>300</td>
</tr>
<tr>
<td>xrd</td>
<td>Graph</td>
<td>580</td>
</tr>
<tr>
<td>nd</td>
<td>Graph</td>
<td>580</td>
</tr>
<tr>
<td>xPDF</td>
<td>Graph</td>
<td>6000</td>
</tr>
<tr>
<td>nPDF</td>
<td>Graph</td>
<td>6000</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Structure generation task</th>
<th>max # atoms</th>
</tr>
</thead>
<tbody>
<tr>
<td>saxs → unit_cell_pos_frac</td>
<td>20</td>
</tr>
<tr>
<td>xrd → unit_cell_pos_frac</td>
<td>20</td>
</tr>
<tr>
<td>xPDF → unit_cell_pos_frac</td>
<td>20</td>
</tr>
<tr>
<td>saxs → pos_abs</td>
<td>200</td>
</tr>
<tr>
<td>xrd → pos_abs</td>
<td>200</td>
</tr>
<tr>
<td>xPDF → pos_abs</td>
<td>200</td>
</tr>
</tbody>
</table>
Table 4: Overview of property prediction benchmark experiments on the CHILI-3K and CHILI-100K datasets. All experiments were repeated 3 times with different seeds, early stopping with a patience of 50 epochs and a maximum training time of 1 hour. Random: random class prediction, MFC: Most Frequent Class. Models are reported in increasing order of complexity measured in terms of the number of trainable parameters in the GNN backbone.

<table>
<thead>
<tr>
<th>Task level</th>
<th>Classification</th>
<th>Regression</th>
</tr>
</thead>
<tbody>
<tr>
<td>Target</td>
<td>Node</td>
<td>Graph</td>
</tr>
<tr>
<td></td>
<td>atomic_num.</td>
<td>crystal_system_num.</td>
</tr>
<tr>
<td>Metric</td>
<td>Weighted F1-score (%)</td>
<td>Pos. MAE (%)</td>
</tr>
<tr>
<td>Random</td>
<td>0.016 ± 0.000</td>
<td>0.191 ± 0.004</td>
</tr>
<tr>
<td>MFC</td>
<td>0.461 ± 0.440</td>
<td>0.180 ± 0.108</td>
</tr>
<tr>
<td>Mean</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

5 RESULTS AND DISCUSSION

We next present the results for the different tasks described in Table 3. An overview of results on both CHILL datasets for all the property prediction tasks are reported in Table 4, and for the structure generation tasks in Table 5. High-level trends observed for each task type are outlined next. Note that the methods in Table 4 are sorted in increasing order of their complexity measured as the number of trainable parameters in the GNN backbone (See Table 7 in Appendix C for exact numbers).

Classification: The naive predictors (random, MFC values) provide a useful baseline when comparing the more sophisticated GNN-based methods. In a majority of the scenarios, across the three classification tasks and the two datasets, all GNN-based methods do better than these naive baseline methods. In instances where the GNN methods do worse than these baselines, it could be explained by factors such as sub-optimal hyperparameters and limited training time.

For the CHIL-3K dataset, EdgeCNN [80] which is the most complex model in terms of the number of parameters, consistently outperforms the other GNN-based methods across all the three classification tasks. This is an interesting trend which points to the usefulness of learning and aggregating features along the edges. This is in contrast to using node attributes along with the existing edge attributes as done with GCN [47] and GAT [77].

The CHIL-100K dataset which is more challenging compared to the CHIL-3K dataset is reflected in the poor performance in all classification tasks by bulk of the GNN-based methods. In particular, crystal_system_number classification appears to be challenging for all the models.

Regression: Regression tasks are generally more difficult for deep learning models, due to factors such as incorrectly tuned bias parameters [39]. Furthermore, the specific regression tasks formulated in these benchmarking tasks are more complex than the classification ones. This additional complexity could be due to the globalness of the prediction tasks, the dimensionality of the predictions, and lack of informative features in the input. The difficulty of these regression tasks is reflected across the board, including both CHIL datasets, where the mean prediction seems to perform comparable to the GNN methods. This performance discrepancy between mean prediction and GNN-based methods is clearer for the pos_abs and edge_attr tasks.

For the regression of scattering data (saxs, xrd, xPDF), the performance trends of the GNN-based models are slightly better. Methods like EdgeCNN [80] again show better performance compared to other methods. It is important to note that in the materials chemistry community the focus isn’t typically on estimating scattering data from material graphs. This is primarily because the scattering data can easily be simulated, as demonstrated with the CHIL-datasets, using open-source software such as DebyeCalculator [43]. Consequently, the primary use of scattering data lies in the inverse task, such as using experimental scattering data to infer the atomic structure of the material. This being said, there are still potential value in accurately modelling scattering data from material graphs, particularly in the pursuit of discovering new materials. By doing so, researchers can explore the intricate relationship between structure and scattering data, facilitating data-driven approaches to material design. Examples of scattering data used in these prediction tasks can be found in Appendix D.1.
Table 5: Overview of structure generation benchmark experiments on the CHILI-3K and CHILI-100K datasets.

<table>
<thead>
<tr>
<th>Task</th>
<th>CHILI-3K</th>
<th>CHILI-100K</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MAE (Å)</td>
<td>MAE (Å)</td>
</tr>
<tr>
<td>saxes → unit_cell_pos_frac</td>
<td>0.053 ± 0.003</td>
<td>0.194 ± 0.003</td>
</tr>
<tr>
<td>xrd → unit_cell_pos_frac</td>
<td>0.008 ± 0.002</td>
<td>0.191 ± 0.008</td>
</tr>
<tr>
<td>xPDF → unit_cell_pos_frac</td>
<td>0.018 ± 0.002</td>
<td>0.193 ± 0.005</td>
</tr>
<tr>
<td>saxes → pos_abs</td>
<td>1.539 ± 0.001 Å</td>
<td>2.783 ± 0.002 Å</td>
</tr>
<tr>
<td>xrd → pos_abs</td>
<td>1.894 ± 0.011 Å</td>
<td>2.779 ± 0.006 Å</td>
</tr>
<tr>
<td>xPDF → pos_abs</td>
<td>1.952 ± 0.011 Å</td>
<td>2.780 ± 0.006 Å</td>
</tr>
</tbody>
</table>

Structure generation: The inverse materials design task is simplified as the prediction of pos_abs and unit_cell_pos_frac features in the structure generation task. Reliable estimates of these two target variables can be used to generate structures.

For both CHILI-3K and CHILI-100K, the structure generation task show moderate errors across all different types of scattering data, as reported in Table 5. The structure generation model generally performs better on the CHILI-3K dataset. The discrepancy between the two CHILI datasets reflects the broader structural diversity present in the more complex CHILI-100K dataset. Sample reconstructions of predicted nanoparticles are provided in Appendix D.2.

Structure generation with the unit_cell_pos_frac target yields better reconstructions of the unit cell fractional coordinates. Notably on CHILI-3K, MAE values drop as low as 0.008 using xrd. This outcome is expected, particularly on CHILI-3K, where the unit cell positions of each structure are tightly constrained, ranging from 0 to 1, and the unit cells themselves are mutually very distinct, which reduces the structure generation task to a form of classification into the 12 crystal systems visualized in Figure 2. Even then, a moderately higher MAE using saxes is to be expected. This is primarily because of the nature of SAXS data, which inherently lacks information on the unit cell parameters. The slightly higher MAE on CHILI-100K is due to the presence of moderately more irregular unit cells. Examples of unit cell reconstructions can be found in Appendix D.2.

6 CONCLUSION

In this work we have presented a chemically-informed approach to generate large-scale graph datasets of nanomaterials. Using this approach we have provided two novel nanomaterial graph datasets: the medium-scale CHILI-3K dataset from mono-metal oxides with a wide range of interesting applications, and the large-scale CHILI-100K dataset from an experimental materials database with high structural diversity.

The two CHILI datasets were benchmarked on 11 property prediction tasks using naive baselines and 7 off-the-shelf GNN models. The results show that all property prediction tasks are tractable, but also difficult enough that none of the off-the-shelf models are able to achieve usable performance for chemical applications. The EdgeCNN model performs best in general, which could be attributed to the layer architecture or that it has the most trainable parameters. Some tasks, like atomic_number classification and pos_abs regression, shows a tendency for the models getting stuck in local minima. We therefore think that future work focused on these tasks would be of high impact.

The datasets were also benchmarked on 6 structure prediction tasks using a simple property-to-structure model. The results show that, in a simplified setup, these tasks are tractable and harder to solve for discrete particles than the crystalline unit cells. This highlights the need for more work to address the challenges related to generation of variable size graphs and to achieve sub-Ångström positional precision, which would be useful for chemical applications.

Limitations: Both CHILI datasets assume that a discrete nanoparticle can be approximated using the unit cell from the crystalline material. This is not entirely physical, but we find it to be an acceptable trade-off for not having to relax all nanoparticles using DFT, which would require significant expertise and additional compute resources.

Because of the way that CHILI-3K is constructed, the fractional atomic positions in the unit cells are identical across structures in each of crystal type subsets. Models trained for unit_cell_pos_frac prediction tasks should therefore not be validated only on this dataset. We do not expect and have not observed any effects of this on the other tasks.

The data in CHILI-100K is generated from a database of experimental materials, which has an inherent bias towards easily synthesized and stable crystalline materials. The data does, therefore, not cover all parts of the relevant chemical space equally and does not account for potential differences in stability between crystalline and nanomaterials. This is especially important to consider if the CHILI-100K dataset is used for generating novel nanomaterials.

The benchmark experiments were performed with limited hyperparameter tuning. The specific performance obtained by the GNN methods could be improved further by meticulous hyperparameter tuning or including additional tuning of the network architecture.

Open challenges and future work: The prediction of 3D coordinates in chemical systems is an open problem in the chemistry and ML literature. This includes the chemical validity of the prediction and the consideration that the relative positions compared to the whole molecule or (nano)material are often more important than the absolute positions. We think the CHILI datasets can be an important contribution here with the multitude of complex positional data and the associated scattering data, which can be used as input signals, or measures for prediction quality.

Generative modelling of graphs with variable number of nodes and/or edges is an open problem in the graph ML literature. Solving this could revolutionize the field of generative graph ML, and thus also helping materials chemistry. One of the key limitations of the current state-of-the-art is the lack of datasets to facilitate scalability of graph generative models. We hope that the CHILI datasets can be an important contribution.
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A DATA GENERATION

A.1 CIF construction

We construct CIFs according to the crystal types described in West et al. [82] using the ase.spacegroup.crystal function from the atomic simulation environment (ASE) [35]. Each crystal type is described by its fractional atomic positions and its spacegroup. West et al. [82] also provides table values for the unit cell parameters of select materials for each crystal type, which we use to estimate the unit cell parameters of each combination of elements and crystal types. This is done by fitting linear functions to the relationship between each unit cell parameter and the sum of atomic radii of the elements in the chemical formula. The CIF generation code can be found here.

A.2 Crystallography Open Database query

The CIFs from the Crystallography Open Database (COD) [19, 29–31, 60, 61, 64, 75, 76] was queried using the code found here. The CIFs were then cleaned using the code found here. The cleaning process is described in words below.

We used the ase.io.read function from ASE [35] to load the CIFs. Major issues that were known and could be fixed included: generation loop errors, empty columns which we fill with 0’s, and syntax errors - specifically non-closed parenthesis to indicate uncertainties. Issues such as parts of the file missing or less commonly seen errors, could not be fixed and the files were therefore removed from the dataset.

Occasionally, we would observe minor issues where the periodicity of the unit cell would be affected by an insufficient floating-point precision on certain rational fractions such as 1/3 or 1/9. Through an empirical study, we found that a precision of less that five decimal places would lead to periodicity errors, potentially displacing atoms out of the intended symmetry site. We detected such floating-point numbers and increased their precision to five decimal places.

We also found that some CIFs contain two-letter elemental symbols that have both letters capitalized. This leads to issues where the elemental symbols are read incorrectly, such as copper (Cu) being read as carbon (C). This is difficult to detect, but to our knowledge quite rare. We handled the worst cases, where a material is interpreted as containing no metallic elements, by simply removing these files from the dataset.

A.3 Nanomaterial graph generation

We here in more detail explain the graph generation of the CHILI datasets, which is outlined in Figure 1 (step 3 and 4). The nanoparticle generation is done using the generate_nanoparticles utility function from DebyeCalculator [43] (Found here). This approach relies on approximating the real nanoparticle structure as cutouts from crystalline materials.

Step 3: After reading the CIF with ASE [35] (step 2), the unit cell is expanded into a supercell that we ensure extends at least the largest nanoparticle diameter plus an additional 5 Ångströms (Å) of padding along each axis. The supercell is then centered by moving the most central metal atom into origo and the distance of all atoms to the center is calculated to make it easier to determine which atoms are within a cutoff distance.

The atom connectivity in the supercell is then determined by finding the overlaps between each atoms estimated interaction neighborhood. We define the interaction neighborhoods as 125 % of the elements atomic radii in crystals. Atomic radii values was accessed using the Mendeleev package [57] (Data from Slater et al. [71]). The extra 25 % is added to allow for atoms in distorted coordination environments to still be connected. In the border-case where all atoms are too far apart and no overlaps between interaction neighborhoods are found, 110 % of the smallest distance in the unit cell is used as the radius of the interaction neighborhood. This approach to determine atom connectivity creates more edges in the final nanomaterial graph than using the true 1st coordination shell of the atoms. However, that would be way more expensive to calculate and we think this approach is a more realistic approximation of interaction than using a fixed-size local neighborhood to determine edges or using a fully connected graph.

Step 4: The metallic core of the nanoparticle is found simply by checking whether the distance of a metal atom from origo is smaller than or equal to the given radius. The non-metals in the nanoparticle is determined by one of two things: (1) if the distance to origo is less than or equal to the given radius or (2) if its interaction neighborhood is overlapping with the metallic core of the nanoparticle. For both datasets we generate nanoparticles with 5, 10, 15, 20 and 25 Å as the radii.

A.4 Scattering data simulation

The simulation of scattering data, step 5 in Figure 1, in this paper was done using DebyeCalculator [43]. saxs and sans was calculated using the iq function with the parameters shown in Table 6. xrd, nd, xPDF and nPDF was calculated using the _get_all function with the parameters shown in Table 6.

B MORE STATISTICS

Here we present more statistics for the CHILI datasets that were not essential for the main paper.

B.1 CHILI-3K crystal type distribution

The distribution of crystal types in the CHILI-3K dataset is shown in Figure 5 to verify that an equal amount of each crystal type was simulated.
B.2 CHILI-100K subset

For benchmarking we use a stratified subset of the CHILI-100K dataset with 425 samples from each crystal type. The distribution of crystal systems in the CHILI-100K subset is shown in Figure 6. We see that the crystal systems are indeed equally distributed in the subset and each data split.

C MODEL- AND TASK SETUP

C.1 Model setup

GCN: We use the Graph Convolutional Network (GCN) \cite{Kipf2016} as our baseline benchmarking model. Using the hyperparameters described in the experimental section of the original paper, we train a two-layer GCN with a hidden layer size of 32 using the Adam optimizer \cite{Kingma2014} with a learning rate of 0.01 \cite{Kipf2016}.

GraphSAGE: We use the GraphSAGE (SAmple and aggreGatE) \cite{Hamilton2017} model with the default mean aggregator. The same hyperparameters are used for the GraphSAGE model as we used for the GCN model.

GAT: We use the graph attention network (GAT) \cite{Vinyals2017} model with the GATConv convolution. As described in the paper, we use a hidden layer size of 64 and then use our default values from the GCN model for the rest.

GIN: We use the graph isomorphism network (GIN) \cite{Xu2018} model with $\epsilon$ fixed to 0, the GIN-0 variant. The same hyperparameters are used for the GIN model as we used for the GCN model.

EdgeCNN: We use the EdgeCNN \cite{Veli19} model, but without recomputing the graph at every layer as it is not a part of the out-of-the-box model. As described in the paper, we use a 4-layer EdgeCNN model with a hidden layer size of 64. The rest of the hyperparameters use the default values from the GCN model.

GraphUNet: We use the graph U-Net \cite{Bosc2018} model with the default pooling ratio of 0.5. The paper observes improved performance with deeper networks until a depth of 4, however we use only a depth of 2 because of memory constraints. The other hyperparameters are the same as the default values from the GCN model.

PMLP: We use the propagational multi-layer perceptron (PMLP) \cite{Qi2017} model with default initialization values. The same hyperparameters are used for the PMLP model as we used for the GCN model.
Table 7: Number of trainable parameters in the GNN backbone. These numbers are not accurate for the node-level tasks, atomic_number classification and pos_abs regression, because the feature dimensions of the final GNN layer are different.

<table>
<thead>
<tr>
<th>Model</th>
<th>Trainable parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>GCN</td>
<td>2368</td>
</tr>
<tr>
<td>PMLP</td>
<td>2368</td>
</tr>
<tr>
<td>GraphSAGE</td>
<td>4640</td>
</tr>
<tr>
<td>GAT</td>
<td>4928</td>
</tr>
<tr>
<td>GraphUNet</td>
<td>5600</td>
</tr>
<tr>
<td>GIN</td>
<td>7584</td>
</tr>
<tr>
<td>EdgeCNN</td>
<td>42368</td>
</tr>
</tbody>
</table>

MLP: We use a simple 4-layer multilayered perception (MLP) model with a hidden layer size of 128. A ReLU activation function is applied following every layer except the final one.

C.2 Model complexity

We measure the complexity of the off-the-shelf GNN models by their number of trainable parameters. The number of trainable parameters change for the node-level tasks, atomic_number classification and pos_abs regression, because the feature dimensions of the final GNN layer are different. The number of trainable parameters for the models are shown in Table 7.

C.3 Task setup

For the benchmarking of prediction tasks, we chose all classification tasks, see Table 3, and all regression tasks except for SANS, ND and nPDF, see Table 3. These 3 were excluded from the benchmarking as they show a high degree of similarity with SAXS, XRD and xPDF respectively and the scattering intensity of X-rays is more predictable than neutrons as it scales with the number of electrons.

**Node-level tasks:** For all node-level tasks, the final GNN layer has feature dimensions matching the number of classes, see Table 3, or the size of the regression target, see Table 3.

**Edge-level tasks:** For the edge-level task, the final GNN layer has 64 output features. The dot product of the output features of two nodes connected by an edge is then calculated to predict the distance associated with that edge.

**Graph-level tasks:** For all graph-level tasks, the final GNN layer has 64 output features. The graph is then summarized by concatenating a global mean, sum and max pooling, which is then passed through 2 fully connected linear layers with a ReLU activation function in between. The input size of the linear layers are 192, which is 3 times the number of output features, and the final output size matches the number of classes, see Table 3, or the size of the regression target, see Table 3. The hidden layer size is determined as the midpoint of the input and output dimensions.

**Generative tasks:** Before being parsed to the MLP model, the scattering data undergoes min-max normalization. The MLP model outputs a single vector of size equal to 3 times the maximum number of atoms (see Table 3) to accommodate all Cartesian coordinates (x, y and z). A mask is derived from the ground truth structure to restrict the propagation of loss to errors on the coordinates of the atoms present in the ground truth structure. Before comparing the structures, the coordinates in the ground truth structure are sorted in ascending order according to their distance from the origin.

D ADDITIONAL RESULTS

D.1 Scattering data regression results

We present regression results on test samples for predicting xPDF, XRD and SAXS; EdgeCNN on CHILI-3K in Figure 8 and on CHILI-100K in Figure 10, GAT on CHILI-3K in Figure 9 and on CHILI-100K in Figure 11.

Figure 8: Regression results of the EdgeCNN model against the ground truth for the xPDF regression task (top), XRD regression task (middle), and SAXS regression task (bottom), all on a test sample of Mercury Oxide structure of crystal type NiAs from CHILI-3K. To improve clarity, both predictions and ground truths are rescaled to match the scale of the ground truth before normalization.

D.2 Generative reconstruction results

In both the generative tasks, we first extract a subset of all structures within the datasets to train on; limiting them to a chosen maximum number of atoms. All structure coordinates are padded to ensure that their dimensionality matches and any loss calculations are restricted to operate solely on the atoms present in the ground truth structures.

Figure 12 shows a reconstruction example using the MLP model on a sample from CHILI-3K, predicting absolute positions. Figure 14 shows a reconstruction example using the MLP model on a sample from CHILI-100K, predicting absolute positions. Figure 13 and 15 each show equivalent examples, but for the unit cells.
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Figure 10: Regression results of the EdgeCNN model against the ground truth for the xPDF regression task (top), XRD regression task (middle), and SAXS regression task (bottom), all on a test sample of Butschliite (COD ID: 9000391) from CHILI-100K. To improve clarity, both predictions and ground truths are rescaled to match the scale of the ground truth before normalization.
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Figure 11: Regression results of the GAT model against the ground truth for the xPDF regression task (top), XRD regression task (middle), and SAXS regression task (bottom), all on a test sample of Butschliite (COD ID: 9000391) from CHILI-100K. To improve clarity, both predictions and ground truths are rescaled to match the scale of the ground truth before normalization.
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Figure 12: Reconstruction example using the MLP model on a sample from the CHILI-3K test set. The particle is derived from a Wurtzite crystal consisting of Tin (grey) and Oxygen (red). Panel (a) showcases the ground truth, while panels (b) and (c) display the predicted structures using XRD data (MAE: 2.19 Å) and xPDF data (MAE: 2.48 Å), respectively.

D.3 Property-to-property prediction results

In addition to the standard classification, regression and generation tasks, we performed benchmarks on tasks which involve the classification of crystal systems and spacegroups from scattering data, as well as regression of the crystal unit cell parameters. The results of these benchmarks are presented in Table 8.
Figure 13: Reconstruction example of unit cell using the MLP model on a sample from the CHILI-3K test set. The particle is derived from a Wurtzite crystal consisting of Tin (grey) and Oxygen (red). Panel (a) showcases the ground truth, while panels (b) and (c) display the predicted unit cell using XRD data (MAE: 0.0041) and xPDF data (MAE: 0.0065), respectively.

Figure 14: Reconstruction example using the MLP model on a sample from the CHILI-100K test set. The particle is derived from a Lithium Manganese Oxide crystal (COD-ID: 7214197) consisting of Lithium (green), Manganese (purple) and Oxygen (red). Panel (a) showcases the ground truth, while panels (b) and (c) display the predicted structures using XRD data (MAE: 1.84 Å) and xPDF data (MAE: 1.81 Å), respectively.

Figure 15: Reconstruction example of unit cell using the MLP model on a sample from the CHILI-100K test set. The particle is derived from a SiO₂ Quartz crystal consisting of Silicon (blue) and Oxygen (red). Panel (a) showcases the ground truth, while panels (b) and (c) display the predicted unit cell using XRD data (MAE: 0.138) and xPDF data (MAE: 0.151), respectively.

Table 8: Results on property-to-property benchmark experiments on the CHILI-3K and CHILI-100K datasets. Metrics are: F1-score for all classification tasks and MSE for all regression tasks.

<table>
<thead>
<tr>
<th>Task</th>
<th>CHILI-3K</th>
<th>CHILI-100K</th>
</tr>
</thead>
<tbody>
<tr>
<td>CrystalSystemClassificationSAXS</td>
<td>0.849 ± 0.049</td>
<td>0.253 ± 0.012</td>
</tr>
<tr>
<td>CrystalSystemClassificationXRD</td>
<td>0.983 ± 0.006</td>
<td>0.475 ± 0.009</td>
</tr>
<tr>
<td>CrystalSystemClassificationxPDF</td>
<td>0.975 ± 0.006</td>
<td>0.185 ± 0.100</td>
</tr>
<tr>
<td>SpacegroupClassificationSAXS</td>
<td>0.828 ± 0.022</td>
<td>0.146 ± 0.014</td>
</tr>
<tr>
<td>SpacegroupClassificationXRD</td>
<td>0.983 ± 0.008</td>
<td>0.364 ± 0.015</td>
</tr>
<tr>
<td>SpacegroupClassificationxPDF</td>
<td>0.958 ± 0.004</td>
<td>0.314 ± 0.039</td>
</tr>
<tr>
<td>CellParamsRegressionSAXS</td>
<td>42.726 ± 10.425</td>
<td>73.501 ± 1.214</td>
</tr>
<tr>
<td>CellParamsRegressionXRD</td>
<td>3.533 ± 1.575</td>
<td>62.621 ± 7.219</td>
</tr>
<tr>
<td>CellParamsRegressionxPDF</td>
<td>3.554 ± 1.081</td>
<td>70.355 ± 2.939</td>
</tr>
</tbody>
</table>