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ABSTRACT: The knowledge of the material budget with a high precision is fundamental for measurements of direct photon production using the photon conversion method due to its direct impact on the total systematic uncertainty. Moreover, it influences many aspects of the charged-particle reconstruction performance. In this article, two procedures to determine data-driven corrections to the material-budget description in ALICE simulation software are developed. One is based on the precise knowledge of the gas composition in the Time Projection Chamber. The other is based on the robustness of the ratio between the produced number of photons and charged particles, to a large extent due to the approximate isospin symmetry in the number of produced neutral and charged pions. Both methods are applied to ALICE data allowing for a reduction of the overall material budget systematic uncertainty from 4.5% down to 2.5%. Using these methods, a locally correct material budget is also achieved. The two proposed methods are generic and can be applied to any experiment in a similar fashion.
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1 Introduction

The ALICE experiment is a dedicated heavy-ion experiment at the CERN LHC [1–3]. In ALICE, photons are measured using either the calorimeters (PHOS [4, 5], EMCal [6–8]), or the Photon Conversion Method (PCM) [2, 9], i.e. via the reconstruction of e+e− pairs from photon conversions in the detector material. The material budget is, expressed in % of radiation lengths, $X/X_0 = (11.4 \pm 0.5)\%$ [2, 9]$. This value is an average over the pseudorapidity range $|\eta| < 0.9$ and it is integrated in the radial direction ($R$) up to 180 cm, where $R$ is calculated in the transverse $x\gamma$-plane to the beam axis ($z$). This uncertainty in the material budget translates into a systematic uncertainty of photon spectrum measurements. For example, direct-photon production$^2$ was measured in Pb–Pb collisions at a center of mass energy per nucleon pair of $\sqrt{s_{NN}} = 2.76$ TeV in three centrality classes by ALICE [10]. The measurement was done by a combination of the independent PCM and PHOS measurements. A low transverse momentum ($p_T$) excess with respect to perturbative Quantum Chromodynamics (pQCD) prompt-photon predictions is observed, which can be attributed to thermal photon emission from the quark–gluon plasma (QGP). The current uncertainties do not allow for discrimination among the proposed theoretical models [11–19]. For the events in the 0–20% centrality interval, the low $p_T$ excess is of the order of 10–15%, and the total uncertainty is

---

$^1$Obtained from the geometrical model of the ALICE experiment implemented in the simulation software.

$^2$The terminology used for the different photons sources is as follows. Direct photons: all photons except from neutral meson decays. Thermal photons: photons from the QGP and hadron gas that are dominant at low transverse momentum ($p_T < 3$ GeV/c). Prompt photons: produced in hard scatterings (calculable with pQCD) and pre-equilibrium photons that are dominant at high $p_T$ ($p_T > 5$ GeV/c).
approximately 6% at low $p_T$ with the largest contribution being the 4.5% of the material budget. Therefore, reducing the uncertainty of the material budget is essential for improving the significance of the direct-photon measurements and, thereby, allowing for a larger discrimination power among the different theoretical models.

The estimated systematic uncertainty related to the material budget of $\pm 4.5\%$ [2, 9] is an average over the $R$ range given above. Initially, the systematic uncertainty was estimated by comparing the reconstructed number of $\gamma$ conversions ($N_\gamma$) normalized to the number of charged particles ($N_{ch}$) between real data (RD) and Monte Carlo (MC) simulations. Two event generators (PYTHIA 6 [20] and PHOJET 1.12 [21]), two secondary vertex finder algorithms with different optimization criteria, and two momentum ranges were considered. Local differences of up to 20% were observed in some parts of the detector. The development of new procedures to reduce the systematic uncertainty and to achieve a more accurate local description of the material budget in the simulation is therefore mandatory.

This article establishes two data-driven correction methods for a precise determination of the material budget of a given detector using reconstructed photon conversions. The methods are based either on the existence of a well-known piece of material (e.g. the TPC gas in the ALICE case) or on the robustness of the ratio $N_\gamma/N_{ch}$ above a low $p_T$ threshold which is largely due to the approximate isospin symmetry in pion production. The two methods are developed for the ALICE experiment but can, in principle, be employed in any other experiment.

This article is organized as follows. The ALICE experimental setup and event sample used in this article and the photon reconstruction are described in section 2, and section 3, respectively. The proposed correction procedures are introduced in section 4. The results are presented in section 5 followed by the conclusions in section 6.

2 Detector description and data sample

A comprehensive description of the ALICE experiment during the LHC Runs 1 and 2 and its performance can be found in refs. [1, 2]. The relevant detectors for this analysis are the Inner Tracking System (ITS) [22], the Time Projection Chamber (TPC) [23] and the V0 detectors [24] which are operated inside a magnetic field up to 0.5 T directed parallel to the beam axis. The ITS consists of six cylindrical layers of high resolution silicon tracking detectors. The two innermost layers located at a radial distance of 3.9 cm and 7.6 cm are silicon pixel detectors (SPD); the two intermediate layers are silicon drift detectors (SDD) positioned at 15.0 cm and at 23.9 cm; and the two outermost layers are silicon strip detectors (SSD) at 38.0 cm and 43.0 cm. It measures the position of the primary collision vertex, the impact parameter of the tracks, and improves considerably the track $p_T$ resolution at high $p_T$. The SDD and SSD layers provide the amplitude of the charged signal that is used for particle identification through the measurement of the specific energy loss ($dE/dx$). The TPC is a large (~85 m$^3$) cylindrical drift detector filled during 2017 with a Ne/CO$_2$/N$_2$ (90/10/5) gas mixture. It covers a pseudorapidity acceptance of $|\eta| < 0.9$ over the full azimuthal range, with a maximum of 159 reconstructed space points along the path of the track. In addition to the space points for the track reconstruction, the TPC provides particle identification via the measurement of the $dE/dx$. The V0 detector, which is made of two arrays of 32 plastic scintillators located at $2.8 < \eta < 5.1$ (V0A) and $-3.7 < \eta < -1.7$ (V0C), is used for triggering on the collisions [24].
The analyses presented here use the low intensity part (up to few hundred Hz interaction rate) of the data recorded in 2017 during the LHC pp run at $\sqrt{s} = 5.02$ TeV. A total of about $4 \times 10^7$ pp collisions recorded with a minimum-bias (MB) trigger are used. The MB trigger was defined by signals in both V0 detectors in coincidence with a bunch crossing to minimize the contribution from diffractive interactions. Contamination from beam-induced background events, produced outside the interaction region, is removed using the timing information of the V0 detectors and taking into account the correlation between tracklets and clusters in the SPD detector [2]. The events used for the analysis are required to have a primary vertex in the fiducial region $|z| < 10$ cm along the beam-line direction. The primary vertex is reconstructed either using global tracks (with ITS and TPC information) or using SPD tracklets. The contamination from in-bunch pile-up events is removed offline by excluding events with multiple vertices reconstructed in the SPD [25].

In general, MC simulations use a geometrical model of the ALICE detectors, an event generator as input, and a particle transport software, GEANT3 [26] in the ALICE case.

3 Photon reconstruction

Photons are reconstructed by measuring the $e^+e^-$ pairs produced in photon conversions in the detector material. Charged tracks are reconstructed in the ALICE central barrel with the ITS [22] and the TPC [23], working together or independently. Two secondary-vertex algorithms with different optimization criteria are used in this analysis to search for oppositely-charged track pairs originating from a common (secondary) vertex, referred to as $V^0$ [2]. The $V^0$ sample consists mainly of $K^0_S$, $\Lambda$, $\bar{\Lambda}$ decays and $\gamma$ conversions. Selection criteria based on track quality, particle identification and the topology of a photon conversion are applied. The complete list of selection criteria is summarized in table 1. Electrons, positrons, and photons are required to be within $|\eta| < 0.8$. In order to ensure good track quality, a minimum track transverse momentum of 50 MeV/c and a fraction of TPC clusters over findable clusters (the number of geometrically possible clusters which can be assigned to a track) above 0.6 were required. The conversion point of the photon candidates should be inside the $\eta$ acceptance and the conversion radius should be inside $0 < R < 180$ cm and within the limits given by the so called ‘line cut’ (see table 1) to ensure that the photons come from the primary vertex. Electron identification and pion rejection are performed by using the specific energy loss $dE/dx$ in the TPC. The selection and rejection criteria are based on the number of standard deviations ($n\sigma_e$ and $n\sigma_\pi$) around the electron and pion hypothesis, where $\sigma$ is the standard deviation of the energy loss measurement. The remaining contamination from $\Lambda$, $\bar{\Lambda}$, and $K^0_S$ is further reduced using a two-dimensional selection in the ($\alpha$, $q_T$) distribution, known as the Armenteros-Podolanski plot [27]: $\alpha$ is the longitudinal momentum asymmetry of positive and negative daughter tracks, defined as $\alpha = (p^+_L - p^-_L)/(p^+_L + p^-_L)$, and $q_T$ is the transverse momentum of the decay particles with respect to the $V^0$ momentum. Conversion electrons have a preferred emission orientation that can be described by the angle $\psi_{pair}$ between the plane that is perpendicular to the magnetic field (x-y plane) and the plane defined by the opening angle of the pair. A selection on $\psi_{pair}$ together with a cut on the photon $\chi^2$ of the Kalman filter fit [28] further suppresses the contamination from non-photonic $V^0$ candidates. Monte Carlo simulations show that a photon purity above 99% is achieved at all transverse momenta except in the vicinity of $p_T \sim 0.3$ GeV/c where it decreases to 98%. Figure 1 shows the probability that a reconstructed electron
Table 1. Selection criteria applied to the $V^0$ sample to select photons among the different particles.

<table>
<thead>
<tr>
<th>Track reconstruction</th>
<th>$p_T$ &gt; 0.05 GeV/c</th>
</tr>
</thead>
<tbody>
<tr>
<td>e± track $p_T$</td>
<td>$</td>
</tr>
<tr>
<td>e± track $\eta$</td>
<td>&gt; 60%</td>
</tr>
<tr>
<td>$N_{\text{clusters}}/N_{\text{findable clusters}}$</td>
<td>$0 &lt; R &lt; 180$ cm</td>
</tr>
<tr>
<td>conversion radius</td>
<td>$R &gt;</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Track identification</th>
<th>$-3 &lt; n\sigma_e &lt; 5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$n\sigma_e$ TPC</td>
<td>$n\sigma_\pi &gt; 2$ for $0.25 &lt; p &lt; 3.5$ GeV/c</td>
</tr>
<tr>
<td>$n\sigma_\pi$ TPC</td>
<td>$n\sigma_\pi &gt; 0.5$ for $p &gt; 3.5$ GeV/c</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Conversion $\gamma$ topology</th>
<th>$q_T &lt; 0.05 \sqrt{1 - (\alpha/0.95)^2}$ GeV/c</th>
</tr>
</thead>
<tbody>
<tr>
<td>photon fit quality</td>
<td>$\chi^2_{\text{max}} = 20$</td>
</tr>
<tr>
<td>$\psi_{\text{pair}}$</td>
<td>$</td>
</tr>
</tbody>
</table>

The RD as well as reconstructed distributions from a MC simulation based on PYTHIA 8 with the Monash 2013 tune [29, 30] as input event generator are shown. Converted photons with $p > 0.4$ GeV/c can be reconstructed with electron fractional energies from 0 to 1, while at lower $p$ only largely symmetric conversions are detected. Differences between the data and MC distributions are largely due to different photon momentum distributions that are not yet equalized at this stage (see eq. (5.2)). A high purity in the photon sample can be inferred from the similarity of the red points (MC) and blue curves that represent only MC verified photons (figure 1).

Figure 2 displays the radial distribution of photon conversion vertices. The experimental data as well as reconstructed distributions from a MC simulation based on PYTHIA 8 with the Monash 2013 tune [29, 30] as input event generator are shown. The radial distribution of reconstructed conversion vertices clearly reveals the different detector structures corresponding to the ITS and TPC. The experimental distribution is compared to the one obtained from MC simulations that accounts for the time-dependent variations of the detector conditions. The main goal is to select the primary photon sample, i.e. photons coming from electromagnetic decays of neutral mesons or direct photons. Additionally, there are three types of background contributions shown in the figure that need special treatment. i) Primary $e^+e^-$ pairs from $\pi^0$ (or $\eta$) Dalitz decays wrongly detected as conversion photons, mainly localized at radii smaller than 5 cm, can be suppressed by a minimum cut of 5 cm in the analysis. ii) Random combinatorial background, which is subtracted both in RD and MC based on the MC. iii) a 5–10% contribution of secondary photons [31] from weak decays of $K^0_S$ (e.g. $K^0_S \rightarrow \pi^0 \pi^0$) and $\Lambda$ ($\bar{\Lambda}$) (e.g. $\Lambda \rightarrow n\pi^0$) hadrons, and interactions in the detector material. The contribution from weak decays is estimated in the data by using a particle decay simulation called “cocktail simulation” [32] based on parametrizations of measured particle spectra, and in MC using the full MC information (labelled ‘True’ in figure 2). The contribution from interactions
in the detector material is taken from MC, for both MC and real data (RD). The total secondary contribution is then subtracted from the photon sample in the data and in the MC simulated sample for each radial interval.

4 Calibration methods

The RD to MC comparison of the number of reconstructed photons as a function of the conversion point radius shown in figure 2 reveals local differences of up to 20% in the number of reconstructed photons. This provides evidence that the implementation of the material budget in the geometrical model of ALICE is not accurate enough in some parts of the detector, which may impact the precision of various analyses in ALICE.

Two data-driven calibration methods (the $\omega_i$ and $\Omega_i$ calibration weights, section 4.1, section 4.2) were developed in order to mitigate the differences by correcting the detector material description in MC simulations, and thus, reducing the systematic uncertainty. The complete radial range is subdivided in twelve intervals as shown in figure 2. The resulting calibration weights are then used to scale the photon reconstruction efficiency as follows:

$$\epsilon_{MC, \text{corr}}(p_T) = \frac{\sum_i W_i \times dN_{\gamma,i}^{\text{MC}}/dp_T}{dN_{\gamma}^{\text{prod}}/dp_T},$$

where $W_i$ are the correction factors in each radial interval $i$ ($W_i = \omega_i$ or $W_i = \Omega_i$), $dN_{\gamma,i}^{\text{MC}}/dp_T$ is the number of primary photons reconstructed in the Monte Carlo simulated data at a given $p_T$ and radial interval $i$ (see figure 2) in the pseudorapidity range $|\eta| < 0.8$, and $dN_{\gamma}^{\text{prod}}/dp_T$ is the total number of photons produced at a given $p_T$ as given by the input event generator used in the MC within the same pseudorapidity interval.

$^3$This differences could not be reduced further by checks of the ALICE geometrical model.
Another approach for applying the calibration weights is to scale the density of the detector materials used in the geometrical model of the detector by the correction factors $W_i$, and produce new MC simulations. While the method given by eq. (4.1) is only valid for analyses involving photons, the scaling of the density is valid for all analyses. The only disadvantage is the need of creating new simulation samples, with the corresponding CPU needs.

4.1 TPC-gas based calibration weights: $\omega_i$

The material-budget correction via $\omega_i$ calibration weights exploits the fact that a well-known and homogeneous part of the detector material can be used as a reference to calibrate the material budget of the rest of the detector known with less precision. The TPC gas volume [23] in the fiducial range used for photon reconstruction, $95 < R < 145$ cm, is perfectly suited for this purpose. The TPC gas material budget depends on the exact chemical composition, temperature and pressure of the gas. During data taking, variations in the TPC gas composition and pressure are monitored.
with a gas chromatograph and a pressure gauge, respectively, and applied accordingly in the MC simulations via access to the conditions and calibrations database with a granularity of few hours. The temperature gradients inside the TPC are controlled to a root-mean-square (rms) deviation of less than 0.05 °C [23] in order to control the drift properties. With the TPC gas monitoring system [23] the TPC gas density is known to the per mil level. The TPC-gas based calibration weights \( \omega_i \) are then given by

\[
\omega_i = \frac{N_{\gamma,i}^{\text{rec,RD}} / N_{\gamma,i}^{\text{rec,MC},\text{gas}}}{N_{\gamma,i}^{\text{rec,MC}}}\]

(4.2)

where \( N_{\gamma,i}^{\text{rec,X}} \) is the number of reconstructed primary photons in a given radial interval \( i \) (denoted by ‘gas’ for the reference one) expressed as

\[
N_{\gamma,i}^{\text{rec,X}} = \int_{p_T,\text{min}}^{\infty} \bar{P}_i^X(p_T) \times \epsilon_i^X(p_T) \frac{dN_{\gamma}^{\text{prod,X}}}{dp_T} dp_T = P_i^X \times \epsilon_i^X \times N_{\gamma}^{\text{prod,X}},
\]

(4.3)

where \( X \) refers both to RD and to MC, \( p_{T,\text{min}} = 0.05 \text{ GeV/c} \), \( N_{\gamma}^{\text{prod}} \) is the number of produced primary photons either in RD or in MC. The photon conversion probability, and the photon reconstruction efficiency in a given radial interval \( i \) are denoted by \( P_i \) and \( \epsilon_{\gamma,i} \), respectively. The reweighted \( N_{\gamma,i}^{\text{rec}} \) is defined later in eq. (5.1). The photon reconstruction efficiency is calculated using MC simulations. The RD and MC labels are also used in the efficiency to emphasize possible differences of the RD efficiency compared to the values obtained in the MC simulations. The ratio between two radial intervals suppresses the impact of different numbers of produced photons, or the overall reconstruction efficiency, between data and Monte Carlo simulations.

### 4.2 Pion-isospin-symmetry based calibration weights: \( \Omega_i \)

The material budget correction via the \( \Omega_i \) calibration weights exploits the robustness of the ratio of the number of reconstructed photons to the number of reconstructed charged particles \( (N_{\gamma}^{\text{rec}} / N_{\text{ch}}^{\text{rec}}) \) above a certain low \( p_T \) threshold. The reason for the robustness is the approximate isospin symmetry [33] in the number of produced charged and neutral pions, and that charged pions and photons from \( \pi^0 \) decays are the dominant contributions to the number of charged particles (90% of charged particles are charged pions) [34, 35] and the total number of photons [32], respectively. ‘Approximate’ is used to point out that electromagnetic decays of the \( \eta, \omega \) and \( \eta' \) mesons are cases that violate the pion isospin symmetry. By employing PYTHIA 8 and PHOJET [21] event generators it was checked that the ratio is constant at the per mil level even if the charged-particle multiplicity or the photon multiplicity differ by 10–20% depending on the collision energy and event generator.

In summary, the ratio of the number of reconstructed primary photons in a given radial interval \( (N_{\gamma}^{\text{rec}}) \) divided by the number of reconstructed primary charged particles \( (N_{\text{ch}}) \) in RD over the same quantity in MC \( (\Omega_i) \) is sensitive to the correctness of the detector material implementation; thus, the \( \Omega_i \) can be used as calibration weights.

The pion-isospin-symmetry based calibration weights \( (\Omega_i) \) are then defined as

\[
\Omega_i = \frac{N_{\gamma,i}^{\text{rec,RD}} / N_{\text{ch}}^{\text{rec,RD}}}{N_{\gamma,i}^{\text{rec,MC}} / N_{\text{ch}}^{\text{rec,MC}}},
\]

(4.4)
where \(N_{\text{rec},X}^{\text{ch}}\) is the number of reconstructed primary tracks with a transverse momentum \(p_T > 0.15\gevc\) in the pseudorapidity range \(|\eta| < 0.8\), \(X\) refers to RD or to MC, and \(N_{\gamma,i}^{\text{prod},X}\) is the number of reconstructed primary photons in the radial interval \(i\) with transverse momentum above a minimum value of 0.05 GeV/c (see eq. (4.3)). The reweighted \(N_{\gamma,i}^{\text{prod},X}\) is defined later in eq. (5.1). Charged tracks are selected with selections on the number of space points used for tracking and on the quality of the track fit, as well as on the distance of closest approach to the reconstructed vertex [35]. The contribution of secondary charged particles is subtracted in the case of data using the measurement performed in ALICE in the same data set [35], and in MC using the full MC information. The normalization to \(N_{\text{ch}}\) minimizes the impact of the model dependence of a given inclusive photon production yield \(N_{\gamma}^{\text{prod}}\) in an event generator relative to RD.

### 4.3 Comparison of the two calibration methods

The comparison of the two calibration factors described in section 4.1 and section 4.2 carries very valuable information. In order to gain insights into potential differences between the two sets of correction factors, it is useful to write them in terms of the conversion probability \(P_i\) in a given radial interval.

Taking into account eq. (4.3), the \(\Omega_i\) calculation given by eq. (4.2) transforms into

\[
\Omega_i = \frac{P_{\text{RD}}^i \times \epsilon_{\gamma,i}^\text{RD} \times P_{\text{MC}}^i \times \epsilon_{\gamma,i}^\text{MC}}{P_{\text{RD}}^i \times \epsilon_{\gamma,i}^\text{RD} \times P_{\text{MC}}^i \times \epsilon_{\gamma,i}^\text{MC}}. (4.5)
\]

Under the assumption that the gas is a well-known material, the conversion probabilities in MC and RD agree for the reference radial interval, i.e.

\[
P_{\text{RD}}^\text{gas} = P_{\text{MC}}^\text{gas}. (4.6)
\]

Then, the \(\Omega_i\) calculation given by eq. (4.5) reduces to

\[
\Omega_i = \frac{P_{\text{RD}}^i \times \epsilon_{\gamma,i}^\text{RD} \times \epsilon_{\gamma,i}^\text{MC}}{P_{\text{MC}}^i \times \epsilon_{\gamma,i}^\text{MC}}, (4.7)
\]

For the pion-isospin-symmetry based calibration method, \(\Omega_i\), the number of reconstructed primary charged particles \((N_{\text{ch}})\) in the same \(|\eta|\) range is also needed:

\[
N_{\text{ch}}^{\text{rec},X} = N_{\text{ch}}^{\text{prod},X} \times \epsilon_{\text{track}}^X, (4.8)
\]

where \(X\) refers to RD or MC.

Using eq. (4.4) and eq. (4.8) the \(\Omega_i\) are given by

\[
\Omega_i = \frac{P_{\text{RD}}^i \times \epsilon_{\gamma,i}^\text{RD} \times \epsilon_{\gamma,i}^\text{MC} \times N_{\gamma}^{\text{prod},\text{RD}} / N_{\gamma}^{\text{prod},\text{MC}}}{P_{\text{MC}}^i \times \epsilon_{\gamma,i}^\text{MC} \times N_{\gamma}^{\text{prod},\text{MC}} / N_{\gamma}^{\text{prod},\text{RD}}}. (4.9)
\]

By employing the same MC simulations with PYTHIA 8 and PHOJET as event generators it was verified that the quantity \(N_{\gamma}^{\text{prod}} / N_{\text{ch}}^{\text{prod}}\) is constant within approximately 1.5% when varying \(P_{\text{T,\min}}\) between 0.15 GeV/c and 0.25 GeV/c. The \(P_{\text{T,\min}}\) value reduces the diffractive contribution that is different among the two event generators. In this work, the value for the ratio \(N_{\gamma}^{\text{prod}} / N_{\text{ch}}^{\text{prod}}\) obtained

\[
\ldots
\]
from PYTHIA is assumed for RD and differences between PYTHIA and PHOJET are taken as part of the systematic uncertainties. With this assumption for the quantity $N_{\gamma}^{\text{prod}}/N_{\text{ch}}^{\text{prod}}$, the calibration weights $\Omega_i$ reduce to

$$
\Omega_i = \frac{P_{\text{RD}} \times \varepsilon_{\gamma,i} \times \varepsilon_{\text{track}}^{\text{RD}}}{P_{\text{MC}} \times \varepsilon_{\gamma,i} \times \varepsilon_{\text{track}}^{\text{MC}}} .
$$

(4.10)

In case a constant ($p_T$ and $R$-independent) factor between the $V^0$ reconstruction efficiencies in RD and MC would exist ($\varepsilon_{\gamma,i}^{\text{RD}}/\varepsilon_{\gamma,i}^{\text{MC}}$) it would drop out for the $\omega_i$ weights (see eq. (4.5)). According to eq. (4.10) this is not the case for $\Omega_i$ weights.

Using eq. (4.5) or eq. (4.7) and eq. (4.10), the ratio $\Omega_i/\omega_i$ is given by

$$
\frac{\Omega_i}{\omega_i} = \frac{P_{\text{RD}} \times \varepsilon_{\gamma,i} \times \varepsilon_{\text{track}}^{\text{RD}}}{P_{\text{MC}} \times \varepsilon_{\gamma,i} \times \varepsilon_{\text{track}}^{\text{MC}}} ,
$$

(4.11)

or

$$
\frac{\Omega_i}{\omega_i} = \frac{\varepsilon_{\gamma,i} \times \varepsilon_{\text{track}}^{\text{MC}}}{\varepsilon_{\gamma,i} \times \varepsilon_{\text{track}}^{\text{RD}}} .
$$

(4.12)

By calculating the $\Omega_i/\omega_i$ ratio one can cross-check if the ratio $\varepsilon_{\gamma,i}/\varepsilon_{\text{track}}$, i.e. the reconstruction efficiency in the reference radial interval ‘gas’ over the charged particle reconstruction efficiency, is reproduced in MC. In case $\Omega_i/\omega_i \neq 1$, the $\omega_i$ calibration weights cannot be used directly as correction factors.

### 5 Determination of $\omega_i$ and $\Omega_i$

All quantities that are needed to compute the $\omega_i$ and $\Omega_i$ correction factors are introduced in section 4. The calculation of the $\omega_i$ and $\Omega_i$ weights follows an iterative procedure because, as the photon reconstruction efficiency is different for the various radial intervals, the differences between the reconstructed number of photons in RD and in MC can also result from a deviation of the shape of the MC photon $p_T$ spectrum from RD. In order to take this effect into account, the shape of the MC simulated photon transverse momentum spectrum is adjusted to the measured shape in RD by applying weights ($\Theta(p_T)$) to the MC simulated data as

$$
dN'_{\gamma}^{\text{rec,MC}}/dp_T = dN_{\gamma}^{\text{rec,MC}}/dp_T \times \Theta(p_T),
$$

(5.1)

where $\Theta(p_T)$ is defined as

$$
\Theta(p_T) = \frac{N_{\gamma}^{\text{rec,MC}}}{N_{\gamma}^{\text{rec,RD}}} \times \frac{dN_{\gamma}^{\text{rec,RD}}/dp_T}{dN_{\gamma}^{\text{rec,MC}}/dp_T} .
$$

(5.2)

The total number of photons is preserved as only the shape of the spectrum is modified,

$$
N'_{\gamma}^{\text{rec,MC}} = N_{\gamma}^{\text{rec,MC}} .
$$

(5.3)

The first step is to align the shape of the reconstructed transverse momentum distributions of the MC to the data (eq. (5.1)) using the $\Theta(p_T)$ factors given in eq. (5.2). This step is performed twice to achieve good agreement. A set of $\omega_i$ and $\Omega_i$ is then obtained using eq. (4.2) and eq. (4.4), respectively. Applying the $\Omega_i$ calibration weights results in a modification of the reconstructed transverse momentum distribution. Therefore, a second iteration of the complete procedure is
Table 2. Sources of the relative systematic uncertainties (%) of $\Omega_i$ and $\omega_i$ for two radial intervals. The $V^0$ finder category includes uncertainties on the reconstruction efficiency and its $p_T$ and $R$ dependence, track selection criteria, as well as two $V^0$ finder methods. The generator category includes uncertainties on the robustness of $N_\gamma/N_{ch}$. The total systematic uncertainty is given in the last row.

<table>
<thead>
<tr>
<th>Category</th>
<th>$5 \text{ cm} &lt; R &lt; 8.5 \text{ cm}$</th>
<th>$95 \text{ cm} &lt; R &lt; 145 \text{ cm}$</th>
<th>$8.5 \text{ cm} &lt; R &lt; 13 \text{ cm}$</th>
<th>$72 \text{ cm} &lt; R &lt; 95 \text{ cm}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$V^0$ finder</td>
<td>2.74 %</td>
<td>2.9%</td>
<td>2.2%</td>
<td>1.83%</td>
</tr>
<tr>
<td>Generator</td>
<td>0.16%</td>
<td>2.9%</td>
<td>3.2%</td>
<td>0.62%</td>
</tr>
<tr>
<td>$p_{T,\text{min}}$</td>
<td>Negligible</td>
<td>Negligible</td>
<td>Negligible</td>
<td>Negligible</td>
</tr>
<tr>
<td>$\sigma_{\text{sys}}$</td>
<td>2.74%</td>
<td>4.1%</td>
<td>3.8%</td>
<td>1.93%</td>
</tr>
</tbody>
</table>

performed, i.e. a new set of $\Theta(p_T)$ and $\Omega_i$ is computed. Applying this new set of $\Omega_i$ does not introduce any further change in the transverse momentum distribution, i.e. the procedure of evaluating $\omega_i$ and $\Omega_i$ weights converged.

Four combinations of input event generators and $V^0$ finders are tested and used for the evaluation of the systematic uncertainties. PYTHIA 8 with the Monash 2013 tune [29, 30] and PHOJET 1.12 [21], available within the DPMJET 3.0 [36] package, are used. The default combination is using PYTHIA 8 as event generator, since the Monash tune is the result of an optimization for the LHC data. For PHOJET larger differences as compared with PYTHIA 8 are observed in the simulated charged-particle multiplicity distributions compared to experimental data. Both event generators show differences in the transverse momentum spectrum with respect to experimental data. These differences are considered as part of the systematic uncertainties of the resulting material budget weights. The two $V^0$ finders are called “on-the-fly” and “offline”. The “on-the-fly” $V^0$ finder searches for $V^0$ candidates during the tracking procedure, when the complete detector information, down to reconstructed clusters is available. The “offline” $V^0$ finder searches for $V^0$ candidates based on reconstructed tracks, which includes their full momentum vector and uncertainty covariance matrix, but no cluster level information. Each method results in a somewhat different performance in terms of reconstruction efficiency at different radii. The “on-the-fly” $V^0$ finder is the default choice for the calculation of the $\Omega_i$ and $\omega_i$ calibration weights, mostly because of its significantly larger efficiency, and because the photon momenta are calculated at the conversion point. By varying the $V^0$ finder, uncertainties on the reconstruction efficiency and its $p_T$ and $R$ dependence, track selection criteria, and the secondary-vertex algorithm in itself are included. By varying the event generator, uncertainties on the robustness of $N_\gamma/N_{ch}$ are included. An additional variation of $p_{T,\text{min}}$ from 0.05 GeV/$c$ up to 0.2 GeV/$c$ does not yield a sizeable difference in either of the methods.

The systematic uncertainties of the weights $\Omega_i$ are calculated according to

$$\sigma_{\text{finder}}^2 = |W_i^{\text{PYTHIA, on-the-fly}} - W_i^{\text{PYTHIA, offline}}|^2, \quad (5.4)$$

$$\sigma_{\text{generator}}^2 = |W_i^{\text{PYTHIA, on-the-fly}} - W_i^{\text{PHOJET, on-the-fly}}|^2, \quad (5.5)$$

$$\sigma_{\text{sys}}^2(W_i) = \sigma_{\text{finder}}^2(W_i) + \sigma_{\text{generator}}^2(W_i), \quad (5.6)$$

where $W_i \equiv \omega_i$ or $W_i \equiv \Omega_i$. Table 2 shows details for two selected radial intervals.
The final set of $\omega_i$ and $\Omega_i$ calibration weights is presented in figure 3. The calibration weights range from a minimum value of $0.926 \pm 0.034$ to a maximum of $1.240 \pm 0.034$, corresponding to the TPC inner containment vessel (interval 8) and the silicon pixels plus thermal shield (interval 2), respectively. The two sets of calibration weights, $\Omega_i$ and $\omega_i$, are very similar to each other, differing by only about 2.5%. On the other hand, one observes that for $R < 55$ cm the uncertainties of $\Omega_i$ are smaller than for $\omega_i$, while they are larger for $R > 55$ cm. The reason is that in the case of $\omega_i$ the uncertainties in the gas add to the corresponding ones in the given interval for $R < 55$ cm, while part of the uncertainties cancels out. According to eq. (4.12), a difference in the ratio can be attributed to small differences in the reconstruction efficiency ratio ($\epsilon_{\gamma,\text{gas}}/\epsilon_{\text{track}}$) in RD with respect to the one obtained in the MC simulations, or even differences in the reference calibration material ($P_{\text{gas}}$, see eq. (4.11)). As a small difference of 2.5% is observed, the $\omega_i$ correction factors cannot be taken directly as material budget correction (see section 4.3 and eq. (4.12)). Consequently, the values of $\Omega_i$ as shown in figure 3 and given in table 3 are taken as the best correction factors.
Figure 4. Zero-order polynomial fits to the ratio of neutral to charged pion transverse momentum distributions above 1 GeV/c when the two photons (PCM-PCM, $\pi^0 \rightarrow \gamma \gamma$) or one photon (PCM-Dalitz, $\pi^0 \rightarrow e^+e^-\gamma$) are selected within the given radial interval. The open symbols are obtained with efficiency corrections using the default MC, while the full symbols are obtained when the $\Omega_i$ calibration factors are used to weight the efficiency (see eq. (4.1)).

Figure 5. Top: Impact-parameter resolution of reconstructed charged particles requiring a hit in the first ITS pixel layer as a function of $p_T$ in RD, default MC, and modified MC with the correction factors as given in table 3. Bottom: Ratio of impact-parameter resolution to the one in the default MC (open circles) and modified MC (squares).
Table 3. Correction factors $\Omega_i$ for each radial interval used in this analysis, as well as the average value. Statistical, systematic, and total uncertainties are also given, except for the first two intervals where only statistical uncertainties are quoted.

<table>
<thead>
<tr>
<th>$R$ interval</th>
<th>$R$ range (cm)</th>
<th>$\Omega_i$</th>
<th>$\sigma_{\text{stat}}$ %</th>
<th>$\sigma_{\text{sys}}$ %</th>
<th>$\sigma_{\text{total}}$ %</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0–1.5</td>
<td>0.9859</td>
<td>1.2</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>1</td>
<td>1.5–5</td>
<td>1.177</td>
<td>0.42</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>2</td>
<td>5–8.5</td>
<td>1.240</td>
<td>0.36</td>
<td>2.7</td>
<td>2.8</td>
</tr>
<tr>
<td>3</td>
<td>8.5–13</td>
<td>1.238</td>
<td>0.42</td>
<td>0.77</td>
<td>0.9</td>
</tr>
<tr>
<td>4</td>
<td>13–21</td>
<td>1.067</td>
<td>0.34</td>
<td>2.0</td>
<td>2.1</td>
</tr>
<tr>
<td>5</td>
<td>21–33.5</td>
<td>1.081</td>
<td>0.25</td>
<td>1.7</td>
<td>1.7</td>
</tr>
<tr>
<td>6</td>
<td>33.5–41</td>
<td>1.039</td>
<td>0.35</td>
<td>3.1</td>
<td>3.1</td>
</tr>
<tr>
<td>7</td>
<td>41–55</td>
<td>1.001</td>
<td>0.30</td>
<td>1.5</td>
<td>1.5</td>
</tr>
<tr>
<td>8</td>
<td>55–72</td>
<td>0.926</td>
<td>0.35</td>
<td>3.7</td>
<td>3.7</td>
</tr>
<tr>
<td>9</td>
<td>72–95</td>
<td>0.943</td>
<td>0.19</td>
<td>3.7</td>
<td>3.7</td>
</tr>
<tr>
<td>10</td>
<td>95–145</td>
<td>0.975</td>
<td>0.62</td>
<td>4.1</td>
<td>4.1</td>
</tr>
<tr>
<td>11</td>
<td>145–180</td>
<td>0.932</td>
<td>0.89</td>
<td>1.4</td>
<td>1.6</td>
</tr>
<tr>
<td>average</td>
<td>5–180</td>
<td>1.04</td>
<td>0.312%</td>
<td>2.5%</td>
<td>2.5%</td>
</tr>
</tbody>
</table>

In order to further verify the correctness of the $\Omega_i$ values, $\pi^0$ measurements [9, 37–39] are carried out selecting photons in a given radial interval at a time, before and after applying the correction factors. The transverse momentum spectra of $\pi^0$ should not depend on the radial interval where the photons are reconstructed. $\pi^0$ transverse momentum spectra measured with two (or one) decay photons within one radial interval\(^4\) were analysed and compared to the spectra of charged pions [40], by fitting their ratios with a constant (see figure 4). The dispersion (rms) of the fit results is large when using the default MC. The fit results show clearly the same pattern as the calibration weights for the PCM-Dalitz analysis while for the PCM-PCM analysis the expected quadratic effect is observed. When using the $\Omega_i$, the rms reduces by almost a factor 10 when both photons are reconstructed with the PCM method, or by a factor $\sim$ 4 when only one PCM photon is used in the reconstruction, i.e., reconstructing either the Dalitz decay or reconstructing the second photon with a calorimeter. Furthermore, the ratio of the $\pi^0$ measurement in the complete radial range to the charged-pion measurement is in good agreement with the PYTHIA 8 expectations within one standard deviation.

Another observation corroborating the need for material budget correction factors is that the impact-parameter resolution of charged particles, i.e., the resolution of the reconstructed distance of closest approach of a track to the primary vertex, in RD is underestimated by the default MC. The small difference between data and MC of the particle composition plays a negligible effect, as most of the charged particles are charged pions. Figure 5 shows the impact-parameter resolution of reconstructed charged particles with a hit in the first ITS pixel layer as a function of $p_T$ for RD and for the default MC. The difference between RD and MC is usually corrected with an ad-hoc smearing of the track parameters in the MC. On the other hand, a modified MC simulation where the correction factors as given in table 3 are used to scale the density of the detector materials

\(^4\)For the Dalitz or the hybrid (PCM-EMC or PCM-PHOS) reconstruction methods, the selection of the radial interval only applies to the PCM photon.
reproduces the measured resolution for $p_T < 1 \text{ GeV}/c$, where the multiple scattering contribution is largest. This result confirms also that the assumption of attributing the correction factors to the material budget and not to the efficiency is correct. This demonstrates the importance of the material budget correction well beyond the reconstruction of photons with the conversion method.

6 Conclusions

Two data-driven calibration methods of the detector material description in ALICE, one based on the precise knowledge of the ALICE TPC gas and the other based on the approximate pion isospin symmetry and named $\omega_i$ and $\Omega_i$, were developed. A reduction of the systematic uncertainty of almost a factor of two is achieved in the material budget up to a radius $R = 180 \text{ cm}$ corresponding approximately to the radial center of the TPC. Moreover, the differences between the description of the material distribution used for MC and the reality in the individual $R$ intervals are mitigated. This addresses the largest source of systematic uncertainty in analyses using photon conversions. It also reduces an important, and sometimes dominant, source of systematic uncertainty in analyses based on charged-particle tracking, in particular when secondary vertices are used. The upgraded ALICE experiment for Run 3 [41] will continue to use these two calibration methods. Moreover, to assist the $\omega_i$ method, two calibrated tungsten wires were inserted in the inner and the outer barrels of ITS2 [42]. These two methods are general in nature and could be applied to any experiment in a similar fashion.
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