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Abstract – The effect of a diffusivity edge is studied in a system of scalar active matter confined by a periodic potential and driven by an externally applied force. We find that this system shows qualitatively distinct stationary regimes depending on the amplitude of the driving force with respect to the potential barrier. For small driving, the diffusivity edge induces a transition to a condensed phase analogous to the Bose–Einstein-like condensation reported for the nondriven case, which is characterized by a density-independent steady state current. Conversely, large external forces lead to a qualitatively different phase diagram since in this case condensation is only possible beyond a given density threshold, while the associated transition at higher densities is found to be reentrant.

Introduction. – Systems for which detailed balance is broken at the microscopic scale are known as active matter [1]. This property endows them with the ability to exhibit collective behaviour impossible at equilibrium. Notable examples are the possibility of active particles to phase separate without attractive interactions [2–4], or to exhibit long-range orientational order in two dimensions [5–7].

In recent years, intensive efforts have been made to study the rich phenomenology of active systems via minimal models that capture their key features. Active particles are indeed routinely modelled as persistent walkers [8–11], and in a lattice gas setting as agents with an internal polarity setting a preferred hopping direction [12–15]. Without large-scale orientational order, the macroscopic dynamics of active systems is often captured by a nonlinear drift-diffusion equation describing the evolution of the particle density field [2,15–17]. Furthermore, because such equation describes a dynamics evolving far from equilibrium, its effective diffusivity and mobility a priori do not satisfy a Fluctuation Dissipation Relation (FDR) [18].

Due to the interplay between activity and particle interactions, some mean field active dynamics may be formulated in terms of an effective diffusivity that vanishes or becomes negative beyond a certain density threshold [2,19]. The class corresponding to a diffusivity remaining identically zero at large enough densities, which hereafter we will refer to as diffusivity edge, was introduced phenomenologically in [4]. There, it was shown that the coupling of the diffusivity edge with harmonic confinement triggers the formation of a point-like condensate at the ground state of the potential, while the corresponding transition exhibits remarkable similarities with Bose–Einstein Condensation (BEC) [20]. More recently, this BEC-like condensation transition was reported in numerical simulations of a model of magnetic microswimmers confined in a quasi-one-dimensional channel [19]. The BEC-like transition observed in the diffusivity edge class is furthermore reminiscent of condensation phenomena arising in various mass transport models [21–26].

In this work, we study the influence of an external driving on the behaviour of a scalar active matter system presenting a diffusivity edge. Working in one dimension, we achieve a nonvanishing steady state current by confining the dynamics in a tilted periodic potential. Due to
its generic nature, this setup plays a fundamental role in the modelling of a plethora of physical systems [27]. For example, it serves as a minimal model for active ratchets [28,29] at the origin of the rectification of the motion of microswimmers in asymmetric geometries [30,31] or the transport of asymmetric objects in active baths [32,33].

Although for weak external driving forces such that the potential has local minima the phenomenology of condensation resembles that observed at zero drive [34], the strong force regime where the potential is monotonous leads to striking differences. For strong forces our study indeed reveals the existence of a particle density threshold below which condensation cannot arise. The condensation transition at large enough densities, moreover, leads to the formation of a condensate occupying a finite volume, such that upon cooling the system may undergo a subsequent evaporation transition, leading to reentrance. All the theoretical results presented below are systematically compared to direct numerical simulations of the continuous theory governing the dynamics (details about numerical methods are given in the Supplementary Material Supplementarymaterial.pdf (SM)).

**Scalar active matter with diffusivity edge.** – We consider the following one-dimensional phenomenological evolution equation for a scalar density field \( \rho(x,t) \):

\[
\partial_t \rho + \partial_x J = 0, \quad J = -M(\rho)\rho \partial_x U - D(\rho) \partial_x \rho,
\]

where \( U(x) \) is an externally applied potential, while \( M(\rho) \), and \( D(\rho) \) respectively denote the \( \rho \)-dependent effective mobility and diffusivity. When the microscopic dynamics satisfies detailed balance, the ratio between \( M(\rho) \), and \( D(\rho) \) obeys a FDR and is thus equal to the temperature of the system. With broken detailed balance, on the contrary, \( D(\rho)/M(\rho) \) is not constrained by any FDR. A number of non-interacting active systems, however, satisfy a generalised FDR accounting for the renormalization of their effective diffusivity by activity [2,8,19,35]. Here, we therefore assume such a relation in the dilute limit, and define an effective temperature as

\[
k_B T_{\text{eff}} \equiv \lim_{\rho \to 0} \frac{D(\rho)}{M(\rho)},
\]

which we will moreover use as a control parameter for the dynamics. For finite densities, due to the nonequilibrium character of active dynamics the ratio \( D(\rho)/M(\rho) \) has \textit{a priori} no reason to remain equal to \( k_B T_{\text{eff}} \). In particular, here we impose a diffusivity edge beyond a threshold \( \rho_c \) such that \( D(\rho)/M(\rho) = 0 \) for \( \rho \geq \rho_c \).

When \( U(x) \) is harmonic, such diffusivity edge induces the formation of a singular condensate at the ground state for \( T_{\text{eff}} \) below a transition temperature \( T_c \) [4]. Remarkably, although the dynamics described by eq. (1) is fully classical the corresponding condensation transition carries signatures of BEC. The BEC-like condensation moreover holds for periodic potentials presenting degenerate minima [34]. To investigate how the BEC-like condensation transition is modified by the presence of an external drive, we consider here the external potential \( U(x) = V(x) - Fx \), whose periodic part \( V(x) \) has a peak value \( V_b \) at \( x = 0 \), and satisfies \( V(x + L) = V(x) \) with \( L \) denoting the period, while \( F \) is a stationary uniform driving force.

**The steady state solution.** – We now calculate the steady state solution of eq. (1), which satisfies \( \partial_t \rho = 0 \). For \( F \neq 0 \), it is thus associated with a non-vanishing uniform current \( \bar{J} \). We moreover assume a constant mobility \( M(\rho) = M_s \), and a step diffusivity profile such that

\[
D(\rho) = M_s k_B T_{\text{eff}} \Theta(\rho_c - \rho),
\]

where \( \Theta \) is the Heaviside step function. This simple way to implement the diffusivity edge, while it allows for analytical progress, does not qualitatively modify the properties of the condensation transition at \( F = 0 \) as compared to more realistic mobility and diffusivity profiles [4,34]. As we discuss in the final section, for \( F \neq 0 \) the properties of the system are also largely insensitive to the specific shape of \( D(\rho) \). In what follows, we rescale space and time such that \( L \) and \( M_s V_b \) are set to unity.

Assuming that the dynamics evolves on a ring, due to the translational invariance of the problem we express stationary density profiles over a single period of \( V(x) \). With the above choice of parameters, we derive the steady state solution of eq. (1) via usual techniques [27] (see also the SM for calculation details). Defining \( \beta \equiv (k_B T_{\text{eff}})^{-1} \) as the inverse effective temperature and assuming the density to be lower than \( \rho_c \) everywhere, we obtain

\[
\rho(x) = \beta V_b \bar{J}_e^{-\beta U(x)} \left( \frac{I_+(1)}{1 - e^{-\beta F}} - I_+(x) \right),
\]

with \( I_+(x) \equiv \int_0^\infty \exp[\beta U(x')] dx' \). The expression of the steady state current is then obtained from the normalization condition \( \bar{J} = \int_0^L dx \rho(x) \), with \( \bar{J} \) denoting the mean density in the system (see the SM).

Although the integrals in the expression of the steady state profile (4) can be numerically determined for an arbitrary periodic potential \( V(x) \), it is instructive to consider the case of a sawtooth potential with anisotropy parameter \( \alpha \in (0;1) \), such that

\[
V(x) = V_b \left( 1 - \frac{x}{\alpha} \right) \times \begin{cases} 
1, & 0 \leq x \leq \alpha, \\
\alpha/(\alpha - 1), & \alpha \leq x \leq 1,
\end{cases}
\]

and which is to be extended periodically with unit period. Note that with this choice the potential \( U(x) \) is symmetric under the combined transformations \( F \to -F \) and \( \alpha \to 1 - \alpha \), such that we only consider positive values of \( F \) without loss of generality. The piecewise linearity of (5) conveniently leads to an exact expression for the density profile (4). Denoting \( \rho_0 \) as the maximum value of the density, we find that for \( \rho_0 < \rho_c \) the expression for the full
profile can be recast as \( \rho(x) = \rho_0 R(x) \) with
\[
R(x) = \frac{1}{\gamma} \left\{ \begin{array}{ll}
(1-e^{\beta V_b f}) & \frac{x^2}{2} - \alpha f \left( e^{\beta V_b f} - 1 \right), \quad 0 \leq x \leq \alpha, \\
(1-e^{\beta V_b f}) & \frac{x}{2} + \alpha f \left( e^{\beta V_b f} - 1 \right), \quad \alpha \leq x \leq 1,
\end{array} \right.
\]
where we have defined the dimensionless force \( f \equiv F/F_c - 1 \) with \( F_c \equiv V_b/(1 - \alpha) \), and
\[
z \equiv e^{\beta V_b f(1+\alpha f)}, \quad \gamma \equiv z \left( 1 - e^{\beta V_b f} \right) - \alpha f \left( e^{\beta V_b f} - 1 \right).
\]
\( \rho_0 \) can moreover be expressed in terms of the steady state current \( J \), which yields
\[
\rho_0 = \frac{\tilde{J}(1-\alpha)}{f(1+\alpha f)} \left( \alpha f + z \left( 1 - e^{\beta V_b f} \right) \right). \tag{7}
\]

Looking back at the expression of the potential \( U(x) \), it is clear that \( F_c \) corresponds to the value of the external forcing such that the full potential \( U \) becomes monotonous. In the following, we thus distinguish between the dynamical regimes associated with \( f < 0 \) (\( F < F_c \)) and \( f > 0 \) (\( F > F_c \)), which we will respectively refer to as subcritical and supercritical. As shown in fig. 1, the solution (6) in the subcritical regime consists of two convex branches decaying from \( \rho_0 \) at \( x = \alpha \). For \( f = 0 \), on the contrary, due to the vanishing potential slope in the range \( \alpha \leq x \leq 1 \) the corresponding branch decays linearly from \( \rho_0 \), while in the supercritical regime it takes a concave shape. The maximum value of the density, \( \rho_0 \), typically increases with \( \beta V_b \) and \( \tilde{\rho} \), while it decreases with increasing \( f \). In the limit \( \beta V_b \gg 1 \) of small effective temperatures the expression of \( \rho_0 \) moreover simplifies as
\[
\rho_0 \sim \frac{\tilde{\rho}}{1 - \alpha} \left\{ \begin{array}{ll}
-\beta V_b f(1+\alpha f) & \quad (f < 0), \\
2 & \quad (f = 0), \\
\frac{(1-\alpha)(1+\alpha f)}{1+\alpha(f-1)} & \quad (f > 0),
\end{array} \right.
\tag{8}
\]
while for large effective temperatures fluctuations dominate over the confinement, such that the density profile is nearly uniform and \( \rho_0 \sim \tilde{\rho} \) for \( \beta V_b \ll 1 \) and for all \( f \).

The solution (6), however, holds only so long as \( \rho_0 \) remains below the diffusivity edge \( \rho_c \). When \( \rho_0 = \rho_c \), the stationary density profile becomes singular at \( x = \alpha \) which reflects the fact that the system undergoes a condensation transition \([4]\). Using (7) and calculating \( J \) from the normalization of \( \rho \), we find that the corresponding condition on the parameters \( \tilde{\rho}/\rho_c, \beta V_b, \alpha \) and \( f \) reads
\[
\frac{\tilde{\rho}}{\rho_c} = \left( \frac{e^{\beta V_b f} - 1}{1 + \alpha(f - 1)} \right) \frac{(1 + \alpha f)}{(e^{\beta V_b f} - 1)}.
\tag{9}
\]
We now analyse the properties of the transition and the nature of the condensate and discuss how they are affected by the presence of a nonzero driving force. From now on we fix \( \alpha = 3/10 \) for all numerical evaluations. In all figures we display results with solid lines while numerical data from simulations of eq. (1) are shown with symbols.

The subcritical regime. – For \( f < 0 \) the potential \( U(x) \) exhibits a local minimum at \( x = \alpha \). This case is therefore qualitatively similar to the nondriven case addressed in ref. \([34]\). The transition lines obtained from (9) at fixed \( f \) and \( \tilde{\rho} \) are shown respectively in fig. 2(a), (b) (see the blue and yellow curves). They predict the existence of a transition for all \( \tilde{\rho} < \rho_c \), while the transition temperature in the limit of vanishing densities reads
\[
\frac{k_B T_c}{V_b} \tilde{\rho} = \frac{\alpha}{\rho_c} \frac{\tilde{\rho}(1 + \alpha f)}{1 - \alpha}. \tag{10}
\]
For \( T_{ eff } < T_c \), the density profile in the condensed phase can moreover formally be written as
\[
\rho(x) = \rho_0 \phi_c \delta(x - \alpha) + \rho_c R(x) \quad (T_{ eff } < T_c), \tag{11}
\]
with the function \( R(x) \) defined in eq. (6). This solution thus consists of a smooth part with maximum density given by \( \rho_c \) and a singular condensate located at the local potential minimum \( x = \alpha \). The condensate fraction, \( \phi_c \), is then determined from the density normalization. The expression of \( \phi_c \) in the general case is rather lengthy and does not yield much physical insight, but taking the limits
of small and large effective temperatures it simplifies as

\[ \phi_c \sim \frac{1}{\beta V_l} \left( 1 - \frac{\rho_c}{\rho} \right) \left( 1 - \frac{T_c}{T_{eff}} \right). \]  

(12)

These expressions correspond to those derived in [34], and match well with the full solution in the low temperature regime (fig. 3(a)). The presence of a weak driving force thus does not qualitatively modify the scaling of the condensate fraction with effective temperature but only affects the value of the transition temperature \( T_c \).

Since the condensate is located at a local minimum of the potential, it does not contribute to the global current \( J \). Therefore, the latter is obtained from eq. (7) by replacing \( \rho_0 \) with \( \rho_c \), namely

\[ J = \frac{\rho_c f(1 + \alpha f)}{(1 - \alpha)} \left( \alpha f + \frac{z(1 - e^{\beta V_c f})}{1 - ze^{\beta V_c f}} \right)^{-1} \left( T_{eff} < T_c \right). \]  

(13)

Remarkably, \( J \) does not depend on the mean particle density \( \bar{\rho} \), which reflects the fact that increasing \( \bar{\rho} \) does not affect the smooth part of the distribution (11) (cfr. inset of fig. 3(b)), but only leads to an increase of the condensate fraction \( \phi_c \). This feature is analogous to the divergence of the isothermal compressibility at \( T_{eff} = T_c \) found in the nondriven case [4,34], which implies that the confining pressure exerted by the potential is independent of \( \bar{\rho} \).

The BEC-like condensation transition at \( F = 0 \) is moreover associated with a singular behaviour of several observables such as the mean internal energy \( \langle U \rangle \equiv \int_0^\infty \text{d}x \rho(x) U(x) \) or the heat capacity \( C \equiv \text{d}\langle U \rangle / \text{d}T_{eff} \) [4]. For \( F > 0 \), the explicit expressions of these thermodynamic functions, although they can straightforwardly be obtained from eq. (6), are generally quite lengthy and we do not report them here. Some asymptotic results are given in the SM. Figure 3(c), (d) shows that their behavior at the transition is qualitatively similar to the nondriven case, with \( \langle U \rangle \) exhibiting a discontinuous slope at \( T_{eff} = T_c \), resulting in a discontinuous jump of \( C \). In addition, in the limit of strong confinement, the mean particle current can be expressed as

\[ J \sim \frac{\rho_c f(1 + \alpha f)}{(1 - \alpha)} \left( \frac{1 - \alpha}{1 + \alpha f} \right) \frac{1}{\bar{\rho}} \frac{T_c}{T_{eff}} \left( T_{eff} \geq T_c \right), \]

\[ J \sim \frac{1}{\bar{\rho}} \frac{T_c}{T_{eff}} \left( T_{eff} < T_c \right), \]

(14)

which highlights that the condensation transition is associated with a cusp in the decay of \( J \) with the effective temperature (fig. 3(b)). Finally, eq. (14) also indicates that the presence of a condensate leads to a faster decay of the current with the effective temperature.

**The supercritical regime.** – We now address the case \( f \geq 0 \), which marks a qualitative change in the phase diagram of the system (see the green and red curves in fig. 2). Indeed, it appears from eq. (8) that for \( f \geq 0 \) the condensed phase can be reached at zero effective temperature only for \( \bar{\rho} \geq \lambda \rho_c \) with

\[ \lambda \equiv \begin{cases} (1 - \alpha)/2 \quad (f = 0), \\ (1 - \alpha + \alpha f)/(1 + \alpha f) \quad (f > 0). \end{cases} \]  

(15)

Taking \( f = 0 \), numerical simulations of eq. (1) reveal that the condensate remains point-like (fig. 4(a)). Therefore, density profiles in the condensed phase are described by eq. (11). This case is thus analogous to the subcritical regime, with however some qualitative differences in the low effective temperature limit. Taking \( f = 0 \) and...
βV_b ≫ 1 in eq. (13), we find that the current vanishes linearly with the effective temperature,

\[ J_{\text{eff}} \sim \frac{\rho_c k_b T_{\text{eff}}}{1 - \alpha} \frac{k_b}{V_b} \quad (T_{\text{eff}} < T_c, f = 0), \]

in contrast with the faster exponential decay found in the subcritical regime (see eq. (14)). Correspondingly, we find that in the limit of zero effective temperature the condensate does not contain all the mass of the system but carries a finite fraction equal to \( \phi_c \sim 1 - \lambda \rho_c / \tilde{\rho} \). This feature can be explained by the fact that, since for \( f = 0 \) the potential is no more confining, it allows for spatial coexistence between a point-wise condensate at \( x = \alpha \) and a residual gas phase even for \( T_{\text{eff}} = 0 \). Figure 4(a) shows that this gas phase is indeed located in the region where the net force balances to zero, and hence can persist even for \( T_{\text{eff}} = 0 \) without inducing a global current.

Considering now the supercritical regime at \( f > 0 \), we find from numerical simulations of eq. (1) that the condensate is only point-like at \( T_{\text{eff}} = T_c \), while for \( T_{\text{eff}} < T_c \) it consists of a uniform domain of finite density extending from \( x = \alpha \) with a width \( w \) (fig. 4(b)). Therefore, \( f = 0 \) marks a depinning transition from a point-wise condensate to an extended condensate occupying a finite volume. Consequently, for \( f > 0 \) cooling down the system from \( T_c \) may result in the condensate density becoming lower than \( \rho_c \) at \( T_{\text{eff}} \equiv T_c < T_c \), leading to a low-temperature evaporation transition. We find that such a scenario typically occurs for \( \tilde{\rho} \lesssim \lambda \rho_c \), and therefore that in the supercritical regime the transition to condensation is reentrant, as shown in the phase diagrams of fig. 2. In the SM we moreover provide a theoretical argument for the supercritical reentrant transition in the low effective temperature limit. Reentrant condensation transitions have been observed in models of two-species zero-range processes [36], while in the context of active matter reentrance was also predicted for motility induced phase separation [37].

To study the condensed phase at \( f > 0 \), we describe the density profile as a piecewise function defined on the three intervals \([0; \alpha], [\alpha; x^+]\) and \([x^+; 1]\) with \( x^+ \equiv \alpha + w \). Solving eq. (1) for a steady state with constant current \( \bar{J} \) for \( x \leq \alpha \) and \( x^+ \leq x \), while assuming a uniform condensate density \( \tilde{\rho} \phi_c / w > \rho_c \) in between, we obtain

\[ \rho(x) = \begin{cases} \frac{\bar{J} \alpha(1 - \alpha)}{1 + \alpha f (1 - \frac{1}{\alpha}) + \rho_c \frac{x}{\alpha}} & 0 \leq x \leq \alpha, \\ \frac{\rho_c \phi_c / w,}{1 - \alpha} & \alpha < x < x^+, \\ \frac{\bar{J}(1 - \alpha)}{1 - e^{\beta V_b / \bar{J} x - x}} + \rho_c e^{\beta V_b / \bar{J} x - x} & x^+ \leq x \leq 1, \end{cases} \]

where we have used the fact that \( \rho(\alpha) = \rho(x^+) = \rho_c \). The periodicity condition \( \rho(0) = \rho(1) \) then allows to express the condensate width \( w \) as a function of the current \( \bar{J} \). Finally, a closed expression for the current is obtained from \( \bar{J} = -V_b^{-1} \int_0^1 dx U'(x) \rho(x) \) which, after eliminating \( \phi_c \), leads to (details in the SM)

\[ \bar{J}_{\text{eff}} \sim 0 \quad \text{for} \quad T_{\text{eff}} < T_c, \]

(17)

where \( \kappa \equiv \alpha(1 - \alpha)(1 - z^{-1}) + \lambda \beta V_b / (1 + \alpha f)^2 \).

Since for \( f > 0 \) the condensate occupies a finite volume, it contributes to the global current that now explicitly depends on the mean particle density, in contrast with eq. (13) derived in the subcritical regime. Equation (17) can then be used to calculate the condensate width \( w \) as well as the condensate fraction \( \phi_c \) in the SM. Close to the transition, we find that both expressions simplify as

\[ w \sim \frac{T_c}{T_{\text{eff}}} - 1, \quad \phi_c \sim \frac{T_{\text{eff}}}{T_c} - 1 \quad (f > 0), \]

such that near the threshold the condensate density decays linearly with the effective temperature: \( \tilde{\rho} \phi_c / w \propto T_{\text{eff}} / T_c \).

In the condensed phase, we moreover find that the solution (16) matches perfectly with the profiles obtained from numerical simulations of eq. (1) (fig. 4(b)). Furthermore, the thermodynamics of condensation carries the BEC signatures similarly to the subcritical regime (fig. 5). The current and mean energy indeed exhibit a discontinuous slope at \( T_{\text{eff}} = T_c \) associated with a discontinuous jump of the heat capacity. Remarkably, in the reentrant regime these features also hold for the evaporation transition at \( T_{\text{eff}} = T_e \), despite the condensate not being point-like in this case.

In the limit of small effective temperatures, we find that the condensate width approaches \( 1 - \alpha \) from below as

\[ 1 - \alpha - w \sim \frac{T_{\text{eff}}}{T_c} \quad (f > 0), \]

while the current and condensate fraction converge to

\[ \bar{J}_{\text{eff}} \sim \frac{\rho f}{(1 - \alpha) \lambda}, \quad \phi_c \sim \frac{\alpha^2 f}{(1 + \alpha f) \lambda} \quad (f > 0). \]
As a consequence of the depinning transition, in the supercritical regime the current saturates to finite values for $T_{\text{eff}} = 0$. Similarly to the $f = 0$ case, the condensate fraction moreover saturates to a finite value, which highlights a gas-condensate coexistence. Indeed, the density distribution at $T_{\text{eff}} = 0$ and $f > 0$ simply consists of two disconnected plateaus with respective values

$$
\rho(x) \sim \begin{cases} 
\tilde{\rho}/(1 + \alpha f), & 0 \leq x \leq \alpha \\
1, & \alpha < x \leq 1 
\end{cases} (f > 0).
$$

**Generalization to the sinusoidal potential.** All the results obtained so far correspond to the step diffusivity profile (3) and the sawtooth periodic potential (5), which allow for exact derivations. To assess their generality, we now consider a different setting for which the diffusivity profile (3) and the sawtooth periodic potential (5), which allow for exact derivations.

$$
\rho(x) \sim \begin{cases} 
\tilde{\rho}/(1 + \alpha f), & 0 \leq x \leq \alpha \\
1, & \alpha < x \leq 1 
\end{cases} (f > 0).
$$

while the periodic potential is sinusoidal: $V(x) = V_b [1 - \cos(\pi x)]$. As expected, this choice leads to density profiles smoother than obtained previously with the sawtooth potential (fig. 6(a)).

In the subcritical regime for which $f = F/F_c - 1 \leq 0$, numerical simulations of eq. (1) reveal that the phenomenology of the transition is similar to that described previously.

Given a mean particle density $\bar{\rho} < \rho_c$ and a driving force $f < 0$, there always exists a value $T_c > 0$ of $T_{\text{eff}}$ such that the maximum density reaches $\rho_c$ and the system condenses. In this case, however, the maximum of the density profile (4) is distinct from the local minimum of the total potential $U(x)$ (fig. 6(a)). Therefore, the condensate is generally not point-like but has a finite width. Consequently, the condensate contributes to the current $J$ which increases sub-linearly with the mean particle density for $T_{\text{eff}} < T_c$ (fig. 6(b)).

The condensate width, however, is in general fairly small and converges to zero as $T_{\text{eff}} \to 0$, such that its effect on $J$ is hardly appreciable in numerical simulations.

Taking now $f > 0$, similarly to what was described previously for the sawtooth potential there exists a finite density threshold below which no condensation occurs (fig. 6(c)). Noting that the supercritical regime is defined as when the potential becomes strictly monotonous, the zero-temperature density profile indeed obeys in steady state (assuming that $U$ is smooth) $J = -\rho(x)U'(x)$ such that, after using the normalization condition,

$$
\rho(x) = \tilde{\rho} \left[U'(x) \int_0^1 \frac{dy}{U'(y)} \right]^{-1} (T_{\text{eff}} = 0).
$$

Hence, we deduce that in the limit of vanishing effective temperatures condensation only happens for $\tilde{\rho} \geq \lambda\rho_c$ with

$$
\lambda = \min_{x} |U'(x)| \int_0^1 \frac{dy}{|U'(y)|}. (20)
$$
For the sinusoidal potential, we find $\lambda = \sqrt{J/(2 + f)}$ which is in agreement with our numerical simulations (fig. 6(c)). More remarkably, our numerical results point towards a reentrant transition with the system undergoing an evaporation transition at $T_{\text{eff}} = T_e < T_c$, highlighting the generality of this feature (figs. 6(c), (d)).

Conclusion. – We have studied the effect of nonzero steady state currents on the BEC-like condensation induced by a diffusivity edge. In contrast with the nondriven case, the condensate at nonzero drive might occupy a finite volume similar to what was observed in mass transport models with finite-range interactions [22,23]. Moreover, the stationary current is found to be essentially independent of the mean particle density in the condensed phase of subcritical regime, a feature that has also been described for the externally driven zero-range process [38]. The most prominent differences with respect to previous studies of the diffusivity edge class were observed in the supercritical regime. There, we found that condensation can only occur beyond a minimum particle density, while the corresponding transition is reentrant at moderate densities due to the presence of an evaporation transition at low effective temperatures.

The results presented here highlight the similarities between the diffusivity edge class and a variety of mass transport models. Characterising further these similarities at the dynamical level, e.g., to study the coarsening of the condensate or to investigate the presence of kinematic waves such as those observed in the zero-range process [38], requires to go beyond the mean field level considered here. Introducing noise in the dynamics would moreover allow to study the interplay between other features of externally driven Brownian motion, such as the enhanced effective diffusion [39,40], with the BEC-like condensation.
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