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Based on previous work, we assess the use of NIR-HSI images for calibrating models on two datasets, focusing on protein content regression and grain variety classification. Limited reference data for protein content is expanded by subsampling and associating it with the bulk sample. However, this method introduces significant biases due to skewed leptokurtic prediction distributions, affecting both PLS-R and deep CNN models. We propose adjustments to mitigate these biases, improving mean protein reference predictions. Additionally, we investigate the impact of grain-to-background ratios on both tasks. Higher ratios yield more accurate predictions, but including lower-ratio images in calibration enhances model robustness for such scenarios.
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Hyperspectral imaging (HSI) is an imaging technique that extracts spatial and spectral features where each pixel contains an entire wavelength spectrum. The hyperspectral image can be analyzed with deep learning models for image analysis where traditionally convolutional neural networks (CNNs) excel [21, 23]. Alternatively, from relevant spatial locations, spectral information can be extracted from the hyperspectral image for subsequent analysis with chemometric methods such as partial least-squares [29], which can be implemented for either regression (PLS-R) [30, 31] or classification through discriminant analysis (PLS-DA) [3].

This work concerns near-infrared hyperspectral imaging (NIR-HSI) for protein content regression analysis of wheat grain kernels and grain variety classification for wheat and rye grain kernels. Protein content regression is a typical chemometric problem that lends itself naturally to PLS-R due to the linear relationship between spectral absorbance in the near-infrared (NIR) wavelengths and protein content [19]. However, deep learning for image analysis performs well within agricultural domains [5, 16, 17, 18, 24]. Grain variety classification can be solved with spectral features using PLS-DA or PLS2-DA or spatial features alone using CNNs, but simultaneously utilizing spectral and spatial features will increase performance [12, 11]. Recently, CNNs utilizing the entire spatio-spectral data cube have been applied to grain quality analysis [11, 12, 13] with Engstrøm et al. [13] designing domain-specific CNNs for protein content prediction on NIR-HSI images of bulk wheat kernel samples and Dreier et al. [11] designing CNNs for grain variety classification. Engstrøm et al. [12] improve upon both results and compare them with those achievable by PLS-R, PLS-DA, and PLS2-DA, respectively.

Engstrøm et al. [12] show that a domain-specific CNN can outperform a PLS-R model - even when the latter is subject to an extensive search for the best preprocessing method. However, linear models such as PLS-R have a significant advantage over deep learning models such as CNNs because they can be calibrated on significantly less data. In comparison, deep learning methods require substantial amounts of data to converge meaningfully. Obtaining reference values for the images can be a costly and time-consuming process. It is particularly costly to obtain accurate reference values for the protein contents of individual grain kernels as the protein content may vary by several percentage points between each kernel - even when they originate from the same ear of the plant. Data augmentation techniques can be applied to inflate the training data, thus mitigating the need to analyze the protein content of every grain kernel. For protein content regression, one such approach is to measure the mean protein content of an entire bulk sample and then use the mean protein value as the reference for each bulk subsample originating from that bulk sample. Unless the bulk sample consists of grain kernels with identical protein values, the mean protein value of the bulk sample is unlikely to be equal to the mean protein value of the bulk subsamples, yielding inaccurate reference values for the training data. However, the inaccuracies will be two-sided; on average, the mean reference value will be correct per definition. Engstrøm et al. [12, 13] have shown that this approach allows for meaningful convergence of both CNNs and PLS-R.

Dreier et al. [11] show that models for grain variety classification trained on images with a high grain density, that is the grain-to-background ratio, (≥ 0.5) fail to accurately predict on images with a lower grain density (< 0.5) than that which they were calibrated on. Consequently, it is interesting to see how grain variety classification models perform on a lower grain density when calibrated on these. Engstrøm et al. [13] use a grain density of 0.1 for models calibrated to regress protein content and models calibrated to classify grain variety alike.

In this work, we delve deep into the results achieved by Engstrøm et al. [12]. We use statistical approaches to investigate the implications of using the bulk mean protein value as a reference for subsamples when calibrating regression models, revealing significant biases in the predictions of both CNNs and PLS-R models due to the shapes of the predicted protein distributions. We also offer two approaches for the mitigation of these biases - one approach
for PLS-R only and one approach for both CNNs and PLS-R. Additionally, we analyze the effects of grain density for both protein content regression using the mean bulk reference and grain variety classification. We show that for both tasks, a higher grain density is preferable, but in the case of grain variety classification, calibrating the model with a mixture of low and high grain density samples will allow it to predict much more accurately the low grain density samples while achieving accuracy on high grain density samples comparable with previous work.

This report presents the dataset and models in Section 2 and a nomenclature in Section 3. In Section 4, we analyze the implications of using the bulk sample mean protein content as a reference for predictions on subsamples of the bulk. Here, we also show how to correct the subsequent bulk mean protein content predictions linearly, yielding significantly better bulk mean protein content predictions. In Section 5, our analysis of the distributions of predicted protein content in the bulk subsamples reveals why using the bulk sample mean as a reference for its subsamples leads to biased results. We analyze the effects of the grain density for both protein content regression and grain variety classification in Section 6. All results are concluded in Section 7.

2 | DATASETS AND MODELS

We use the two datasets of hyperspectral images of bulks of grain kernels captured with a Specim FX17 near-infrared hyperspectral line scan camera [26] introduced in [13] and [11], respectively. Figure 1 shows the imaging setup used by Engstrøm et al. [13]. Dreier et al. [11] use a similar setup. The two datasets contain images of densely and sparsely packed bulk grain samples. An example of a densely and a sparsely packed image from Engstrøm et al. [13] is shown in Figure 2. We preprocess the images according to the strategy devised by Engstrøm et al. [12]. This preprocessing includes cropping the images in sizes of $128 \times 128$ pixels with an overlap of 64 pixels in both spatial dimensions, spectral binning to 102 wavelength channels, and discarding any image crops where less than 10% of the pixels contain grain. Additionally, a mean grain spectrum is associated with each image crop, which is used for calibrating PLS. The mean grain spectrum is computed over the pixels that contain grain as determined by a binary segmentation mask using an Otsu threshold [20]. Initially, the hyperspectral image contains 224 uniformly distributed wavelength channels. However, due to a reduced sensitivity in the camera's sensors near the edges of its spectrum [26], the first and last 10 wavelength channels are discarded. Additionally, the spectral channels are averaged in neighboring pairs as the camera’s average spectral resolution is 8 nm, with its sensors sampling at every 3.5 nm [26]. Thus, after preprocessing, the spectral dimension contains 102 uniformly distributed wavelength channels in the 938 – 1662 nm part of the NIR spectrum, which contains molecular vibration bands relevant to grain quality analysis [19], in particular to the protein content that is of interest to this study [6, 15, 27]. Figure 3 shows a hyperspectral image crop with its associated mean grain spectrum and the grain spectrum at an arbitrary grain pixel.

The first dataset, Dataset #1, is of wheat grain kernels, where the associated task is to regress the protein content in the grain kernels. The dataset has associated bulk mean protein reference values measured with a FOSS Infratec™ Nova [2]. This dataset consists of 63 distinct bulk samples of wheat grain kernels, of which 50 are used for five-fold cross-validation and 13 for testing. The subsequent cropping yields 69,630 image crops for five-fold cross-validation and 17,783 for testing. The second dataset, Dataset #2, comprises seven wheat varieties and a single rye variety. Each image contains exactly a single variety. The task of this dataset is to classify the grain variety on a given image crop. Table 1 and Table 2 summarize the datasets.

While Engstrøm et al. [12] experiment with a plethora of preprocessing techniques for PLS-R and PLS2-DA and model designs for CNNs, we focus our attention on the best performing combination of preprocessing and model for each of PLS-R, PLS2-DA, and CNN. For PLS-R on spectral data from Dataset #1, the best preprocessing technique
### Table 1

<table>
<thead>
<tr>
<th>Dataset split</th>
<th># bulk subsamples in total (and per split)</th>
<th># bulk samples in total (and per split)</th>
</tr>
</thead>
<tbody>
<tr>
<td>5-fold CV</td>
<td>69,630 (13,734 / 13,676 / 14,672 / 13,618 / 13,930)</td>
<td>50 (10 / 10 / 10 / 10 / 10)</td>
</tr>
<tr>
<td>Test</td>
<td>17,783</td>
<td>13</td>
</tr>
</tbody>
</table>

**TABLE 1** Dataset #1. The number of bulk subsamples (image crops and their mean grain spectra) and bulk samples in total and for each dataset split. There is only one test split.

### Table 2

<table>
<thead>
<tr>
<th>Dataset split</th>
<th># bulk subsamples</th>
</tr>
</thead>
<tbody>
<tr>
<td>Training</td>
<td>15,376</td>
</tr>
<tr>
<td>Validation</td>
<td>7,967</td>
</tr>
<tr>
<td>Test</td>
<td>3,274</td>
</tr>
</tbody>
</table>

**TABLE 2** The number of bulk subsamples (image crops and their mean grain spectra) and bulk samples for each dataset split. Each split contains all eight grain varieties. The distribution of grain varieties is approximately uniform in each dataset split.

was found to be applying Standard Normal Variate (SNV) [4] followed by the application of a Savitzky-Golay (SG) filter [25] with a window-size of 7, a polynomial order of 2 and a derivative order of 2. Additionally, for PLS-R, the protein reference values are centered around the mean protein reference value of the training splits. The best preprocessing technique for PLS2-DA on spectral data from Dataset #2 was applying only a spectral centering (Center).

For each dataset, the best-performing CNN is a modification of ResNet-18 [14]. For Dataset #1, the modification involves adding two initial layers, with the first one serving to learn a spectral preprocessing technique much similar to that of an SG filter and the second layer reducing the spectral dimensionality by downsampling it through a learnable weighted combination of the wavelength channels output by the first layer. For Dataset #2, the modification involves adding only one initial layer, namely the layer that learns to downsample the spectral dimensionality. Engstrøm et al. [12] explain the architectures in detail. They named the models ResNet-18 Modification #10 for Dataset #1 and ResNet-18 Modification #8 for Dataset #2. Moving forward, in this report, we will refer to these models by Modified ResNet-18 Regressor and Modified ResNet-18 Classifier, respectively.

Engstrøm et al. [12] use five-fold cross-validation for calibrating their models on Dataset #1. They show that Modified ResNet-18 Regressor performance can be improved on the test set by constructing an ensemble model that outputs an arithmetic mean of all five cross-validated models. Constructing an ensemble for the PLS-R yields neither better nor worse results on the test set than using an individual PLS-R model. For consistency, we focus our work with Dataset #1 on the mean model predictions that are the outputs of the ensemble Modified ResNet-18 Regressor and the ensemble PLS-R while still providing SEMs on the ensembles' predictions to show the degree of disagreement present in the ensembles' constituents.

### 3 | NOMENCLATURE

The remaining parts of this report extensively use mathematical symbols and terms. This section contains a description of them.

The following notation is used for mathematical symbols:
FIGURE 1  The hyperspectral imaging setup. This figure shows, clockwise from top-left, the imaging setup, a hyperspectral image of sparsely packed grain from one camera acquisition, a $128 \times 128$ pixels hyperspectral image crop, and the pseudo absorbance spectra of three pixels containing grain. The image is taken from Engstrøm et al. [13].

FIGURE 2  This figure shows examples of densely (left) and sparsely (right) packed grain images. Each of the 63 bulk samples is distributed along 8 sparsely packed images and approximately 10 – 14 densely packed images [13]. The image is taken from Engstrøm et al. [13].
FIGURE 3  A masked hyperspectral image crop of spatial size 128 × 128 pixels along with the spectrum at one of the pixels and the mean spectrum of the crop computed over all the grain pixels, both containing 102 wavelength channels. Taken from Engstrøm et al. [12]. The discrepancy between grain colors in this Figure and those in Figure 1 and Figure 2 are due to differences in the calculations that transform hyperspectral images to pseudo-RGB and are only for visualization purposes.

\[ i \]  Subscript integer index counter.

\[ \text{train} \]  Subscript used to reference training set data.

\[ \text{val} \]  Subscript used to reference validation set data.

\[ \text{test} \]  Subscript used to reference test set data.

\[ \text{ss} \]  Subscript used to indicate bulk subsample.

\[ \text{bm} \]  Subscript used to indicate bulk subsample means. I.e. averaging over all ss for each individual bulk sample.

\[ \text{bulk} \]  Subscript used to indicate bulk. Used only in context with PLS-R calibrated on mean spectra from bulk samples.

\[ n \]  Number of samples. Will either be number of bulk samples or number of bulk subsamples dependent on context.

\[ \epsilon \]  Error terms vector of shape \( n \times 1 \).

\[ y \]  Reference value column vector of shape \( n \times 1 \).

\[ \hat{y} \]  Prediction value column vector of shape \( n \times 1 \).

\[ Y \]  Augmented reference value matrix of shape \( n \times 2 \). The first column is ones. The second column is \( y \).

\[ \hat{Y} \]  Augmented prediction value matrix of shape \( n \times 2 \). The first column is ones. The second column is \( \hat{y} \).

The following describes "ensemble model prediction," a term often used in our figures. Recall that, for Dataset #1, we concern ourselves with ensemble models. The "ensemble model prediction" is a uniform average over the ensembles’ constituents. Recall that the ensembles are trained with a 5-fold CV. Thus, when used in training sets, the mean model prediction is an average prediction over the four constituents with the data point(s) in question in their training split. For the same reason, "ensemble model prediction," when used in the context of validation splits, is the prediction of only the single constituent with the particular data point(s) in its validation split. When used in the context of the test split, "ensemble model prediction" is a uniform average over all five of the ensembles’ as the test split is the same for all constituents.
For the reasons mentioned above, the contents of any prediction vectors and matrices associated with the training or test splits of Dataset #1 are ensemble model predictions unless explicitly stated otherwise.

### 4 | BULK MEAN AS REFERENCE FOR SUBSAMPLE PREDICTIONS

While the RMSE Equation (1) is a good measure of how well a regression model performs, it is a summary statistic that does not give any information about potential biases in the model. In particular, we are interested in whether calibrating our models on the bulk subsamples allows them to accurately predict the bulk mean reference value - i.e. if a model optimized to minimize RMSE$(y, \hat{y})$ is simultaneously a good model for minimizing RMSE$(y_{bm}, \hat{y}_{bm})$. Recall that we are only sure about the values of $y_{bm}$ as these are the ones measured with the FOSS Infratec™Nova [2] but that we distribute $y_{bm,i}$ to all subsamples originating from bulk sample $i$ to inflate the amount of data available for calibration, resulting in $y$.

$$\text{RMSE}(y, \hat{y}) = \sqrt{\frac{1}{n} \sum_{i=0}^{n-1} (y_i - \hat{y}_i)^2}$$

Ideally, the models would have been calibrated such that the predictions lie on the straight line $y_{bm} = \hat{y}_{bm}$. In practice, however, this may be difficult to achieve due to various sources of errors. Instead, aggregating the error terms in $\epsilon$, the relationship can be written as Equation (2).

$$y_{bm} = \hat{y}_{bm} + \epsilon$$

Using RMSE as a loss function, as done by Engstrøm et al. [12], the task is to find $\hat{y}_{bm}$ such that $\sum_{i=0}^{n-1} \epsilon_i^2$ is minimized - this is a variant of linear regression known as least squares regression. To assess how well our models perform least squares regression, we compare their RMSE$(y_{bm}, \hat{y}_{bm})$ with their $sYX(y_{bm}, \hat{y}_{bm})$, defined in Equation (3). $sYX$ uses OLS-R (Equation (4)), a closed form solution to the least squares regression problem, to compute a bias$_{bm}$ and a scale$_{bm}$ parameter that minimize $\sum_{i=0}^{n-1} \epsilon_i^2$ in Equation (5). As we estimate bias$_{bm}$ and scale$_{bm}$, we lose two degrees of freedom in the subsequent RMSE computation, hence the $n - 2$ term in Equation (3).

$$sYX(y, \hat{y}) = \sqrt{\frac{1}{n-2} \sum_{i=0}^{n-1} (y_i - (\hat{y}_i \times \text{scale} + \text{bias}))^2}$$

$$\text{OLS-R}({\hat{\text{Y}}}, y) = \begin{bmatrix} \text{bias} \\ \text{scale} \end{bmatrix} = (\hat{\text{Y}}^T \hat{\text{Y}})^{-1} \hat{\text{Y}}^T y$$

$$y_{bm} = \text{bias} + \text{scale} \times \hat{y}_{bm} + \epsilon$$
In Figure 4 we plot $\hat{y}_{\text{bm}}$ against $y_{\text{bm}}$, show RMSE($y_{\text{bm}}, \hat{y}_{\text{bm}}$), $\text{sYX}(y_{\text{bm}}, \hat{y}_{\text{bm}})$, and plot the regression line found by OLS-R($\hat{y}_{\text{bm}}, y_{\text{bm}}$). Note that bias$_{\text{bm}}$ and scale$_{\text{bm}}$ tell us how to adjust $\hat{y}_{\text{bm}}$ so that it lies on a line that best matches $y_{\text{bm}}$. However, for visualization purposes, it is clearer to show the equivalent, inverse relationship - i.e., how to adjust $y_{\text{bm}}$ so that its line best matches $\hat{y}_{\text{bm}}$, which is what we have plotted.

By inspecting Figure 4, it is evident that all plots show an sYX that is much lower than the corresponding RMSE. Likewise, all plots exhibit a bias$_{\text{bm}}$ of less than 0 and a scale$_{\text{bm}}$ of greater than 1. These values imply that bulk samples with a low protein reference value are systematically overpredicted and that bulk samples with a high protein reference value are systematically underpredicted. This phenomenon is persistent across both models, and all dataset splits. Interestingly, in Figure 5, where we plot $\hat{y}_{\text{ss}}$ against $y_{\text{ss}}$, this phenomenon is hard to notice as RMSE($y_{\text{ss}}, \hat{y}_{\text{ss}}$) and sYX($y_{\text{ss}}, \hat{y}_{\text{ss}}$) are very close to each other.

(a) Modified ResNet-18 Regressor, using $\hat{y}_{\text{bm,train}}$ and $y_{\text{bm,train}}$.
(b) Modified ResNet-18 Regressor, using $\hat{y}_{\text{bm,val}}$ and $y_{\text{bm,val}}$.
(c) Modified ResNet-18 Regressor, using $\hat{y}_{\text{bm,test}}$ and $y_{\text{bm,test}}$.
(d) PLS-R, using $\hat{y}_{\text{bm,train}}$ and $y_{\text{bm,train}}$.
(e) PLS-R, using $\hat{y}_{\text{bm,val}}$ and $y_{\text{bm,val}}$.
(f) PLS-R, using $\hat{y}_{\text{bm,test}}$ and $y_{\text{bm,test}}$.

**FIGURE 4** Modified ResNet-18 Regressor and PLS-R errorbar plots of $\hat{y}_{\text{bm}}$ and $y_{\text{bm}}$.

These results indicate that simply taking the bulk sample-wise average over the subsample predictions, $\hat{y}_{\text{ss}}$, to achieve $\hat{y}_{\text{bm}}$ does not lead to a good estimate of the bulk sample reference, $y_{\text{bm}}$. Instead, a linear correction must be applied to achieve the best relationship. However, while bias$_{\text{test}}$ and scale$_{\text{test}}$ tell us how to best correct our predictions, we cannot use these parameters as that would make the test predictions biased. Instead, we are free to choose the bias and scale parameters from either the training or validation set. In Figure 6 we show how the test set predictions look when correcting the test set predictions using either bias$_{\text{bm,training}}$ and scale$_{\text{bm,training}}$ or bias$_{\text{bm,val}}$ and scale$_{\text{bm,val}}$. Interestingly, the best choice of parameters differs for Modified ResNet-18 Regressor and PLS-R. For Modified ResNet-18 Regressor, doing a correction based on the training set parameters is optimal, while basing the correction on the validation set parameters is optimal for PLS-R. For both models, however, using either of the two sets of parameters for a linear correction yields better results than not doing a linear correction at all as evident by comparing the RMSEs in Figure 4 with those on the test sets in Figure 6.
While calibrating Modified ResNet-18 Regressor, a function with 11.2 million parameters, requires a lot of data, PLS-R can be calibrated with much less data. Here, we want to calibrate PLS-R on the 50 mean spectra from the bulk samples in the CV dataset splits and assess its performance on the 13 mean spectra in the test dataset split. Following the precedence set with the previous models, we construct an ensemble of five PLS-R models to predict \( \hat{y}_{\text{bulk}} \) and minimize RMSE(\( y_{\text{bulk}}, \hat{y}_{\text{bulk}} \)). We will call this ensemble model PLS-R\(_{\text{bulk}}\). Note that, by definition, \( y_{\text{bulk}} = y_{\text{bm}} \). We use the same preprocessing for PLS-R\(_{\text{bulk}}\) that we used for PLS-R.

In Figure 7, we show errorbar plots for PLS-R\(_{\text{bulk}}\) on all three dataset splits. We show the errorbar plots both for \( \hat{y}_{\text{bulk}} \) and for \( \hat{y}_{\text{bm}} \). As can be seen on the top row in Figure 7, the RMSE(\( y_{\text{bulk}}, \hat{y}_{\text{bulk}} \)) and sYX(\( y_{\text{bulk}}, \hat{y}_{\text{bulk}} \)) are very similar, indicating that the model has solved the task for which it was calibrated. The bottom row also reveals values for bias\(_{\text{bm}}\) and scale\(_{\text{bm}}\) much closer to 0 and 1, respectively, than those in the bottom row of Figure 4, indicating that calibrating a model to minimize RMSE(\( y_{\text{bulk}}, \hat{y}_{\text{bulk}} \)) will enable it to minimize RMSE(\( y_{\text{bm}}, \hat{y}_{\text{bm}} \)) much better than a model trained to minimize RMSE(\( y_{\text{ss}}, \hat{y}_{\text{ss}} \)). When we compare RMSE(\( y_{\text{bulk}}, \hat{y}_{\text{bulk}} \)) with those linearly corrected test set predictions of Modified ResNet-18 Regressor and PLS-R in Figure 6, they are approximately identical, indicating that either calibration approach is equally viable for predicting the mean protein content. For the sake of completeness, we show errorbar plots and corresponding RMSE and sYX of the bulk subsample predictions using PLS-R\(_{\text{bulk}}\) in Figure 8. The results are much worse than those of Modified ResNet-18 Regressor and PLS-R in Figure 5. The corresponding bias and scale parameters are also quite extreme, indicating that calibrating a model to minimize RMSE(\( y_{\text{bulk}}, \hat{y}_{\text{bulk}} \)) will not simultaneously let it minimize RMSE(\( y_{\text{ss}}, \hat{y}_{\text{ss}} \)).
Engstrøm et al. (a) Modified ResNet-18 Regressor, test set using bias and scale from training set mean predictions.

(b) Modified ResNet-18 Regressor, test set using bias and scale from validation set mean predictions.

(c) PLS-R, test set using bias and scale from training set mean predictions.

(d) PLS-R, test set using bias and scale from validation set mean predictions.

**FIGURE 6** Test set errorbar plots of linearly corrected predictions based on bias and scale parameters from the training and validation splits, respectively.
(a) PLS-R$_{\text{bulk}}$ predicting on bulk sample mean spectra from the training set.

(b) PLS-R$_{\text{bulk}}$, predicting on bulk sample mean spectra from the validation set.

(c) PLS-R$_{\text{bulk}}$, predicting on bulk sample mean spectra from the test set.

(d) PLS-R$_{\text{bulk}}$, predicting on bulk subsample mean spectra from the training set.

(e) PLS-R$_{\text{bulk}}$, predicting on bulk subsample mean spectra from the validation set.

(f) PLS-R$_{\text{bulk}}$, predicting on bulk subsample mean spectra from the test set.

**FIGURE 7** Errorbar plots for PLS-R$_{\text{bulk}}$ mean predictions. While the test set RMSE of PLS-R$_{\text{bulk}}$ given by $\text{RMSE}(\bar{y}, \hat{y}) = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (y_i - \hat{y}_i)^2}$ is lower than all other test set RMSEs, we hypothesize that this is insignificant, as the corresponding training and validation RMSEs, shown in the bottom row of this figure, are not equally better than their counterparts from the other models as evident by comparing them to those shown in Figure 4.

(a) PLS-R$_{\text{bulk}}$ predicting on bulk subsamples from the training set.

(b) PLS-R$_{\text{bulk}}$, predicting on bulk subsamples from the validation set.

(c) PLS-R$_{\text{bulk}}$, predicting on bulk subsamples from the test set.

**FIGURE 8** Errorbar plots for PLS-R$_{\text{bulk}}$ bulk subsample predictions.
The phenomena causing the discrepancy between minimizing RMSE($\hat{y}_{ss}$, $y_{ss}$) or RMSE($\hat{y}_{bm}$, $y_{bm}$) and RMSE($\hat{y}_{bulk}$, $y_{bulk}$) can be found by inspecting the distributions of $\hat{y}_{ss}$, grouped by bulk sample. If the distribution of $\hat{y}_{ss}$ is symmetric, then OLS-R($\hat{y}_{bm}$, $y_{bm}$) = OLS-R($\hat{y}_{ss}$, $y_{ss}$). While this is not the case, we wish to analyze whether the discrepancy is statistically significant or if it can be attributed to randomness. Two common symmetric distributions are the uniform distribution and the normal distribution. It is clear from inspecting the plots that the distribution of $\hat{y}_{ss}$ is not uniform for any of the models on any of the dataset splits. Instead, we focus our attention on analyzing if, with high confidence, $\hat{y}_{ss}$ is not normally distributed.

While inspections of the skewnesses and kurtoses are suitable for visual interpretation, they can hardly prove that each bulk sample's prediction distribution is not normal. Instead, statistical tests based on skewness and excess kurtosis are suggested by The American Statistical Association to detect deviations from normality [9]. The skewness test [7] and kurtosis test [1] are both constructed as two-sided $Z$-tests where the $Z$-scores will be approximately normally distributed under the null hypothesis that the underlying prediction distribution is also normally distributed. The related $p$-value tells us the probability of observing a $Z$-score at least as extreme as the one calculated if the underlying prediction distribution is normally distributed. Additionally, D'Agostino's $K^2$-test, an omnibus test combining the tests for skewness and kurtosis [8, 10], summarizes the previously mentioned $Z$-tests to compute a $K^2$-score that is the sum of the squared $Z$-scores and which will be $\chi^2$-distributed with two degrees of freedom if the two $Z$-scores are normally distributed.

Neither of the previously mentioned tests provides evidence for normality - i.e., they can not confirm the null hypothesis. Instead, they can provide evidence for deviation from normality. However, if the evidence for deviation from normality is strong enough, it is safe to assume that the predictions are not normally distributed. All statistical moments and tests are computed using software from scikit-learn [22].

Initially, we focus on asymmetry, which can be measured by skewness. If our prediction distributions are symmetric, they will have a skewness of 0. We note that the reverse relationship does not necessarily hold - i.e., 0 skewness does not imply a symmetric distribution. However, if a distribution has non-zero skewness, it is not symmetric. We plot the skewnesses, $Z$-scores, and related $p$-values for Modified ResNet-18 Regressor, PLS-R, and PLS-R$\textsubscript{bulk}$ in Figure 9, Figure 10, and Figure 11, respectively. These tests imply that, beyond any reasonable doubt, most of the prediction distributions are too skewed to be normally distributed and are, in fact, asymmetric.

We would also like to inspect the excess kurtosis, which is 0 for a normal distribution, is bounded below by $-2$, and is unbounded above. Kurtosis measures a distribution's tendency to produce outliers and not, as otherwise often stated, its peakedness [28]. Negative excess kurtosis implies a platykurtic distribution that produces fewer or less extreme outliers than a normal distribution. Likewise, a positive excess kurtosis implies a leptokurtic distribution that produces more or more extreme outliers than a normal distribution. In turn, a distribution with an excess kurtosis of 0 is called mesokurtic. We show the excess kurtoses and associated kurtosis tests for Modified ResNet-18 Regressor, PLS-R, and PLS-R$\textsubscript{bulk}$ in Figure 12, Figure 13, and Figure 14, respectively. These tests imply that, beyond any reasonable doubt, most of the prediction distributions are leptokurtic and produce too many or extreme outliers than would be expected from a normal distribution.

Finally, we show the omnibus tests for normality for all three models in Figure 15. Here, it is evident that most of the prediction distributions for all the models are, in fact, not normal. The non-zero skewnesses combined with the high excess kurtoses imply that the distributions contain more or more extreme outliers than the normal distribution and that these outliers tend to show up on one side of the means of the distributions. Recall that RMSE is a measure that weights outliers heavily due to the square term in the deviation from the mean. In contrast, the arithmetic
mean only weights outliers linearly. Thus, a model that is calibrated to minimize $\text{RMSE}(y_{ss}, \hat{y}_{ss})$, where outliers are weighted heavily, will yield a different set of model parameters than those achieved by minimizing $\text{RMSE}(y_{bm}, \hat{y}_{bm})$, where outliers are weighted less heavily.

While our analysis reveals the skewed and leptokurtic distributions that give rise to the discrepancy between the two minimization problems, the underlying reasons for the shapes of these distributions remain unknown. We note that, especially for Modified ResNet-18 Regressor, the distributions seem to be skewed towards a protein % that is slightly higher than the CV reference mean value, and the skewness gets more extreme as the bulk sample mean reference value deviates further from the CV reference mean value. Additionally, for Modified ResNet-18 Regressor, the training set kurtoses are lower for bulk samples that have a reference protein % close to the mean CV reference protein. These effects could indicate that the Modified ResNet-18 Regressor has learned to recognize grain from the different bulk samples in the training set and map them close to the reference value, thus circumventing the features that explain protein content, severely overfitting, and rendering ineffective the strategy that assigns the bulk sample mean reference values to bulk subsamples.

![Predicted subsample distributions skewnesses](image)

(a) Training skewnesses. (b) Validation skewnesses. (c) Test skewnesses.

![Predicted subsample distributions skewness tests](image)

(d) Training skewness $Z$-tests. (e) Validation skewness $Z$-tests. (f) Test skewness $Z$-tests.

**FIGURE 9** Modified ResNet-18 Regressor subsample prediction distribution skewnesses and skewness tests for each bulk sample as a function of the reference protein of the bulk sample.

6 | THE INFLUENCE OF GRAIN DENSITY ON MODEL PERFORMANCES

In this section, we investigate the effect of grain density on protein content regression on Dataset #1 and grain variety classification on Dataset #2. Recall that the grain density of an image crop is the ratio of its amount of pixels containing grain to its total amount of pixels. We do not analyze the predictions of the ensemble models on Dataset #1. Instead, we analyze the ensembles’ constituents individually. In particular, we are interested in measuring the average performance of each constituent as a function of grain density. This allows us to compute a mean $\text{RMSE}(y_{ss,\text{test}}, \hat{y}_{ss,\text{test}})$
FIGURE 10  PLS-R subsample prediction distribution skewnesses and skewness tests for each bulk sample as a function of the reference protein of the bulk sample.

FIGURE 11  PLS-R\textsubscript{bulk} Subsample prediction distribution skewnesses and skewness tests for each bulk sample as a function of the reference protein of the bulk sample.
FIGURE 12 Modified ResNet-18 Regressor subsample prediction distribution kurtoses and kurtosis tests for each bulk sample as a function of the reference protein of the bulk sample.

FIGURE 13 PLS-R subsample prediction distribution kurtoses and kurtosis tests for each bulk sample as a function of the reference protein of the bulk sample.
Engstrøm et al. use a grain density of at least 0.1 for all their model calibrations and evaluations on both datasets. In Figure 16 we show the RMSE($\hat{y}_{ss,test}$, $\hat{y}_{ss,test}$) for grain density intervals of 0.05 and for any given value of minimum grain density. Here, it is clear that for all models, RMSE($\hat{y}_{ss,test}$, $\hat{y}_{ss,test}$) deteriorates as grain density decreases. This is unsurprising as the reference value, computed as a mean over a bulk sample, is expected to be more accurate as grain density increases, and, likewise, any reasonably well-calibrated model will reflect this relationship in its predictions.

On Dataset #2, Dreier et al. [11] use a grain density of at least 0.5 for all their calibrations but also do a test set evaluation for grain density < 0.5 and show that accuracy rapidly diminishes as grain density decreases. Additionally, on Dataset #2, there are no ensemble models as the models were trained with a single training and validation dataset split. In Figure 17 we show the Acc($\hat{y}_{ss,test}$, $\hat{y}_{ss,test}$), defined in Equation (6), for Modified ResNet-18 Classifier and PLS2-DA. Recall that for Dataset #2, unlike for Dataset #1, the reference value is equally accurate for a low and a high grain density as only a single grain variety is present in any given subsample. While Modified ResNet-18 Classifier is better than PLS2-DA, both models have a relatively stable performance until grain density decreases below 0.3. At the interval with the lowest grain density of 0.1 to 0.15, Modified ResNet-18 Classifier reaches its minimum accuracy of $\sim$0.87, and PLS2-DA reaches its minimum of $\sim$0.82. Interestingly, however, both test accuracies are much higher than the Acc($\hat{y}_{ss,val}$, $\hat{y}_{ss,val}$) of $\sim$0.5 achieved by Dreier et al. [11] on the validation split with their models that were trained on a grain density $\geq$ 0.5. These results reveal that while easier with a high grain density, getting accurate predictions on a low grain density subsample is feasible as long as the model has been calibrated on low grain density sub-samples. Our results also show that both the spatio-spectral CNN and the purely spectral PLS2-DA benefit from a larger grain density.
Figure 15: Modified ResNet-18 Regressor, PLS-R, and PLS-Rbulk subsample prediction distribution omnibus tests.
$$\text{Acc}(y, \hat{y}) = \frac{1}{n} \sum_{i=0}^{n-1} 1 \{y_i = \hat{y}_i\} \quad (6)$$

(a) Modified ResNet-18 Regressor.  
(b) PLS-R.

(Figure 16) RMSE($y_{ss, test}, \hat{y}_{ss, test}$) as a function of the grain density. The red graphs should be interpreted right-to-left, i.e., for each of the three regression model types at any grain density, they represent the mean RMSE and associated SEM achieved by the five ensemble model constituents by predicting test set subsamples with grain density at least that high.
CONCLUSION

This report shows that calibrating CNNs and PLS models to predict protein content in grain bulk subsamples using mean references from grain bulk samples can lead to biased average predictions. We have investigated the models’ prediction distributions of the protein content in the grain bulk subsamples and found that they are both leptokurtic and skewed, implying that they produce more or more extreme outliers than a normal distribution and that these outliers typically occur on one side of the mean value. The underlying reason for the existence of the skewed leptokurtic distribution remains unknown. However, their existence implies that minimizing the outlier-sensitive RMSE on grain bulk subsamples leads to incorrect mean predictions on the grain bulk samples. We have devised two strategies to mitigate this issue. The first strategy works for both CNNs and PLS models and consists of a linear correction of the mean predictions on the grain bulk samples. The second strategy works for PLS only and consists of calibrating it directly on the bulk samples instead of the bulk subsamples. Either strategy will lead to approximately equally good performance, and both strategies lead to much more accurate mean protein content regression than just calibrating on the bulk subsamples using the mean reference values.

Additionally, this report shows that calibrating models using a grain density of at least 10 percent is feasible for both protein regression and grain type classification using both CNNs and PLS. We have shown that performance increases with grain density for both protein content regression and grain type classification. However, compared with previous work, we have shown that for grain variety classification, including low grain density samples in the model calibration leads to more accurate predictions on low grain density samples. Simultaneously, on high grain density samples, our classifiers are competitive with previous work that calibrated models only on high grain density samples.
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