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ABSTRACT
The vast amounts of data collected in various domains pose great challenges to modern data exploration and analysis. To find “interesting” objects in large databases, users typically define a query using positive and negative example objects and train a classification model to identify the objects of interest in the entire data catalog. However, this approach requires a scan of all the data to apply the classification model to each instance in the data catalog, making this method prohibitively expensive to be employed in large-scale databases serving many users and queries interactively. In this work, we propose a novel framework for such search-by-classification scenarios that allows users to interactively search for target objects by specifying queries through a small set of positive and negative examples. Unlike previous approaches, our framework can rapidly answer such queries at low cost without scanning the entire database. Our framework is based on an index-aware construction scheme for decision trees and random forests that transforms the inference phase of these classification models into a set of range queries, which in turn can be efficiently executed by leveraging multidimensional indexing structures. Our experiments show that queries over large data catalogs with hundreds of millions of objects can be processed in a few seconds using a single server, compared to hours needed by classical scanning-based approaches.

1 INTRODUCTION
The data volumes produced and processed in many domains are massive. In remote sensing and astronomy, for instance, the amount of data is currently rising to a new level due to technical advancements in satellites and telescopes [9, 30, 44]. In particular, the unprecedented pace of increase in spatial and temporal resolutions is leading to the assembly of large-scale surveys consisting of exabytes of valuable data, as it is the case for the data catalogs associated with the Sentinel missions operated by the European Space Agency (ESA) [13] or the Large Synoptic Survey Telescope [22]. A common task in these and other domains is the search for “interesting” objects [3, 33, 43] in such massive databases, i.e., objects of particular value for a specific application. For example, an astronomer might be interested in a special type of galaxy, while a data analyst in the energy sector might be interested in wind turbines visible in satellite imagery.

There are two prominent methodologies to address such search tasks from a technical perspective. The first one is based on nearest neighbor search, where a user query is specified via a query object, and objects similar to the query object are returned as query result [26]. These query scenarios are known under the guise of content-based (image) retrieval [40] and have led to popular search engines such as Google’s reverse image search or geospatial search engines [26]. In general, the corresponding user queries can be answered efficiently using index structures or approximation techniques [4, 27]. However, the restriction of nearest neighbor queries to a single search item per query may lead to incomplete and inaccurate query results, as it is challenging to model the user’s intent based on a single query instance. This restriction is particularly problematic when it is necessary to identify all instances of an interesting object in a given database, such as finding all wind turbines in satellite imagery to estimate their quantity. In such scenarios, the use of nearest neighbor search methods may prove insufficient.

The second methodology is based on the application of machine learning models, in particular classification models such as decision trees. Such a search-by-classification approach involves using a (small) labeled data set containing both positive and negative instances. Based on this data set—which can be seen as a “user query”—a classification model is trained. During the inference phase, the entire database is scanned, and the trained model is applied to classify each object. Only the objects classified as belonging to the target class (e.g., class “special galaxy”) will be returned as...
the search result. As users can specify both types of objects—the ones the search should return and those it should not return—search-by-classification approaches can capture the user’s query intent more precisely and, hence, generally produce search results with higher quality compared to single-object queries [7, 9, 42]. However, despite its superiority, search engines serving many users cannot employ this approach since scanning the entire database per user query is too time-consuming and induces a high latency.

Figure 1 illustrates the concept of search-by-classification on a database of satellite imagery over which many user queries have to be executed. Here, a data analyst can specify both “interesting” objects, such as different wind turbines, as well as “non-interesting” examples, such as ships or chimneys, via a binary classification data set (left: red and black borders indicate positive and negative examples, respectively). A classification model (middle: yellow regions) is then trained using suitable features extracted from the data (for the sake of illustration, a two-dimensional feature space is shown; typically, more features are considered). The classification model is then applied to the entire database and the objects classified as “interesting” are returned to the user (right: yellow dashed border; false positives/negatives are possible). Note that each user query requires a new training and a new scan of the entire database (e.g., “User Query 2” induces a new model and different results). Although the training phase might not take much time for small query data sets (e.g., training a decision tree might take a tenth of a second or less), the inference phase generally requires scanning all the data for each incoming user query, which can become very time-consuming for large data catalogs, with each query taking hours or even more to complete. Hence, the search-by-classification strategy either implies high latency—i.e., a long time necessary to scan the entire database—or high costs—i.e., the costs caused by the parallelization of scans over a massively parallel infrastructure to reduce the latency. Note that a typical user query aims at finding a relatively small subset of “interesting” objects in the database, i.e., the answers sets are often very small compared with the totality of the objects (e.g., in a database of satellite imagery, only one out of one million image patches might show a wind turbine). Thus, we would ideally wish to devise a method with per-query costs that do not grow in proportion to the input database size.

Contributions: In this work, we introduce a novel search-by-classification framework that allows us to return an answer set efficiently with low latency and at low cost by exploiting pre-built index structures, see Figure 2. More precisely, we propose a co-design of machine learning models and indexes for fast search-by-classification. As detailed in Section 3, a set of multidimensional index structures is built in an offline phase, where each index corresponds to a random subset of features (which are extracted from the data). These multidimensional indexes are constructed only once for the entire database and are independent of a particular user query. Afterwards, in the query processing phase, a new classification model is trained for each new user query, where the construction of this model is “index-aware”, i.e., during the construction, information about the indexes built in the offline phase is taken into account. Instead of scanning the entire data catalog, the instances being classified as positive (“Target Objects”) can then be efficiently retrieved via range queries, i.e., the inference phase is supported by means of fast lookups over the pre-built index structures. Hence, for a typical user query with a small answer set, one can quickly return all the desired instances with minimal computing resources, which is essential for interactive search engines. Of note, this paper primarily focuses on databases with infrequent changes. In summary, our main contributions are as follows:
We consider search tasks with user queries consisting of positive and negative examples and the retrieval of target objects in large databases can be done in a few seconds instead of the hours that scanning-based approaches would typically need.

To realize this framework, we propose an "index-aware" construction scheme for decision trees and random forests. Our central idea involves the construction of decision-tree-like models based on low-dimensional feature subsets that match multidimensional index structures. More precisely, we build fragments of the trees following a novel bottom-up construction instead of the well-known and commonly applied top-down construction scheme. The resulting models exhibit two important properties: (a) the classification quality of the models created bottom-up is close to that of their original top-down counterparts, and (b) the set of database instances assigned to the positive class in the inference phase can be efficiently retrieved via range queries.

We provide a prototype of our search-by-classification framework, implemented in Python with Cython optimizations. We also implemented a graphical search engine on top of the prototype (accessible at https://web.rapid.earth).

We conduct an extensive experimental evaluation of our prototype, which includes a case study in the geospatial domain with more than a billion image patches, a detailed analysis of the involved parameters, and an extensive comparison with competing search strategies. The results show that our search-by-classification framework yields accuracy comparable with traditional search-by-classification schemes that repeatedly scan the entire database while returning the results in a fraction of the time needed by those methods.

2 BACKGROUND
We consider search tasks with user queries consisting of positive and negative examples, see again "User Query 1" and "User Query 2" in Figure 1. That is, each user query gives rise to a binary classification task and a user query is provided in the form of a data set $T = \{(x_1, y_1), \ldots, (x_n, y_n)\} \subset \mathbb{R}^d \times \mathcal{Y}$ with $\mathcal{Y} = \{0, 1\}$, where a $(x_i, y_i)$ with $y_i = 1$ corresponds to a positive example (target class) and $y_i = 0$ to a negative example. Here, $d$ corresponds to the number of features that are either given or that are extracted per instance. For instance, in the case of image data, a feature extractor can be applied to extract meaningful features, see again Figure 2.

2.1 Decision Trees and Tree Ensembles

Decision trees are simple yet powerful models and remain among the most popular methods in machine learning [8, 20]. Typically, decision trees are built recursively in a top-down manner, see Algorithm 1. The root of the tree to be built corresponds to a subset $S \subseteq T$ of the available data instances (e.g., a subset of the data sampled uniformly at random with replacement). During the recursive construction, the data are typically split into two subsets at each node, which form the basis for the recursive construction of two subtrees that are the children of that node. The recursion stops as soon as an associated subset is pure, which means that all the instances belong to the same class, or as soon as some other stopping criterion is fulfilled. Each internal node corresponds to a subset $S \subseteq T$ of instances, which is split via a splitting dimension $i \in \{1, \ldots, p\}$ and an appropriately chosen threshold $\theta \in \mathbb{R}$, where $\mu \leq d$ is a user-defined parameter that determines the number of random features that are considered per split. Typically, one aims at maximizing the so-called information gain, defined as:

$$G_{i,\theta}(S) = Q(S) - \frac{|L_{i,\theta}|}{|S|} Q(L_{i,\theta}) - \frac{|R_{i,\theta}|}{|S|} Q(R_{i,\theta})$$

Here, $L_{i,\theta} = \{(x, y) \in S \mid x_i \leq \theta\}$ is the subset of $S$ containing the elements whose $i$-th feature is less or equal to the threshold $\theta$ and $R_{i,\theta} = \{(x, y) \in S \mid x_i > \theta\}$ the subset of $S$ containing the remaining instances. Maximizing the information gain corresponds to minimizing the (weighted) "impurities" of the two subsets above, which is typically quantified by an impurity measure $Q$ [8, 20]. For binary classification scenarios—on which we focus in this work—one typically resorts to the Gini index, which is defined as

$$Q(S) = \sum_{c=0}^{1} p^S_c (1 - p^S_c),$$

where $p^S_c$ corresponds to the fraction of points in $S$ belonging to class $c \in \{0, 1\}$. Given a decision tree, the predicted class for a new data point $x \in \mathbb{R}^d$ is obtained by traversing the tree from top to bottom and by resorting to the information stored in that particular leaf (e.g., dominant class of the training instances assigned to that leaf). To avoid overfitting, fully-grown decision trees are often pruned in a post-processing phase.

While decision trees often exhibit a good performance in practice, their quality can be typically improved by considering ensembles. Random forests are a prominent example of this class of techniques [8]. A random forest consists of a user-defined number $M$ of decision trees $T_1, \ldots, T_M$, which are built independently from each other. To obtain different individual models, one can consider so-called bootstrap samples that are drawn uniformly at random (with replacement) from the data $T$, different subsets $\{i_1, \ldots, i_p\}$ of features for each node split, and different (random) splitting thresholds. A prediction $h(x)$ for a new point $x \in \mathbb{R}^d$ is

---

1. Leveraging multidimensional indexes in the framework requires classifiers that are efficient to construct and can be represented as range predicates. These requirements are naturally fulfilled by decision trees and random forests, which belong to the most powerful classification models in machine learning [14]. Incorporating other models, such as deep neural networks or boosted trees, is subject of future research.

2. https://github.com/decisionbranches/decisionbranches
then obtained by combining the individual predictions, that is
\[ h(x) = C(h_1(x), \ldots, h_M(x)), \]
where \( C: \mathbb{R}^M \to \mathbb{R} \) depends on the learning scenario. For classification scenarios, a common choice is the majority vote [8, 20], i.e.,
\[ C(h_1(x), \ldots, h_M(x)) = \arg \max_{c \in Y} \{ i \mid h_i(x) = c \}. \]
For standard random forests [8], the optimal splitting threshold is computed as in Line 4 of Algorithm 1. A well-known alternative choice is to instead select a random threshold between the minimum and the maximum feature value, which yields so-called extremely randomized trees [18]. It is worth stressing that such potentially “suboptimal” thresholds often yield competitive if not superior tree ensembles.

2.2 Multidimensional Indexes
Our novel index-aware classifier transforms the inference phase of decision trees and random forests to a set of range queries in low-dimensional spaces. Such queries are efficiently supported by spatial index structures, such as \( k-d \) trees [4], which are commonly used in the context of, e.g., database systems or nearest neighbor search [16]. We therefore briefly summarize a few important concepts behind these index structures that are necessary for this work.

For multidimensional data, a \( k-d \) tree is a popular choice to speed up range queries and nearest neighbor search [4]. A \( k-d \) tree is a balanced binary search tree that recursively partitions the search space into two half-spaces at each node. Given \( N \) points in the \( d \)-dimensional Euclidean space, such a tree can be built in \( O(N \log N) \) time using linear-time median finding and occupies \( O(N) \) additional space [4]. The time complexity of orthogonal range queries with multidimensional axis-parallel boxes defining the regions of interest over a \( k-d \) tree can be upper-bounded, in the worst case, by \( O(dN^{1-1/d} + q) \), where \( q \) is the number of points returned [29]. Hence, sublinear time is needed to answer such queries. In practice, a \( k-d \) tree exhibits good performance for small \( d \), e.g., \( d = 3 \), and can be constructed as to store data objects in external memory while the tree is kept in main memory [5]. Another popular index structure for multidimensional data is the so-called range tree, which, along with fractional cascading, enables queries to be answered in \( O(\log^{d-1} N + q) \) time at the cost of an increased construction time and space consumption of \( O(N \log^{d-1} N) \) [10].

Care must be exercised when employing index structures over high-dimensional data. In particular, the difference in distances of a point to its nearest and farthest points drops dramatically as \( d \) is increased, making indexing less and less effective [6]. At dimensionality as low as \( d = 5 \), this effect is already highly pronounced, while indexes are expected to be outperformed by a full scan of the data at \( d \) values as low as 10 [6].

2.3 Decision Trees and Range Queries
During the inference phase of a standard decision tree built for a classification data set, a new instance is classified as positive in case the tree traversal ends up in a leaf containing only or mostly positive instances (e.g., if the decision is based on majority vote). A simple yet crucial observation is that orthogonal range queries can be employed—namely, one range query per leaf of the tree that corresponds to the positive class—to obtain all instances in the database that would be classified as positive. Figure 3 illustrates this observation for \( d = 2 \) features. Without any optimization, these range queries would necessitate a full scan of the database to determine if instances fall within the bounds of a positive leaf. Instead, given a corresponding index structure pre-built for the database, this would allow to rapidly return the desired instances per user query without the need of a full scan in case one is given a low-dimensional feature space (e.g., \( d \leq 4 \)).

Figure 3: A decision tree partitions instances for two features. Inference phase classifies all instances in the yellow boxes as "positive." Retrieving positive instances from a large database is achieved through two orthogonal range queries.
The features should capture general characteristics of the data and are not tailored to any specific query. After wards, k index structures idx1,...,idxk are built via an index builder. More precisely, k random feature subsets F1,...,Fk ⊂ {1,...,d} with |Fi| = D for i = 1,...,k are considered, where 1 ≤ D ≤ d is some small constant (e.g., D = 4). For each of these subsets, a corresponding multidimensional index idxi is built. For instance, given d = 100 features and D = 4, idx1 could be an index for the feature subset F1 = {17, 51, 60, 80}, idx2 an index for F2 = {11, 45, 49, 99}, and so on.

(ii) Query processing: In the query processing phase, each user query is formulated via a binary classification data set. First, the feature extractor used in the offline preprocessing phase is also used to extract a feature vector for each instance of the data set. Next, an adapted version of a decision tree/random forest is built for the given data set. As detailed below, information about the indexes built in the offline preprocessing phase is considered during the construction of these classifiers (dashed lines in Figure 2) such that the database instances being classified as “positive” can be efficiently retrieved via orthogonal range queries, supported by a corresponding index structure (solid lines).

Note that, since D is small, the index structures built in the offline preprocessing phase will support efficient range queries in the spaces defined by the feature subsets. Typically, quite many index structures have to be built for our approach (e.g., k = 100 or more). Next, in Section 3.2, we provide the details of our novel construction scheme for decision trees and random forests used in the query processing phase. In a nutshell, we build fragments of the decision trees following a new bottom-up approach instead of the well-known and commonly applied top-down construction scheme. These decision branches allow for efficient retrieval of the desired instances from the database, as we will show in Section 3.3.

3.2 Decision Branches

Our approach is based on an alternative construction scheme for decision trees, which essentially (only) yields the bottom parts of decision trees, which we call decision branches. Each decision branch is associated with a d-dimensional box B, similar to a leaf of a decision tree. We define B as B = (l1, r1) × ... × (ld, rd) ⊂ Rd

with \( \mathbb{R}^d = \mathbb{R} \cup \{ -\infty, +\infty \} \). If the dimension i of a box B is left-and right-bounded (i.e., li > -\infty and ri < +\infty), we call it bounded w.r.t. dimension i, whereas if it is left- or right-bounded (i.e., li > -\infty or ri < +\infty), we call it half-bounded w.r.t. dimension i; otherwise, we call it unbounded w.r.t. dimension i. Furthermore, we denote the number of half-bounded and bounded dimensions of a box B by \( n_h(B) \) and the number of unbounded dimensions by \( n_u(B) \), respectively. For instance, in Figure 3, the first box B1 is bounded w.r.t. the first dimension and unbounded w.r.t. the second dimension and the first dimension (i.e., for images, these features could be based on information on color, shape, edges, and orientation. Such features can be extracted in an automatic manner via, e.g., pre-trained or unsupervised deep neural networks, see Section 4. In case features are already available, no feature extractor has to be applied.

While sufficiently many feature subsets need to be available, large values for k also lead to an increased space consumption. This trade-off will be discussed in Section 4.

Note that, if a feature \( i \in \{ 1, \ldots, d \} \) is not used in any of the nodes from the root to a leaf of a classical decision tree, then the dimension \( i \) of the box associated with that leaf is unbounded, i.e., \( l_i = -\infty \) and \( r_i = +\infty \).

3.2.1 Constructing Decision Branches. Our construction scheme for decision branches is implemented via the function DecisionBranches shown in Algorithm 2. Its input is composed of a training set \( T \) (corresponding to a single user query), the k feature subsets \( F_1, \ldots, F_k \in \{ 1, \ldots, d \} \) mentioned above with \( |F_i| = D \leq d \) for \( i = 1, \ldots, k \) and \( 1 \leq D \leq d \), a number \( 1 \leq p \leq k \) of feature subsets to be tested per iteration, and a constant \( \mu \in \{ 1, \ldots, d \} \).

After initializing the two sets \( T_0 = \{ (x, y) \in T | y = 0 \} \) and \( T_1 = \{ (x, y) \in T | y = 1 \} \), the algorithm incrementally removes positive instances from \( T_1 \). For each such positive instance \( (x', 1) \), a d-dimensional box is found containing \( x' \) and potentially more negative instances \( n_h(B_i) = 1 \) and \( n_u(B_i) = 1 \), whereas the second box \( B_2 \) is half-bounded w.r.t. both dimensions (i.e., \( n_h(B_2) = 2 \) and \( n_u(B_2) = 0 \)).

A crucial aspect of our approach is that each box \( B \) associated with a decision branch will be bounded in a few dimensions only (e.g., \( n_h(B) \leq 4 \) and that it will contain “mostly” positive instances. Also, the union of all these boxes will cover all the positive instances of a given query data set. Finally, the construction of the branches and the boxes will be conducted in such a way that, for each box \( B \), the bounded dimensions will correspond to one of the index structures that were built for the entire database in the offline preprocessing phase. This will allow to efficiently retrieve all the database instances belonging to the boxes.

The construction scheme detailed next is, hence, “index-aware” in the sense that the generation of the decision branches and associated boxes takes the index structures into account that were built in the offline preprocessing phase, see again Figure 2.
data points. This is achieved by considering a random subset \( \mathcal{F} = \{F_1, \ldots, F_p\} \subseteq \{F_1, \ldots, F_k\} \) of the given feature subsets \( F_1, \ldots, F_k \) and by selecting the box \( B_{\text{opt}} \subseteq \mathbb{R}^d \) that maximizes an information gain computed via the function GreedyMaxGainBox (see below). Given the box \( B_{\text{opt}} \), the function RemoveInstances removes all instances from \( T_0 \) and \( T_1 \) whose data points are contained in \( B_{\text{opt}} \) (see Algorithm 4). The instances removed from \( T_0 \) and \( T_1 \) are collected in the sets \( R_0 \) and \( R_1 \), respectively, and are subsequently used as input for the function TopDownConstruct, which simply builds a classical decision tree for this subset in a top-down manner, yielding the decision branch \( B \) (which consists of a single node in case \( R_0 \cup R_1 \) is pure). Both the box \( B_{\text{opt}} \) and the decision branch \( B \) are added to the set \( T \), which forms the output of DecisionBranches after all iterations are done.

Each call of DecisionBranches returns a set of decision branches along with the associated boxes. In this context, \( B \) is a \( d \)-dimensional box (with at most \( D \) bounded dimensions) resulting from the bottom-up construction phase (Lines 4–14 in Algorithm 2), while \( B \) is a decision branch that corresponds to a small decision (sub-)tree (constructed in a top-down manner), which separates the subset \( R_0 \cup R_1 \) of the training points contained in \( B \) (Line 15 of Algorithm 2). Overall, the set of all decision branches corresponds to a standard decision tree built in a top-down manner for all data points. Note, however, that we do not build this complete decision tree, but only the decision branches. Some examples of decision branches are provided in Figure 5. Each decision branch \( B \) (lower part of a decision tree) in the figure corresponds to a feature space \( F \in \mathcal{F} \) and can be seen as a branch of an overall decision tree (outlined in gray; not built). The bounding box \( B \) associated with a given \( B \) is visualized as a dashed black rectangle. The leaves of the branches corresponding to the positive class are highlighted in yellow.

3.2.2 Maximum Gain Boxes. The function GreedyMaxGainBox, shown in Algorithm 3, computes, for a given point \( x' \in \mathbb{R}^d \), a subset \( S \subseteq T \) of the training instances, and a feature subset \( F \subseteq \{1, \ldots, d\} \), a \( d \)-dimensional box \( B \) with \( n_F(B) \leq D \) along with an associated gain \( g \in \mathbb{R} \). In a first step, a fixed yet random feature index sequence \( F_S \) is defined based on \( F \). In a second step, the function InitialEmptyBox computes an initial box \( B \) that only contains the point \( x' \) (and possibly duplicates of \( x' \)) and heuristically covers as much empty space as possible in the dimensions specified by \( F \) (see Section 3.4 for the implementation details).

Next, this box is expanded according to an information gain criterion defined below by iterating over the same feature index sequence \( F_1 \) and by applying the function ExpandBox, see Figure 4. More precisely, for each dimension \( j \) in Line 4, both the left and right boundary of the current box \( B \) are expanded w.r.t. dimension \( j \).

This is done by only considering the points of \( S \subseteq T \) that are contained in a box \( B_i \) which is the same as box \( B \) except that the left and right boundary in dimension \( j \) is set to \(-\infty\) and \(+\infty\), respectively. To expand the left boundary in dimension \( j \), the points \( x \in S \) with \( x_j < x'_{j1} \) are sorted in increasing order w.r.t. their distance \( |x_j - x'_{j1}| \) to the point \( x' \) in dimension \( j \). Starting with \( l = 1 \), the sorted points are then processed incrementally and added to the set \( T \). Let \( O = S \setminus T \) be the set of remaining “outer” points. To decide if the left boundary should be expanded, we compute the gain \( G(S) \) via:

\[
G(S) = Q(S) - \frac{|I|}{|S|} Q(I) - \frac{|O|}{|S|} Q(O)
\]

As for decision trees, \( Q \) is a classification impurity measure such as the Gini index. After all or a pre-defined number \( p_m \) of points (e.g., \( p_m = 20 \)) have been processed, the new left boundary \( l_i \) of \( B \) in dimension \( j \) is set to the value so that the gain \( G(S) \) is maximized.

The right boundary \( r_i \) of \( B \) is computed similarly. The expansion is repeated for \( j = 1, \ldots, D \). In Figure 4, the overall process is visualized for the case of \( D = 2 \).

Overall, the goal of ExpandBox is to expand the initial box in such a way that information gain is maximized (similarly to top-down construction of decision trees). At the end of Algorithm 3, the function Gain is used to compute the final gain induced by the “split” of \( S \) into \( I = S \cap B \) and \( O = S \setminus I \). Both the final box \( B \) as well as the final gain \( g \) are returned by GreedyMaxGainBox.

3.2.3 Comparison with Decision Trees. Our construction scheme is hypothesized to produce fragments of standard decision trees, as they share common characteristics such as orthogonal splits, splits respecting infinity, and training based on an impurity criterion. In principle, these models could be generated via a top-down approach, which suggests that they belong to the same model space and are expected to achieve comparable generalization (confirmed empirically in Section 4.3.2). Yet, each box along with its associated
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deriving an ensemble consisting of decision branch models is then
branches, as is the case for standard tree ensembles such as random
trees, care must (only) be taken when constructing the
lower parts of the trees (i.e., essentially, arbitrary splits can be made
in the top parts of trees, whereas discriminative feature splits are
needed for the lower parts) [19].

3.4.2 Decision Branch Models. The bottom-up construction
scheme for the decision branches is driven by introducing ran-
domness in various phases. For instance, a random sequence $S_2$ is
defined based on $F$ in GreedyMaxGainBox. While this use of
randomness is not strictly needed for single calls to Decision-
Branches, it is crucial when generating ensembles of decision
branches, as is the case for standard tree ensembles such as random
forests and extremely randomized trees. Based on this observation,
deriving an ensemble consisting of decision branch models is then
straightforward and can be done by simply combining the sets $T_1, \ldots, T_M$ obtained by $M$ calls of DecisionBranches, where only
the instances of the database are returned that are classified as
positive by the majority of the models.

3.3 Fast Query Processing

The remaining task is efficient inferencing via range queries (Fig-
ure 2). Overall, we aim at processing many user queries with small
latencies given a large database. In addition, we assume limited
computational resources; in particular, our approach does not rely
on the use of many servers. As mentioned above, we begin by pre-
building a large number of index structures $idx_1, \ldots, idx_N$ in the
offline preprocessing phase. Note again that these indexes have to
be built only once beforehand and are independent of a particular
user query. The processing of a new user query, i.e., for a new data
set $T = \{(x_1, y_1), \ldots, (x_n, y_n)\} \subset \mathbb{R}^d \times \{0, 1\}$ consisting of a few
positive and many negative instances, then proceeds as follows:

1. In the first step, a set of decision branches (corresponding to a
decision tree) is built via the function DecisionBranches.
2. In the second step, we conduct, for each decision branch $B$ with
associated box $\hat{B}$ and feature subset $F$, an orthogonal range
query using the index structure built beforehand for $B$ to re-
trieve all instances of the database contained in $\hat{B}$.
3. Finally, in the third step, these instances are classified into
positive or negative by the corresponding decision branches,
where only positive instances are returned to the user.

Note that a crucial ingredient for the efficiency of our query pro-
cessing is that each resulting box $B \subset \mathbb{R}^d$ associated with a decision
branch is only (half-)bounded in a few dimensions, i.e., $n_B(D) \leq D$,
where $D$ is a small constant (e.g., $D = 4$). This property stems from
the fact that such boxes are constrained using only the features pro-
vided by a set $F \subset \{1, \ldots, d\}$ with $|F| \leq D$, see again Algorithm 3.
Thus, the index that is available for that feature subset $F$ can be
used to efficiently conduct the corresponding range query.

The workflow is illustrated in Figure 5. To sum up, for each user
query given as a classification data set, a set of decision branches
is constructed. Each decision branch corresponds to a box (black
dashed rectangles), and the database instances being contained
in one of the boxes can quickly be retrieved using the associated
index. The resulting (small) answer sets are then filtered for positive
instances via the corresponding decision branch for each box.

3.4 Implementation Details

Here we provide some details related to InitialEmptyBox and
TopDownConstruct used in Algorithm 2, as well as to the memory
layout and space consumption of the index structures.

3.4.1 Initial Box. For the sake of completeness, we provide details
related to the function InitialEmptyBox. For a given point $x' \in \mathbb{R}^d$,
a subset $S$ of training instances, and a sequence $F_0 = (i_1, \ldots, i_D)$,
the procedure InitialEmptyBox constructs a $d$-dimensional box $B$
that only contains the query point $x'$ and no other points. At the same
time, this box also covers as much empty space as possible in the
dimensions specified by $F_0$. The box is computed by deriving bounds
for the dimensions specified by $F_0$; the left and right bounds for the
other dimensions are set to $-\infty$ and $+\infty$, respectively. Identifying
such a box is known to be computationally challenging, even for
low-dimensional spaces.7

3.4.2 Decision Branch Models. In case $R_0 \cup R_1$ is pure, TopDown-
Construct in Algorithm 2 returns a single node. Given an im-
pure set in $R_{bij}$ (see, e.g., Figure 4d), the procedure TopDownCon-
struct builds a tree $B$ for the instances given in $R_0 \cup R_1$. In our

\[ \text{InitialEmptyBox}(x', S, F_0) = \]
experiments, we consider two versions to implement this function. The first one, \( T_s \), resorts to all \( d \) features. The second one, \( T_a \), only considers the \( D \) features specified by the feature subset \( F \) that corresponds to the box \( B_{opt} \) (i.e., \( B \subset B_{opt} \) holds true). The benefit of the first implementation is that it generally yields slightly better models in terms of classification accuracy. However, it requires retrieving the full set of \( d \) features returned by the range query. The benefit of the second approach is that the \( D \) features can directly be stored in the leaves of the index structures (using \( O(ND) \) additional space), which, in turn, allows for immediate retrieval of the features needed when processing the range queries. However, this variant generally yields slightly worse classification results than \( T_s \), see Section 4.

### 3.4.3 Hybrid Memory K-D Trees

A large number \( k \) of index structures have to be pre-built for a large database. For \( k \)-d trees, \( O(N) \) additional space is needed, where \( N \) is the number of elements in the database. Hence, given a large \( k \), it might not be feasible to keep all these index structures in the main memory of a system. In order to address this problem, we implement an efficient \( k \)-d tree-based index that supports multidimensional range queries and leverages disk storage. In particular, our \( k \)-d tree implementation only stores the tree structure up to the leaves in main memory. The leaves containing the instances with all their features are stored consecutively on disk. If a query is now forwarded to the index structure, only the leaves that intersect with the query rectangle need to be loaded from disk. A crucial hyperparameter for the success of our \( k \)-d tree index is the leaf size. The smaller the size of the leaves, the less data not contained in the query rectangle is falsely loaded. Since the bottleneck of this method will tend to be the data loading time from disk, it can be expected that a smaller leaf size leads to faster query times. On the other hand, the loading time is also influenced by the block size of the underlying file system: leaves that are smaller than the actual block size cannot make proper use of device bandwidth. Additionally, the larger the leaf size, the smaller are the parts of the \( k \)-d trees that have to be kept in main memory. Ultimately, we meet a trade-off among all of these factors, making the optimal leaf size a critical hyperparameter that has to be determined before constructing the indexes. As we will show in our experiments, it is possible to keep the top parts of \( k \)-d trees in main memory for a large number \( k \) of index structures.

## 4 EXPERIMENTS

We provide an extensive evaluation of our approach w.r.t. three aspects: (1) efficiency of index-supported decision branches and ensembles in terms of inference runtime against scan-based evaluation of decision trees and random forests as well as nearest neighbor search (Section 4.2); (2) sensitivity of decision branches models to crucial hyperparameters and comparison to traditional tree-based algorithms in (imbalanced) binary classification tasks (Section 4.3); and (3) trade-off between storage consumption of the underlying index structures and performance (Section 4.4). In particular, we consider a realistic case study with more than a billion data points. The results show that our search-by-classification framework yields as accurate results as traditional search-by-classification schemes (that have to scan the entire database per user query), albeit at dramatically reduced query processing times.

### 4.1 Experimental Setup

All experiments were conducted on an Ubuntu 18.04 server with 24 AMD Epyc 7402P cores, 192 GB DDR4-RAM and 30 TB of NVMe storage. The construction schemes for decision branches and for the hybrid memory \( k \)-d tree were implemented in Python 3.8, where Cython was used for computationally intensive parts.

#### 4.1.1 Models

We consider the Scikit-Learn [36] implementations of decision trees (DTree), random forests (RForest), and extremely randomized trees (ExTrees) as baseline search-by-classification models (which retrieve the positive instances by scanning the entire database). These models are compared with our novel decision branch approach (DBranch) as well as with a corresponding ensemble variant (DBEns) introduced in Section 3.2.4. For both DBranch and DBEns, three versions are considered. For the first version (\( B \)), TopDownConstruct returns a single node, i.e., all the decision branch models have depth zero. The other two versions, \( T_s \) and \( T_a \), are described in Section 3.4.2. For \( T_a \), TopDownConstruct only uses the features \( F \in \mathcal{F} \) that yielded the box \( B_{opt} \) (see Algorithm 2). In contrast, TopDownConstruct resorts all the \( d \) features for \( T_s \).

An overview of the notation is provided in Table 1. In our evaluation, we aim to demonstrate that our decision tree and tree ensemble variants yield a competitive classification performance compared to the aforementioned baselines, without the need to scan the entire data catalog. Additionally, we include an efficient exact nearest neighbor search baseline (denoted by NNB) for comparison, which uses our \( k \)-d tree implementation [5] to accelerate the search. This baseline indicates the classification performance that users would experience when interacting with an NN-based search engine that only allows single-instance search queries, an approach commonly found in visual search engines [26]. To establish a fair comparison, we treat the NNB as a model, where all \( K \) nearest neighbors produced given a user query are considered to be positive, while all other instances are considered to be negative.\(^3\) We assess its classification performance as an average among all single-instance search queries.

\(^3\)The value of \( K \) is set to the true number of corresponding positive instances per user query/training set. Note that such important information is actually not known in practice, which, hence, gives the NNB an unfair advantage.

### Table 1: Summary of model notation.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( B )</td>
<td>Bottom-up (depth of ( B ) is 0)</td>
</tr>
<tr>
<td>( T_s )</td>
<td>Bottom-up + top-down (using ( D ) features)</td>
</tr>
<tr>
<td>( T_a )</td>
<td>Bottom-up + top-down (using all ( d ) features)</td>
</tr>
<tr>
<td>(&lt;\text{num}&gt;_t)</td>
<td>DBEns: number of estimators (default: 250)</td>
</tr>
<tr>
<td>(&lt;\text{num}&gt;_t)</td>
<td>DBranch/DBEns: ( D ) (default: 10)</td>
</tr>
<tr>
<td>(&lt;\text{num}&gt;_t)</td>
<td>DTREE/RForest: # of features used (default: all)</td>
</tr>
</tbody>
</table>
searches obtained from the positive instances in a training set, thus abstracting a notion of typical result quality.

4.1.2 Metrics. We assess the quality of the models using the $F_1$-score, defined as the harmonic mean of precision $P$ and recall $R$, i.e., $F_1 = 2 \cdot P \cdot R / (P + R)$. The application-level impact of a high $F_1$-score (e.g., $< 0.8$) is achieving a good trade-off between precision and recall, where the system misses only a few relevant objects during the search. In addition to measuring the total execution time $T_{total}$ for the approaches, we also measure the training time $T_{train}$ and the query time $T_{query}$ for the different models, where the former captures the time needed to build the classification models and the latter to retrieve instances from the database.

4.2 Efficiency Study of Index-Aware Models

We begin by demonstrating the effectiveness of our approach through a geospatial case study, using 12.5 cm per pixel resolution aerial imagery of Denmark from 2018 (non-public data set). The images are decomposed into 256×256 pixel patches, resulting in a data set size of $N = 1,441,557,000$ patches. We identified and manually collected labels for six classes of potentially interesting objects, namely chimneys, planes, ships, PV panels, storage tanks, and (wind) turbines, see Figure 7. Feature extraction was performed via a ResNet101 neural network [21] pretrained on ImageNet [38], where the feature embedding layer was adapted to yield $d = 50$ features. The model weights were fine-tuned by training the network for a few epochs using labeled patches over 7 classes (i.e., those depicted in Figure 7 and an additional class for “other objects”) and the Adam optimizer [28] with a learning rate of 0.0001.\(^9\) Note that the ResNet101 was used only as a pre-processing step, since the application would have required scanning the complete data set for every user query.

To generate realistic queries, we considered, for each user query, a set of 30 “rare” patches ($y = 1$) belonging to the target class (e.g., PV panels). We also utilized 30,000 “non-rare” patches ($y = 0$) for each query, which were selected uniformly at random from the catalog (containing $N$ patches). This approach can be justified by (a) the assumption that non-rare patches are extremely more frequent than rare ones for the search tasks addressed (e.g., only about one out of one hundred thousand patches corresponds to a PV panel, which leads to only a few falsely labeled instances in our user query) and by (b) that a user query in practice might also contain a few falsely labeled instances (e.g., non-rare patches labeled as rare).\(^10\)

4.2.1 Query Response Time and Classification Quality. We compare the average total time $T_{total}$ of user queries induced by the six classes shown in Figure 7. As detailed above, each query was composed of 30,030 training instances. The quality in terms of $F_1$-score was computed using a hold-out set consisting of 110,000 labeled instances, whereas the runtime results were obtained using the entire database with $N$ instances. We repeated the experiment five times with different seeds (accounting for randomness) and report averaged runtimes and scores.

The $k$-d tree indexes were built for $D = 3$ and different values for $k \in \{50, 150, 300\}$ with a fixed leaf size of 5,632. To implement a fast NNB, we built another $k$-d tree using all the $N$ instances in the database and three (random) features. The leaf size was set to 43 and the full tree was loaded into memory (including the leaves). We measured the query time for NNB by searching for the $k = 1,000$ nearest neighbors of 100 labeled interesting data instances and report the average query times. The $F_1$-score was obtained via the hold-out set of 110,000 labeled instances, where for each user query instance, $K$ was set to the (true) number of positive instances in the entire database.

Table 2 summarizes the results obtained. For $k = 300$ (right column), the fastest DBranch model (DBranch [B3]) achieved a 715× lower $T_{total}$ than the DTree model, while exhibiting a comparable $F_1$-score. In the ensemble case, ensembles with 5 and 25 decision branch models were considered, respectively: Here, the fastest DBEns model (DBEns [T,5,3]) achieved a 195× lower $T_{total}$ than the RForest (25 trees) and ExTrees (25 trees) with a similar $F_1$-score. The NNB was substantially faster than the other approaches, yielded, however, a significantly worse $F_1$-score.\(^11\) The table also provides insights w.r.t. space consumption and model quality. Specifically, 600 GB of disk storage were required to store the entire database, while the $k$-d tree indexes required 13 TB of additional storage for $k = 300$ (to store the associated leaves). These storage requirements could be reduced at a minor expense in $F_1$-score by selecting a lower value of $k$ (e.g., 50 or 150), see again Table 2.

4.2.2 Optimal $k$-d Tree Leaf Size. Next, we investigate the influence of the leaf size of our $k$-d trees by considering $k$-d trees with varying leaf sizes.\(^12\) This experiment was conducted for two feature subset sizes, $D = 3$ and $D = 6$, and for each of the two cases, $k = 10$ random feature subsets were considered. For each of these feature subsets, $k$-d trees with leaf sizes ranging from 22 to 22,582 were built. For each of the six classes shown in Figure 7, one user query was generated, each with 30 positive and 30,000 negative instances. Fitting a decision branch model for each such query led to a set of range queries (i.e., the $R_{bbox}$ boxes), which were processed by a corresponding $k$-d tree index. To assess the impact of the leaf sizes on the query time, we report the average query time needed to process such user queries for each case and for each leaf size. We repeated the experiments for two settings, which we call “cold” and “warm”. For the cold setting, underlying caches (e.g. disk, OS) were emptied, whereas for the warm setting the loaded objects

\(^9\)ResNet101 yielded satisfying results [21]. Although several alternative methods could be applied for the purpose of feature extraction, we argue that the quality of features would affect all downstream models, including our competitors, random forests and decision trees. The extraction of “optimal” features depends on the data considered and is not the main goal of our study.

\(^10\)Note that machine learning models, including those considered in this work, can typically deal with a small amount of such “label noise”.

\(^11\)Another NNB based on $d = 50$ features also resulted in a similar $F_1$-score, while exhibiting a significantly worse query time. The corresponding results were therefore disregarded. Note that we also excluded approximate nearest neighbor search algorithms since they would have generally led to even worse $F_1$ scores, despite their potential to further reduce the query time.

\(^12\)The leaf size of a $k$-d tree impacts the runtime when executing range queries. Here, a smaller leaf size leads to a higher cost of traversing the tree, but a lower cost for scanning the points contained in the leaves intersecting with a query rectangle.
we measured the query time tree can be achieved in practice with our implementation. To do so, we measured the query time of the k-d tree for increasing sizes of N. We stopped the search after 10 leaves had been visited to keep q (number of points returned) at a constant level. Thereby, the focus was on the tree traversal time instead of the time needed to return the contained data instances. In our analysis, we built k-d tree indexes for different subset sizes N and D = 3, scaled the number of instances by selecting instances at random from the database, and report the query times averaged over five runs. To measure those query times, we generated 300 random boxes ensuring no overlap, so as to minimize the chance of caching when leaves were loaded multiple times. Figure 9 (left) shows that the scaling behavior of our k-d tree implementation falls in-between the asymptotic curves for O(log N) and O(N^{1/3}), which, again, is in line with the runtime bounds provided in Section 2.

4.2.4 Scaling Behavior of Decision Branches. Finally, we assessed the scaling behavior of the two search-by-classification models with the lowest T_{total} in Table 2 for k = 300. Figure 9 (right) shows the behavior of the models as we increased the number of points N in the data set. Note that, similarly to the k-d tree experiments above, data instances were selected at random for each value of N. Each measurement for DBranch \([T;3]\) was averaged over three repetitions with different seeds to account for randomness in the method, while a single repetition was used for the DTree. DBranch \([T;3]\) exhibits very slow growth in T_{total} (e.g., almost no increase for the last three measurements). By contrast, T_{total} for DTree grows as expected, linearly with N. When N > 10^9, DBranch \([T;3]\) outperforms DTree by almost three orders of magnitude, yielding the query results in a few seconds only.

Table 2: Results on aerial image data set (size 0.6 TB). Time in seconds. Index size is reported next to each value of k.

<table>
<thead>
<tr>
<th>Model</th>
<th>k = 50 → 2.17 TB</th>
<th>k = 150 → 6.5 TB</th>
<th>k = 300 → 13 TB</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>T_{train}</td>
<td>T_{query}</td>
<td>T_{total}</td>
</tr>
<tr>
<td>DBranch ([B;3])</td>
<td>0.307</td>
<td>1.556</td>
<td>1.863</td>
</tr>
<tr>
<td>DBranch ([T;3])</td>
<td>0.310</td>
<td>1.445</td>
<td>1.756</td>
</tr>
<tr>
<td>DBranch ([T;5;3])</td>
<td>0.335</td>
<td>16.618</td>
<td>16.953</td>
</tr>
<tr>
<td>DTree</td>
<td>0.855</td>
<td>1,043.433</td>
<td>1,044.288</td>
</tr>
<tr>
<td>NNB</td>
<td>–</td>
<td>0.298</td>
<td>0.298</td>
</tr>
<tr>
<td>DBEns ([B;5;3])</td>
<td>0.529</td>
<td>9.760</td>
<td>10.288</td>
</tr>
<tr>
<td>DBEns ([T;5;3])</td>
<td>0.508</td>
<td>8.418</td>
<td>8.926</td>
</tr>
<tr>
<td>DBEns ([B;25;3])</td>
<td>0.891</td>
<td>28.607</td>
<td>29.497</td>
</tr>
<tr>
<td>DBEns ([T;25;3])</td>
<td>0.892</td>
<td>26.466</td>
<td>27.358</td>
</tr>
<tr>
<td>RForest</td>
<td>0.274</td>
<td>1,319.688</td>
<td>1,319.961</td>
</tr>
<tr>
<td>ExTrees</td>
<td>0.122</td>
<td>1,332.026</td>
<td>1,332.148</td>
</tr>
</tbody>
</table>

Figure 8: Impact of leaf size on query time and size of a single k-d tree. No results for D = 6 and leaf size 22 due to exceeding machine memory capacity.

Figure 9: Scaling behavior of our k-d tree search for D = 3 (left) and traditional tree-based methods.
To conclude, our search framework enables quick processing of such user queries (e.g., search for planes in satellite imagery) and can report the (complete) answer set per query in a few seconds only, compared to minutes needed by scanning-based approaches. It is worth stressing that the runtime benefits will become more and more prominent and important in case the database would contain even more instances (e.g., hundreds of billions of instances).

4.3 Sensitivity Analysis and Benchmark

Next, we consider six more data sets listed in Table 3 with d features, K classes, and n instances. Most of them are widely used for comparing binary classification models. However, our setup differs from known benchmarks in order to mimic a use case similar to a search engine for imbalanced data. To resemble such a case, we converted the original classification tasks to binary “one-vs-all” problems. That is, for each data set, we selected a class cp to represent the positive class, while the remaining ones were regarded as negative. We fixed the number of positive objects in the training set to 30 and picked \((\frac{30}{n_{cp}}) \cdot n_{cn}\) instances from each other class cn, where \(n_{cp}\) and \(n_{cn}\) were the number of instances belonging to the positive class cp and the other class cn, respectively. The remaining instances were split up to form (almost) equal-sized validation and test sets. The hyperparameters of each model were optimized via grid search on the validation set and the final model qualities were assessed using the test set. Each run was repeated three times with different (random) seeds.

<table>
<thead>
<tr>
<th>Data set</th>
<th>(\hat{n})</th>
<th>d</th>
<th>K</th>
</tr>
</thead>
<tbody>
<tr>
<td>iris</td>
<td>150</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td>satimage</td>
<td>6,430</td>
<td>36</td>
<td>6</td>
</tr>
<tr>
<td>letter</td>
<td>20,000</td>
<td>16</td>
<td>26</td>
</tr>
<tr>
<td>mnist</td>
<td>60,000</td>
<td>784</td>
<td>10</td>
</tr>
<tr>
<td>senseit</td>
<td>98,528</td>
<td>100</td>
<td>3</td>
</tr>
<tr>
<td>covtype</td>
<td>581,012</td>
<td>54</td>
<td>7</td>
</tr>
</tbody>
</table>

4.3.1 Influence of Parameters. The sensitivity of the different decision branch variants w.r.t. the feature subset size D and the number of feature subsets \(p\) tested is shown in Figure 10. The results for \(F_1\)-scores are averaged across all one-vs-all classification tasks and data sets, while the training time results are shown for covtype only (since this data set is dominant in terms of number of data instances, and, hence, runtime). We observe that all models benefit from larger D, while \(F_1\)-scores increase only slightly beyond \(D = 6\). The \(T_a\) model variants (i.e., including both bottom-up and top-down constructions using all available features) are less dependent on large D while exhibiting comparable training time to \(T_b\) variants (i.e., including subsets of \(D\) features only). This effect indicates that \(T_a\) variants can more effectively compensate for suboptimal boxes learned during the bottom-up construction phase by a subsequent fine-tuning (top-down) phase on all available features. For the number of feature subsets \(p\) tested per box, we considered different fractions of the total number of feature subsets \(k\) ranging from a single subset \((p = 1)\) to all \((p = k)\) available subsets. We can observe that a small amount of subsets (i.e., \(p = \sqrt{k}\)) is already sufficient to achieve a good \(F_1\)-score with minimal training times. To evaluate the influence of the total number of feature subsets \(k\), we introduce a factor \(r\) s.t. \(k = d \cdot r\). This factor \(r\) acts as a proxy, allowing us to adjust \(k\) to heterogeneity in \(d\). Figure 11 shows that the overall impact of \(k\) on model performance is moderate, independently of \(D\). As it can be seen, the training time grows linearly w.r.t. \(k\).

4.3.2 Comparison with Baselines. We compare decision branch models \((D = 4 \text{ and } D = 10)\) with the other tree-based models and the NNB.\(^{13}\) Here, we also evaluate versions of the DTree and RForest that resort to a limited number of features per tree, see again Section 2.3. Thereby, we can contrast the performance of our methods with naively constraining DTree or RForest to the same number of features. All ensembles are based on 25 individual trees/decision branches. Tables 4 and 5 summarize the results, which confirm that our alternative tree construction framework leads to models that exhibit a similar classification performance as those obtained via standard top-down construction schemes, while requiring only a fraction of the time to answer incoming user queries. For \(D = 10\), the DBBranch variants achieved \(F_1\)-scores similar to DTree. With the same \(D\), our DBEns models slightly outperformed the RForest model, while achieving similarly results in comparison to ExTrees. Note that with a smaller feature subset size of \(D = 4\), the classification performance of all DBBranch models slightly decreased. Yet, DBBranch and DBEns performed similarly to their classical counterparts and outperformed the constrained versions of DTree and RForest. Our decision branch models outperformed the NNB under the considered assumptions and experimental settings.

4.4 Storage and Performance Trade-Off

Selecting suitable parameters for our framework entails finding a balance between storage capacity and performance, including response time and result accuracy. Figures 10 and 11 reveal that the more we increase the complexity of a decision branch model concerning crucial parameters \(D, k,\) and \(p\), the more accurate the search results become in terms of \(F_1\)-score. However, this comes at the cost of either (a) additional storage (for \(k\); see Table 2), (b) longer query times (for \(D\); see Figure 8 for the difference between \(D = 3\) and \(D = 6\)), or (c) extended training times (for \(k, D\) and \(p\); see again Figures 10 and 11). Generally, the optimal parameter settings depend on the particular data catalog. In our case study, we prove that even with a small storage overhead (e.g., only 3–4 times more storage for \(k = 50, D = 3\) and \(p = \sqrt{\overline{k}}\)), we already achieve substantial speedup gains of approximately 590 times faster compared to scan-based approaches, while maintaining nearly the same \(F_1\)-score.

5 RELATED WORK

To our knowledge, this is the first work transforming the inference phase of decision trees and tree ensembles into a set of range queries in low-dimensional spaces. Previous work has focused on the design of efficient decision-tree-based models, with early approaches such as SPRINT [39] or BOAT [17] aiming to speed up decision tree construction and inference over disk-resident data. Substantial previous work has also been dedicated to deriving efficient approaches to construct and apply random forests [31], including distributed frameworks [11, 35]. Recently, fast decision tree construction has been studied in online settings, such as streaming data analysis [25, 32]. Yet, all these approaches require scanning the entire database during inference. PRIM [15] is an alternative top-down technique for finding boxes that cover regions of the feature space where the response average (e.g., weighted relative accuracy [2]) is more...\(^{13}\)For this experiment, all \(d\) features were used for the NNB.
random forests that can rapidly process user queries formulated as classification tasks in large-scale databases. Our framework lever-
queries [23, 37, 41]. Despite their efficiency, these methods are infe-
high. In contrast to PRIM, our bottom-up construction approach

Table 4: Mean test $F_1$-scores for single models on each data set, averaged among all classes.

<table>
<thead>
<tr>
<th>Data set</th>
<th>DBranch$_{[9]}$</th>
<th>DBranch$_{[10]}$</th>
<th>DBranch$_{[11]}$</th>
<th>DBranch$_{[12]}$</th>
<th>DBranch$_{[13]}$</th>
<th>DTree</th>
<th>DTree$_{[4]}$</th>
<th>DTree$_{[10]}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>covtype</td>
<td>0.390 ± 0.039</td>
<td>0.359 ± 0.039</td>
<td>0.339 ± 0.039</td>
<td>0.329 ± 0.039</td>
<td>0.320 ± 0.039</td>
<td>0.310</td>
<td>0.300 ± 0.039</td>
<td>0.290 ± 0.039</td>
</tr>
<tr>
<td>iris</td>
<td>0.399 ± 0.039</td>
<td>0.379 ± 0.039</td>
<td>0.359 ± 0.039</td>
<td>0.339 ± 0.039</td>
<td>0.329 ± 0.039</td>
<td>0.310</td>
<td>0.300 ± 0.039</td>
<td>0.290 ± 0.039</td>
</tr>
<tr>
<td>letter</td>
<td>0.399 ± 0.039</td>
<td>0.379 ± 0.039</td>
<td>0.359 ± 0.039</td>
<td>0.339 ± 0.039</td>
<td>0.329 ± 0.039</td>
<td>0.310</td>
<td>0.300 ± 0.039</td>
<td>0.290 ± 0.039</td>
</tr>
<tr>
<td>mnist</td>
<td>0.399 ± 0.039</td>
<td>0.379 ± 0.039</td>
<td>0.359 ± 0.039</td>
<td>0.339 ± 0.039</td>
<td>0.329 ± 0.039</td>
<td>0.310</td>
<td>0.300 ± 0.039</td>
<td>0.290 ± 0.039</td>
</tr>
<tr>
<td>satimage</td>
<td>0.399 ± 0.039</td>
<td>0.379 ± 0.039</td>
<td>0.359 ± 0.039</td>
<td>0.339 ± 0.039</td>
<td>0.329 ± 0.039</td>
<td>0.310</td>
<td>0.300 ± 0.039</td>
<td>0.290 ± 0.039</td>
</tr>
<tr>
<td>senseit</td>
<td>0.399 ± 0.039</td>
<td>0.379 ± 0.039</td>
<td>0.359 ± 0.039</td>
<td>0.339 ± 0.039</td>
<td>0.329 ± 0.039</td>
<td>0.310</td>
<td>0.300 ± 0.039</td>
<td>0.290 ± 0.039</td>
</tr>
<tr>
<td>Total</td>
<td>0.399 ± 0.039</td>
<td>0.379 ± 0.039</td>
<td>0.359 ± 0.039</td>
<td>0.339 ± 0.039</td>
<td>0.329 ± 0.039</td>
<td>0.310</td>
<td>0.300 ± 0.039</td>
<td>0.290 ± 0.039</td>
</tr>
</tbody>
</table>

Table 5: Mean test $F_1$-scores for ensemble models on each data set averaged among all classes.

<table>
<thead>
<tr>
<th>Data set</th>
<th>DBEns$_{[9]}$</th>
<th>DBEns$_{[10]}$</th>
<th>DBEns$_{[11]}$</th>
<th>DBEns$_{[12]}$</th>
<th>DBEns$_{[13]}$</th>
<th>RForest</th>
<th>RForest$_{[4]}$</th>
<th>RForest$_{[10]}$</th>
<th>ExTrees</th>
</tr>
</thead>
<tbody>
<tr>
<td>covtype</td>
<td>0.969 ± 0.039</td>
<td>0.979 ± 0.039</td>
<td>0.989 ± 0.039</td>
<td>0.999 ± 0.039</td>
<td>1.009 ± 0.039</td>
<td>0.500</td>
<td>0.500 ± 0.039</td>
<td>0.500 ± 0.039</td>
<td>0.500</td>
</tr>
<tr>
<td>iris</td>
<td>0.969 ± 0.039</td>
<td>0.979 ± 0.039</td>
<td>0.989 ± 0.039</td>
<td>0.999 ± 0.039</td>
<td>1.009 ± 0.039</td>
<td>0.500</td>
<td>0.500 ± 0.039</td>
<td>0.500 ± 0.039</td>
<td>0.500</td>
</tr>
<tr>
<td>letter</td>
<td>0.969 ± 0.039</td>
<td>0.979 ± 0.039</td>
<td>0.989 ± 0.039</td>
<td>0.999 ± 0.039</td>
<td>1.009 ± 0.039</td>
<td>0.500</td>
<td>0.500 ± 0.039</td>
<td>0.500 ± 0.039</td>
<td>0.500</td>
</tr>
<tr>
<td>mnist</td>
<td>0.969 ± 0.039</td>
<td>0.979 ± 0.039</td>
<td>0.989 ± 0.039</td>
<td>0.999 ± 0.039</td>
<td>1.009 ± 0.039</td>
<td>0.500</td>
<td>0.500 ± 0.039</td>
<td>0.500 ± 0.039</td>
<td>0.500</td>
</tr>
<tr>
<td>satimage</td>
<td>0.969 ± 0.039</td>
<td>0.979 ± 0.039</td>
<td>0.989 ± 0.039</td>
<td>0.999 ± 0.039</td>
<td>1.009 ± 0.039</td>
<td>0.500</td>
<td>0.500 ± 0.039</td>
<td>0.500 ± 0.039</td>
<td>0.500</td>
</tr>
<tr>
<td>senseit</td>
<td>0.969 ± 0.039</td>
<td>0.979 ± 0.039</td>
<td>0.989 ± 0.039</td>
<td>0.999 ± 0.039</td>
<td>1.009 ± 0.039</td>
<td>0.500</td>
<td>0.500 ± 0.039</td>
<td>0.500 ± 0.039</td>
<td>0.500</td>
</tr>
<tr>
<td>Total</td>
<td>0.969 ± 0.039</td>
<td>0.979 ± 0.039</td>
<td>0.989 ± 0.039</td>
<td>0.999 ± 0.039</td>
<td>1.009 ± 0.039</td>
<td>0.500</td>
<td>0.500 ± 0.039</td>
<td>0.500 ± 0.039</td>
<td>0.500</td>
</tr>
</tbody>
</table>

Figure 10: Influence of feature subset size $D$ and feature subsets tested $p$ on test $F_1$-score and training time.

Figure 11: Influence of number of feature subsets $k$ on both test $F_1$-score and training time via proxy parameter $\tau$.

high. In contrast to PRIM, our bottom-up construction approach mimics the construction of classical decision trees, with important algorithmic ingredients such as the use of randomness at various stages as well as boxes maximizing the (information) gain based on the Gini index. Numerous fast (approximate) nearest neighbor search methods have been developed for handling single-object queries [23, 37, 41]. Despite their efficiency, these methods are inferior in F1-score compared to search-by-classification approaches.

6 CONCLUSION

We propose a novel approach to efficiently support search-by-classification tasks in large-scale databases. Our framework lever-
ages a co-design of multidimensional indexes and decision trees and random forests that can rapidly process user queries formulated as binary classification data sets. The decision branches and associated boxes introduced allow for transforming the inference phase into a set of range queries, which can be efficiently supported by pre-built multidimensional indexes. Our experiments show that our framework achieves a similar classification performance in comparison to traditional decision trees and random forests, while drastically reducing the inference time. We believe that this work will pave the way for novel index-aware machine learning models that will, in turn, lead to conceptually novel search engines in remote sensing, astrophysics, and many other data-intensive domains. In the future, we will explore techniques to reduce the storage overhead and optimize for incremental data updates, including LSM-trees [34], compressed [1] and learned indexes [12].
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