The energy of dilute Bose gases II
the general case
Fournais, Søren; Solovej, Jan Philip

Published in:
Inventiones Mathematicae

DOI:
10.1007/s00222-022-01175-0

Publication date:
2023

Document version
Early version, also known as pre-print

Document license:
Unspecified

Citation for published version (APA):
The energy of dilute Bose gases II:
The general case

Søren Fournais\textsuperscript{1} and Jan Philip Solovej\textsuperscript{2}

\textsuperscript{1}Department of Mathematics, Aarhus University, Ny Munkegade 118, DK-8000 Aarhus C, Denmark
\textsuperscript{2}Department of Mathematics, University of Copenhagen, Universitetsparken 5, DK-2100 Copenhagen Ø, Denmark

November 9, 2021

Abstract

For a dilute system of non-relativistic bosons interacting through a positive potential \( v \) with scattering length \( a \) we prove that the ground state energy density satisfies the bound

\[
e(\rho) \geq 4\pi a \rho^2 \left(1 + \frac{128}{15\sqrt{\pi}} \sqrt{\rho a^3} \right) + o \left(\sqrt{\rho a^3} \right),
\]

thereby proving a lower bound consistent with the Lee-Huang-Yang formula for the energy density. The proof allows for potentials with large \( L^1 \)-norm, in particular, the case of hard core interactions is included. Thereby, we solve a problem in mathematical physics that had been a major challenge since the 1960’s.
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1 Introduction

1.1 Introduction and result for hard core potential

Since the foundational paper of Lee, Huang and Yang [21], it has been a fundamental open problem in mathematical physics to establish the so-called Lee-Huang-Yang term of the energy of the dilute, hard core Bose gas. More precisely, this means to prove the two-term asymptotics of the ground state energy per unit volume in the thermodynamic limit for the 3-dimensional, dilute Bose gas in the case of hard core interactions. In this paper we will give the lower bound for this ground state energy density for a very large class of potentials including the hard core case. Our method allows for the potentials to have both a hard core part and a fairly large support/slow decay, thereby being remarkably close to the expected optimal conditions.

It is interesting to remark that in the same number of Physical Review as [21], Dyson [15] gave rigorous upper and lower bounds to the ground state energy. Thus it appears that already at that time the importance of establishing the correct mathematical way of analysing this fundamental many-body problem was recognised. Notice in passing that the upper bound of Dyson’s 1957 paper remains unsurpassed in the hard core case, despite significant recent progress on the upper bound in general [1][4][20][34].

In [18] we gave the first proof of a two-term lower bound agreeing with the LHY correction in the thermodynamic limit. The analysis in [18] requires, most importantly, an $L^1$-condition on the potential, thereby excluding the hard core case. Combining the result of [18] with
the known upper bound of \[34\] (see \[4\] for a recent improvement of the upper bound to \(L^3\)-potentials) establishes the correctness of the LHY-term in the thermodynamic limit. Notice that surprisingly the conditions under which we have the correct upper bounds are much more restrictive than those necessary for the lower bounds. In the present paper we extend and improve the methods of \[18\] combined with new insights in order to remove the \(L^1\)-assumption on the potential therefore allowing us to treat the hard core case. The improvements also allow for potentials of much larger support, which leads to the inclusion of potentials with slow decay through an approximation argument.

For more description of the history of the subject and related results we refer to the accompanying paper \[18\] or to the many recent works on the subject of which we mention in particular \[3–12,16,17,19,27–30,33\]. Notice also the inspiring review \[23\] of the status of the subject in 2005. For a more recent review of various mathematical aspects of the Bose gas see \[32\], for a point of view closer to Physics, see \[13,31\]. The present paper is essentially self-contained, in particular, it is an independent improvement of \[18\].

We proceed to more precisely define the model under study. We consider \(N\) bosons in 3 dimensions described by the Hamiltonian

\[
\mathcal{H}_N = \mathcal{H}_N(v) = \sum_{i=1}^{N} -\Delta_i + \sum_{1 \leq i < j \leq N} v(x_i - x_j). \tag{1.1}
\]

One of our main concerns in this paper will be to prove the LHY-correction for the hard core potential, i.e. for \(v = v_{hc}\) with

\[
v_{hc}(x) = \begin{cases} 
0, & |x| > a, \\
+\infty, & |x| \leq a.
\end{cases} \tag{1.2}
\]

We are interested in the thermodynamic limit of the ground state energy density as a function of the particle density \(\rho\).

\[
e(\rho, v) = \lim_{L \to \infty} \frac{L^{-3}}{N^{\frac{4}{3}}} \inf_{\Psi \in C^\infty_0([0,L]^N) \setminus \{0\}} \frac{\langle \Psi, \mathcal{H}_N(v)\Psi \rangle}{\|\Psi\|^2}. \tag{1.3}
\]

We will omit the dependence on \(v\) from the notation and just write \(e(\rho)\), when the potential is clear from the context. Here the inner product \(\langle \cdot, \cdot \rangle\) and the corresponding norm \(\|\cdot\|\) are in the Hilbert space \(L^2(\Omega^N)\), where we have denoted \(\Omega = [0,L]^3\). When considering bosons the infimum above should be over all symmetric function in \(C^\infty_0(\Omega^N)\). It is however a well-known fact that the infimum over all functions is actually the same as if constrained to symmetric functions. When we restrict to functions with compact support in \(\Omega\) we are effectively using Dirichlet boundary conditions, but it is not difficult to see that the thermodynamic energy is independent of the boundary condition used.

Our result for the hard core potential is the following:

**Theorem 1.1 (The Lee-Huang-Yang Formula).** Suppose \(v = v_{hc}\) is the hard core potential defined in (1.2). Then,

\[
e(\rho) \geq 4\pi \rho^2 a \left( 1 + \frac{128}{15\sqrt{\pi}} \sqrt{\rho a^3} - C(\rho a^3)^{\frac{1}{4} + \eta} \right), \tag{1.4}
\]

for some \(\eta > 0\) and \(C > 0\).

**Remark 1.2.** Our proof gives that the choice \(\eta = \frac{1}{160}\) works in Theorem 1.1. However, this exponent is likely an artefact of the proof and not a true reflection of the next correction term.
1.2 Result for general class of potentials

An interesting feature of the LHY-formula is the universality property that (1.4) holds for a large class of potentials \( v \), where the parameter \( a \) has to be understood as the \textit{scattering length} of the potential. The definition of the scattering length is recalled in Section 3 below.

We will denote the scattering length of the potential \( v \) by \( a(v) \) and write \( a \) instead of \( a(v) \), when the potential is clear from the context. Our more general result is indeed to show this universality, allowing for both potentials with large \( L^1 \)-norm, for instance a hard core part, and a slowly decaying tail.

**Theorem 1.3.** Let \( C, S_0, \varepsilon_0 > 0 \) be given. Then there exist \( \eta \in (0, \frac{1}{4}) \) and \( C > 0 \) (only depending on \( C, S_0, \varepsilon_0 \)) such that if \( v : \mathbb{R}^3 \to [0, +\infty] \) is a measurable, spherically symmetric potential with scattering length \( a \in (0, +\infty) \) and satisfying the following decay condition

\[
\frac{1}{8\pi a} \int_{|x| \geq R} v(x) \, dx \leq C(R/a)^{-1-\varepsilon_0}, \quad \text{for all } R \geq S_0 a.
\]

Then

\[
e(\rho) \geq 4\pi a \rho^2 \left(1 + \frac{128}{15\sqrt{\pi}} \varepsilon_0 \left(\rho a^{-3/2} - C(\rho a^{3/2})\right)^{1/2} + \eta \right).
\]

**Remark 1.4.** Our proof gives that the choice \( \eta = \frac{1}{5} \min \left\{ \frac{\varepsilon_0}{4(1+\varepsilon_0)}, \frac{1}{928} \right\} \) works in Theorem 1.3. Again, we do not expect this exponent in the error bound to be optimal.

**Remark 1.5.** Theorem 1.3 is quite satisfactory in its generality. One could imagine the LHY-correction to be true for all positive potentials with finite scattering length. Notice that the finiteness of the scattering length implies integrability at infinity by [20]. The decay condition (1.5) is reasonably close to this. One could of course imagine to allow for potentials with positive scattering length but which are not everywhere positive. In this generality the Lee-Huang-Yang formula cannot hold. This is discussed in [23] where a conjecture is formulated (see [35] for partial results).

Clearly, Theorem 1.1 follows from Theorem 1.3, since the scattering length \( a \) of the hard core potential is the same as the radius of its support and the decay condition (1.5) is trivially satisfied. Notice that in Theorem 1.3 the potential \( v \) is not assumed to be \( L^1 \), indeed the hard core potential \( v_{hc} \) has \( \int v_{hc} = \infty \). To prove Theorem 1.3 we will approximate \( v \) from below by a \( \rho \)-dependent \( L^1 \)-potential in such a way that the difference between the scattering lengths is sufficiently small while the integral of the approximating potential is not too large. The existence of such an approximating potential is guaranteed by the following uniform approximation result, which could be of independent interest and will be proved in Section 3.

**Theorem 1.6 (Approximation of scattering length).** Suppose that \( v : \mathbb{R}^3 \to [0, +\infty] \) is radial and has finite scattering length \( a(v) \). Then for all \( T > 1 \) there exists \( v_T \in L^1(\mathbb{R}^3) \), with compact support and such that

\[
0 \leq v_T(x) \leq v(x),
\]

for all \( x \in \mathbb{R}^3 \), and furthermore

\[
(8\pi)^{-1} \int v_T \leq Ta(v),
\]

\[
a(v_T) \geq a(v) \left(1 - \left(1 + 2\frac{\sqrt{5}}{\sqrt{T}}\right)T^{-1}\right).
\]
From an explicit calculation in the case of the hard core potential (see Remark 3.3 below) it follows that the error term in (1.8) has an optimal dependence on $T$ to leading order. A result in the same spirit as Theorem 1.6 was given in [33, Lemma 1] but with a non-optimal error bound, which would not be sufficient for our purpose.

Using the approximation result above, we need to prove a Lee-Huang-Yang formula for $L^1$-potentials but with an explicit dependence on the parameters of the problem. That is the result of the next theorem, which also allows for potentials whose support has large but finite diameter. This is needed in order to approximate potentials as in Theorem 1.3 that are allowed to have a long tail.

**Theorem 1.7.** For all $\kappa \in (0, \frac{1}{3})$, $C > 0$, there exist constants $\eta_1 \in (0, \frac{1}{3})$ (depending only on $\kappa, C$) such that if $0 \leq v \in L^1(\mathbb{R}^3)$ is spherically symmetric with support in $B(0, R)$, and such that $a := a(v), R, \int v$ and the density $\rho$ satisfy that

$$\rho a^3 \leq C^{-1}, \quad \frac{R}{a} \leq C(\rho a^3)^{-\frac{1}{3}}, \quad R \leq C(\rho a^3)^{-\frac{1}{2} - \frac{1}{2}}; \tag{1.9}$$

where

$$\mathcal{R} := \frac{1}{8\pi a} \int v. \tag{1.10}$$

Then

$$e(\rho) \geq 4\pi a \rho^2 \left(1 + \frac{128}{15\pi} \sqrt{\rho a^3 - C(\rho a^3)^{\frac{1}{2} + \eta_1}}\right). \tag{1.11}$$

**Remark 1.8.** Our proof gives the choice

$$\eta_1 := \frac{1}{5} \min\{\frac{1}{928}, \frac{\kappa}{11}\}. \tag{1.12}$$

We end this introduction by showing how Theorem 1.3 follows from Theorem 1.7 and by a remark detailing the formal definition of the Hamiltonian $H_N(v)$ for potentials as singular as $v_{hc}$. In the following Section 2 we will give an overview the paper, in particular of the proof of Theorem 1.7.

**Proof of Theorem 1.3.** Choose $\kappa = \frac{\pi}{4(1 + \epsilon_0)}$ and $C = 2$. Let $\eta_1$ be given by Theorem 1.7 for the chosen $\kappa, C$ and define $T = (\rho a^3)^{-\frac{1}{2} - \eta_1}$. Let $v$ satisfying the assumptions of Theorem 1.3 be given and let $a = a(v)$ be its scattering length. By the trivial bound $e(\rho) \geq 0$, and by choosing $C$ larger than some universal constant it suffices to consider small values of $\rho a^3$. Choose, using Theorem 1.6 an $L^1$-potential with compact support, $\tilde{v}$ (depending on $T$) such that (1.8) is satisfied.

Let $R = a(\rho a^3)^{-\frac{1}{2} + \kappa}$, and define $v' = \tilde{v} 1_{\{|x| \leq R\}}$. Notice that $R \geq S_0 a$ for sufficiently small values of $\rho a^3$. By (3.3), (1.5) and the choice of $\kappa$, we have

$$a(\tilde{v} - v') \leq \frac{1}{8\pi} \int \tilde{v} 1_{\{|x| \geq R\}} \leq C(R/a)^{-1 - \epsilon_0} a = C(\rho a^3)^{\frac{1}{2} + \frac{\eta_0}{2}} a. \tag{1.13}$$

Therefore,

$$a = a(v) \leq a(\tilde{v}) + C a(\rho a^3)^{\frac{1}{2} + \eta_1} \leq a(v') + a(\tilde{v} - v') + C(\rho a^3)^{\frac{1}{2} + \eta_1} a \leq a(v') + C \left( (\rho a^3)^{\frac{1}{2} + \eta_0} + (\rho a^3)^{\frac{1}{2} + \eta_1} \right) a. \tag{1.14}$$
Also, by construction, \( v' \) has support in \( \{ |x| \leq R \} \) and \( \frac{1}{2\pi} \int v' \leq T \alpha \). So \( v' \) satisfies (1.9) with \( C = 2 \) (for \( \rho \alpha^3 \) sufficiently small). Using monotonicity of the energy as a function of the potential and Theorem 1.7, we find

\[
e(\rho, v) \geq e(\rho, v') \geq 4\pi \rho^2 a(v') \left( 1 + \frac{128}{19\sqrt{\pi}^{1/2}} \sqrt{\rho a(v')^3} - C(\rho a(v')^3)^{1/2} + \eta_1 \right),
\]

(1.15)

At this point we insert (1.14) to get (1.6) (with \( \eta = \min(\eta_0, \eta_1) \)).

\[\square\]

Remark 1.9 (Definition of the Hamiltonian). Since we allow for very singular but positive potentials, we recall the precise definition of the realization of \( H_N(v) \) as a self-adjoint operator.

Consider the quadratic form

\[
Q_N(\Psi) = \int_{\Lambda^N} \sum_{j=1}^N |\nabla_j \Psi|^2 + \sum_{i<j} v(x_i - x_j) |\Psi|^2 \, dx,
\]

(1.16)

defined on the domain

\[
D(Q_N) := \left\{ \Psi \in H^1_0(\Omega^N) \left| \left( \sum_{i<j} v(x_i - x_j) \right)^{1/2} \Psi \in L^2(\Lambda^N) \right. \right\}.
\]

(1.17)

Consider furthermore,

\[
H_Q = \overline{\{ \Psi \in L^2(\Omega^N) \left| Q_N(\Psi) + \|\Psi\|_2^2 < \infty \right. \}},
\]

(1.18)

where the closure is taken in \( L^2(\Omega^N) \). Since \( H_Q \) is a closed, linear subspace of the Hilbert space \( L^2(\Omega^N) \), \( H_Q \) becomes a Hilbert space in its own right having \( D(Q_N) \) as a dense subspace. Therefore, clearly \( Q_N \) defines a densely defined, Hermitian, quadratic form in the Hilbert space \( H_Q \). It is straightforward to check that \( Q_N \) is a closed form and it therefore follows that \( Q_N \) defines a unique self-adjoint operator \( H_N \).
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2 Description of the proof

In this section we give an overview of the paper, most notably the proof of Theorem 1.7.

From a fundamental point of view, the work provides a rigorous understanding of the correctness and the limits of the Bogoliubov pairing theory.

Compared to our previous article [18], we have to deal with the complication that the potential can have large \( L^1 \)-norm and support. In particular, this causes our control of high moments of the excitations (the localization of large matrices argument) to break down. It turns out that a substitute for this is to bound only high moments of the low-frequency excitations. To better describe this complication, we first give the common outline of the present article and [18] (see [18, Section 2] for a more detailed description) and below comment on their differences.

Section 3 gives background on the scattering length \( a \) and related quantities. In this paper we consider very general potentials, for example of hard core type. We need to approximate
these potentials from below with a control of the relative difference in scattering length. Therefore, a key new result is Theorem 1.6, which we prove in Section 3.

A main challenge for the Bogoliubov approach to work is to establish Bose-Einstein condensation for the interacting Bose gas. This is a main challenge in mathematical physics, and at present out of reach in the setting of the thermodynamic limit. However, we can prove condensation—with optimal estimates on the condensate depletion—on length scales much shorter than the healing length $1/\sqrt{\rho a}$. In order to get the LHY-term correct, it is necessary to consider length scales much longer than the healing length. The way out of this apparent problem is to make a double localization, first to length scales much longer than the healing length (the length scales $\ell$ to be introduced in (D.21) below). On these 'large' boxes, one then carries out a second localization in order to obtain almost optimal a priori information on condensation and the condensate fraction. This double localization has to 1) keep the condensate untouched; and 2) allow for the algebraic structure of the Bogoliubov approach to remain intact. These two constraints unfortunately result in the localized kinetic energy being somewhat complicated (see (4.27) below). This causes several technical complications in the rest of the proof. Since we here allow the potentials to have a long range, the analysis in the small boxes has to be improved compared to [18]. We can therefore not simply refer to [18] but have to carry out the necessary analysis in detail in Appendix E. For further results on condensation

As a technical tool in order to avoid keeping track of how the particles distribute themselves between the localized boxes, we reformulate the problem in a grand canonical setting with a chemical potential term. This and the localization procedure are carried out in Section 4 below.

A two-body potential can be thought of as producing two outgoing momenta starting from two incoming momenta, a process involving a total of 4 momenta. The condensate being described by the particles having momentum 0, we can accordingly split the potential into $0Q$, $1Q$, ..., $4Q$-terms, labelled according to the number of non-zero momenta involved. Section 4 contains the crucial Lemma 4.8 which uses the positivity of the potential to estimate it from below by an effective interaction where only $0Q$ to $3Q$ terms appear. At the same time, this estimate renormalizes the interaction so that from that point on all potentials will have $L^1$-norm controlled by the scattering length.

Section 5 starts by establishing a priori estimates on, among other things, the condensation in the large boxes. Part of this analysis is the second localization to small boxes, which is carried out in Appendix E. Furthermore, a number of estimates needed to control the excitation of particles outside the condensate are established in this section. Here a fundamental difference between the current paper and [18] appears, which will be discussed further below. The actual control of the particles outside the condensate is the content of Section 6.

It is an important insight from [18, 34] and the current paper that a correct treatment of the $3Q$-term is essential to the precision of the LHY-term: The so-called 'soft-pairs' of two high momenta (of magnitude $a^{-1}$) producing one zero momentum and one low momentum (of magnitude $\sqrt{\rho a}$) or vice versa, are a part of the $3Q$-term and have to be calculated precisely. However, to essentially reduce the $3Q$-term to the soft-pair contribution requires a few estimates, some of which are carried out in the short Section 7—since they are easiest in position-space—and some are carried out in Section 8 being easier in 2nd quantized formalism.

In Section 8 we reformulate the problem on the large boxes in terms of 2nd quantization. This is the setting in which the Bogoliubov diagonalization of quadratic operators is well understood. Furthermore, in Section 8 we apply the technique of $c$-number substitution, which allows to reduce our quantum mechanical problem to a family of problems in the
Description of the proof

non-condensed particles alone, parametrized by the number of particles in the condensate, denoted by \( \rho_\ell \). After this, we need to establish rough bounds on \( \rho_\ell \), which is the content of Section [4]. This sets the stage for the precise calculation of the ground state energy in the large boxes in Section [10]. Here the quadratic Bogoliubov-type Hamiltonian is diagonalized, yielding the right energy to LHY-precision. Several terms are left out in this calculation, some are positive and some are error terms, of which the most severe corresponds to the soft-pairs from the 3Q-term. It is another main insight of this paper and [18] that these soft pairs can be controlled by the positive terms, in particular, by part of the Bogoliubov-diagonalized Hamiltonian.

In the short Section [11] the estimates are combined to give the proof of the LHY-asymptotical formula Theorem [1.7]. Several appendices contain technical details. Of particular importance is Appendix [D]. The proof involves a number of parameters that have to be chosen large or small and have to satisfy several relations between them. Appendix [D] lists the relations between these parameters and also the concrete choice made at the end in order to finish the proof of Theorem [1.7].

In the previous work [18] we proved the lower bound for the Lee-Huang-Yang correction for potentials with bounded \( L^1 \)-norm. As we pointed out in that paper, there was one essential inequality, where \( \int v \) appeared (instead of the smaller quantity \( a \)), namely [18] (7.4) in Theorem 7.1 which was an essential ingredient in the localization of large matrices argument. This is needed in order to control moments of \( n_+ \)—the operator counting the number of excitations out of the condensate—which is crucial for the finer analysis in later sections. One of the main observations in the present work, is that it suffices to make a localization of large matrices argument on a momentum localized version of \( n_+ \)—counting the excitations in the low momenta, denoted by \( n_+^L \) and defined in (5.12). In particular, it is important that in the control of the ‘soft-pairs’ in Section [10] it suffices to have the localization of large matrices result for \( n_+^L \).

To get sufficiently sharp bounds to carry through the localization of large matrices for \( n_+^L \) requires quite a bit of technical work (see in particular Appendix [D]). It is worth noticing that this part of the analysis would have been substantially easier—and the resulting estimates sharper—if the localized problem had been periodic with the standard periodic Laplacian as kinetic energy instead of the localized kinetic energy in (4.27). However, we do not know how to compare the problem on a periodic box to the thermodynamic limit. Furthermore, in order for these estimates to be valid (see in particular Lemma [5.3], we have had to modify the kinetic energy compared to [18] essentially by extracting the extra term \( \varepsilon_N (-\Delta^N) \) in (4.27) to assure a degree of uniform ellipticity on the box. So the localized operator (on the large box) in the present paper is different from the one of [18].

Also, let us give some idea as to why it appears necessary to work with a different quantity than \( n_+ \): The localization of large matrices allows us to work with states \( \Psi \) satisfying for suitable \( \mathcal{M} > 0 \) that \( \mathbb{1}_{(0,\mathcal{M})}(n_+)\Psi = \Psi \), which clearly gives us control of expectations of powers of \( n_+ \) in the state \( \Psi \). Since \( \Psi \) is an \( n \)-particle state, one can always take the trivial choice \( \mathcal{M} = n \), but in order to be useful for our purposes we need to improve that bound by a non-trivial power of our small parameter \( \rho_\ell \).

We found in [18] that \( \mathcal{M} \) had to be sufficiently large in order to localize \( n_+ \) with a localization error of smaller order than LHY and had to be sufficiently small in order to control expectations of powers of \( n_+ \) in the later estimates of the proof. The two conditions we found in [18] (see [18], (5.9), (5.10), and (5.12)]) are

\[
(\int v/a)^{1/2}(\rho_\ell a^3)^{-1/4} \ll \mathcal{M} \ll (\rho_\ell a^3)^{-1/2}.
\]

Here and in the rest of the paper \( f \ll g \) is used in the precise meaning that \( (f/g) \leq (\rho_\ell a^3)^\varepsilon \)
for some positive \( \varepsilon \) and likewise for \( f \gg g \). The first condition in (2.1) ensures that the error in [18, Lemma 8.3] is smaller than the LHY order. The second condition is not only needed in [18] but also in this paper (see estimate (D.9) on \( \mathcal{M}^L \) used in Lemma 8.3 below).

To prove the LHY asymptotics for the large class of potentials we consider here, in particular, the hard core potential, we need to approximate by \( L^1 \) potentials in such a way that the scattering length is approximated to order \( o(\sqrt{\rho \mu a^3}) \). From Theorem 1.6 we see that this would require \( \int v/a \gg (\rho \mu a^3)^{-1/2} \), which is in contradiction with (2.1).

In this paper we use two observations to circumvent this problem. Firstly, as mentioned above we only need to control fluctuations of the number of low momentum excitations \( n_{L+} \). Secondly, the first condition in (2.1), required to localize fluctuations, can be improved if we only have to localize the low momentum fluctuations \( n_{L+} \). In fact, it follows from Proposition 6.1 below that the conditions in this paper replacing (2.1) are

\[
\left( \int v/a \right)^{1/2} (\rho \mu a^3)^{-3/16} \ll \mathcal{M}^L \ll (\rho \mu a^3)^{-1/2}.
\]

Here \( \mathcal{M}^L \) controls \( n_{L+} \) in essentially the same way that \( \mathcal{M} \) controlled \( n_+ \) in [18]. These conditions are now adequate for the \( L^1 \) approximation.

3 Facts about the scattering solution in \( \mathbb{R}^3 \)

3.1 Basic theory

In this section we establish notation and results concerning the scattering length and associated quantities. For simplicity we restrict ourselves to the 3-dimensional situation. We refer to [23, Appendix C] for more details. We will always assume that the potential \( v : \mathbb{R}^3 \to [0, +\infty] \) is radial and positive. Often, but not always, we will also assume that \( v \) has compact support, i.e. \( v(x) = 0 \) unless \( |x| \leq R \), for some \( R > 0 \).

Definition 3.1. Given a potential \( v \) with compact support, the scattering length \( a = a(v) \) is defined by

\[
\frac{4\pi a}{1 - a/R} = \inf_{\varphi \in H^1(B(0,\tilde{R});\varphi|_{|x|=\tilde{R}}=1)} \left\{ \int_{\{ |x| \leq \tilde{R} \}} |\nabla \varphi(x)|^2 + \frac{1}{2} v(x)|\varphi(x)|^2 \, dx \right\}. \tag{3.1}
\]

Here \( \tilde{R} > R \) is arbitrary.

It follows from an analysis of the minimisation problem that \( a \) is independent of the choice of \( \tilde{R} > R \), and satisfies

\[
a \leq R. \tag{3.2}
\]

By choosing \( \varphi = 1 \) as a variational state, one gets

\[
a \leq \frac{1}{8\pi} \int v. \tag{3.3}
\]

Furthermore, there is a unique minimizer \( \varphi_{v,\tilde{R}} \) in (3.1), which is radial and satisfies \( \varphi_{v,\tilde{R}} = \left( 1 - a/\tilde{R} \right)^{-1} \varphi_v(x) \). Here the function \( \varphi_v(x) \) is independent of \( \tilde{R} \), radial, non-negative, monotone non-decreasing as a function of \( |x| \) and satisfies (in the sense of distributions on the set where \( v \) is \( L^1_{\text{loc}} \))

\[
-\Delta \varphi_v + \frac{1}{2} v \varphi_v = 0. \tag{3.4}
\]
Facts about the scattering solution in $\mathbb{R}^3$

Furthermore,
\[
\varphi_v(x) = 1 - \frac{a}{|x|}, \quad \text{for } |x| \geq R. \tag{3.5}
\]

We introduce the notation
\[
\varphi_v = 1 - \omega_v. \tag{3.6}
\]

When there is no possible confusion, we will drop the subscript and write $\varphi = \varphi_v$ and $\omega = \omega_v$. By the properties of $\varphi$, we find that $\omega(x) = a/|x|$ for $x$ outside supp $v$. Furthermore, $\omega$ is radially symmetric and non-increasing with (see [23, Appendix C])
\[
0 \leq \omega(x) \leq \min\left(\frac{a}{|x|}, 1\right). \tag{3.7}
\]

We introduce the function
\[
g := v(1 - \omega). \tag{3.8}
\]

The scattering equation (3.4) can be reformulated as
\[
-\Delta \omega = \frac{1}{2} g. \tag{3.9}
\]

From this we deduce that, if $v \in L^1_{\text{loc}}$ so that (3.4) is valid on all of $\mathbb{R}^3$, then
\[
a = (8\pi)^{-1} \int g, \tag{3.10}
\]
and the Fourier transform satisfies
\[
\hat{\omega}(k) = \frac{\hat{g}(k)}{2k^2}. \tag{3.11}
\]

### 3.2 Potentials without compact support

For potentials that do not have compact support, the scattering length is defined as the limit of the scattering lengths for a sequence of localized versions, i.e.
\[
a(v) = \lim_{n \to \infty} a(1_{\{|x| \leq n\}}v). \tag{3.12}
\]

Since $v_1 \leq v_2$ implies that $a(v_1) \leq a(v_2)$ (as is immediate from Definition 3.1), the limit in (3.12) exists in $\mathbb{R}$ if and only if the sequence $\{a(1_{\{|x| \leq n\}}v)\}_n$ is bounded. By [20, Lemma 1] this is true if and only if $v$ is $L^1$ near infinity, i.e. if and only if there exists $b > 0$, such that
\[
\int_{\{|x| \geq b\}} v(x) \, dx < \infty.
\]

### 3.3 Potentials with large integral

We end this section by proving the approximation result for potential with large $L^1$-norm, Theorem 1.6.

For a radial potential $v : \mathbb{R}^3 \to [0, +\infty]$ with compact support, it is well-known [11, Lemma 3.2] that a monotone convergence result holds for the scattering length, i.e. that
\[
a(\max\{v, n\}) \nearrow a(v). \tag{3.13}
\]
By combining (3.12) and (3.13), i.e. by simultaneously cutting off the top and the tail of the potential, we reach the following conclusion: Given a radial potential $v : \mathbb{R}^3 \to [0, +\infty]$, we can define $v_n := 1_{\{x \leq n\}} \max\{v, n\}$ and get

$$a(v_n) \nearrow a(v).$$

(3.14)

Notice that with this definition, the potential $v_n$ has compact support and belongs to $L^1(\mathbb{R}^3)$ (actually, we even have $v_n \in L^\infty(\mathbb{R}^3)$). However, this approximation can be too slow for our purposes. For example for the hard core potential $v_{hc}$ defined in (1.2), we have $v_n = n 1_{\{|x| \leq R\}}$ and therefore $\int v_n = \text{Const} \cdot n$. A calculation shows that $a(v_{hc}) - a(v_n) \approx \text{Const} \cdot n^{-1/2}$.

This means that in order to approximate the scattering length to precision $\sqrt{\rho a^3}$ (with $a = a(v_{hc}) = R$) one would have an integral $\int v_n$ of magnitude $a(\rho a^3)^{-1}$. This would not be allowed by our method—as can for instance be seen from the error term in Theorem 1.7.

Our result in Theorem 1.6 shows that one can make a better approximation than that; not only for hard core potentials, but uniformly for general potentials. Our approximation result is optimal to leading order as can be seen from the explicit calculation in the case of the hard core potential given below in Remark 3.3.

**Proof of Theorem 1.6.** The main approximation result is given below as Lemma 3.2 and is valid for $L^1$-potentials with compact support. Here we only make the simple reduction to that case.

Let $v$ be as in the theorem. By the discussion above we can approximate $v$ arbitrarily well from below by potentials with finite $L^1$-norm and compact support. So for all $\delta > 0$, there exists a radial potential $v' \in L^1(\mathbb{R}^3)$ with compact support and with $0 \leq v' \leq v$ and such that

$$a(v') \leq a(v) \leq a(v') + \delta a(v).$$

(3.15)

Applying Lemma 3.2 to $v'$ we find $v_T$ satisfying (1.7) and (1.8) as well as

$$a(v') \leq a(v_T) + \left(1 + \frac{\sqrt{\rho}}{\sqrt{T}}\right) T^{-1} a(v') \leq a(v_T) + \left(1 + \frac{\sqrt{\rho}}{\sqrt{T}}\right) T^{-1} a(v).$$

(3.16)

Combining this with (3.13) and using that $\delta$ was arbitrary finishes the proof.

**Lemma 3.2.** Suppose that $v : \mathbb{R}^3 \to [0, +\infty]$ is radial and of class $L^1$ and that there exists $R > 0$ such that $v(x) = 0$, for all $|x| > R$. Then for all $T > 1$ there exists $v_T \in L^1(\mathbb{R}^3)$, with

$$0 \leq v_T(x) \leq v(x),$$

(3.17)

for all $x \in \mathbb{R}^3$, and such that

$$(8\pi)^{-1} \int v_T \leq Ta(v),$$

(3.18)

$$a(v_T) \geq a(v) \left(1 - \left(1 + \frac{\sqrt{\rho}}{\sqrt{T}}\right) T^{-1}\right).$$

(3.19)

**Proof.** We will write $a$ instead of $a(v)$ for simplicity. We may assume that $(8\pi a)^{-1} \int v > T$, because if not there is nothing to prove. Define $R_T = \inf\{R' > 0 : \int_{|x| \geq R'} v \, dx < 8\pi Ta\}$, and

$$v_\leq := v 1_{\{|x| \leq R_T\}}, \quad v_T := v 1_{\{|x| > R_T\}}.$$

(3.20)
Facts about the scattering solution in $\mathbb{R}^3$

Clearly,

$$\int v_T = 8\pi a T, \quad (3.21)$$

and $R_T > 0$ since $\int v > 8\pi a T$.

Let $\varphi$ be the scattering solution for the potential $v$. Similarly, we let $a_T$ be the scattering length of the potential $v_T$ and $\varphi_T$ the associated scattering solution. The same convention is used to introduce $a_<$ and $\varphi_<$.

We have from (3.10), using that $\varphi_T$ is a non-decreasing function,

$$8\pi a_T = \int v_T \varphi_T \geq \varphi_T(R_T) \int v_T = 8\pi \varphi_T(R_T) T a, \quad (3.22)$$

so we find

$$\varphi_T(R_T) \leq \frac{a_T}{a} \frac{1}{T} \leq \frac{1}{T}. \quad (3.23)$$

The same argument applied to $\varphi$ gives

$$\varphi(R_T) \leq T^{-1}. \quad (3.24)$$

Now we choose $c = R_T \varphi_T(R_T)$ and use $u := 1_{\{|x| \geq R_T\}}(\varphi_T - \frac{c}{|x|})$ as a trial state in the functional for $a$. Notice that $\varphi_T$ is constant on $\{|x| \leq R_T\}$, since it is harmonic there. Also, note that $v = v_T$ on $\{|x| \geq R_T\}$. Therefore,

$$4\pi a \leq \int_{\{|x| \geq R_T\}} |\nabla u|^2 + \frac{1}{2} v|u|^2 = E_1 + E_2 + E_3, \quad (3.25)$$

with

$$E_1 = \int_{\{|x| \geq R_T\}} |\nabla \varphi_T|^2 + \frac{1}{2} v_T |\varphi_T|^2 = 4\pi a_T,$$

$$E_2 = -2c \int_{\{|x| \geq R_T\}} \nabla \varphi_T \cdot \nabla |x|^{-1} + \frac{1}{2} v_T \varphi_T |x|^{-1},$$

$$E_3 = c^2 \int_{\{|x| \geq R_T\}} |\nabla |x|^{-1}|^2 + \frac{1}{2} v_T |x|^{-2}. \quad (3.26)$$

Notice that $E_2 = 0$ by integration by parts, since $\Delta \varphi_T = \frac{1}{2} v_T \varphi_T$, and where the boundary term from the integration by parts disappears since $\varphi_T$ is constant on $\{|x| < R_T\}$.

We therefore find, using the monotonicity of the scattering length for the first inequality,

$$0 \leq 4\pi (a - a_T) \leq E_3 \leq c^2 (4\pi R_T^{-1} + R_T^{-2} 4\pi a T) \leq 4\pi \varphi_T(R_T)^2 (R_T + a T), \quad (3.27)$$

using the choice of $c$.

We conclude using the bound (3.23) that

$$0 \leq \frac{a - a_T}{a} \leq \frac{1}{T} \left( \frac{R_T}{a} \frac{1}{T} + 1 \right). \quad (3.28)$$

For large values of $\frac{R_T}{a}$ we will use a different inequality. Assume that $\frac{a}{R_T} < \lambda$, for some $\lambda \leq 1$. We will choose the optimal $\lambda$ as a function of $T$ at the end of the proof. Notice first that on $\{|x| < R_T\}$ we have $\varphi = c_0 \varphi_<$ with $c_0 = \varphi(R_T)/\varphi_<(R_T)$, since the two functions
satisfy the same equation on the ball. Also notice that since \( v \geq v_T \) we have \( \varphi \leq \varphi_T \) by [23, Lemma C.2]. Therefore, we can estimate

\[
8\pi a = \int v \varphi + \int v_T \varphi \leq \frac{\varphi(R_T)}{\varphi_T} 8\pi a_\varphi + 8\pi a_T = \frac{\varphi(R_T)}{1 - \frac{a}{R_T}} 8\pi a_\varphi + 8\pi a_T. \tag{3.29}
\]

Using that \( a_\varphi \leq a, \frac{a}{R_T} < \lambda \leq 1 \), and (3.24) we find

\[
\frac{a - a_T}{a} \leq \frac{1}{1 - \frac{a}{R_T}} T^{-1}. \tag{3.30}
\]

We use (4.7) for \( a \geq \lambda \), (3.30) for \( a < \lambda \), and choose the optimal value \( \lambda = \sqrt{\frac{2T + 1}{2T}} \). Notice that this choice satisfies that \( \lambda < 1 \), since \( T \geq 1 \). Inserting this optimal choice we find, for all \( T \geq 1 \),

\[
\frac{a - a_T}{a} \leq \left( 1 + \frac{1 + \sqrt{4T + 1}}{2T} \right) T^{-1}, \tag{3.31}
\]

from which the simplified version (3.19) follows by an elementary estimate.

\[\square\]

**Remark 3.3.** Suppose that \( v \) is the hard core potential with unit scattering length, i.e.,

\[
v(x) = \begin{cases} \infty, & |x| \leq 1, \\ 0, & |x| > 1. \end{cases} \tag{3.32}
\]

Let \( T \geq 1 \) be given and assume that \( \tilde{v} \) is a radial \( L^1 \)-potential with \( 0 \leq \tilde{v} \leq v \) (i.e. \( \text{supp} \tilde{v} \subseteq \{ |x| \leq 1 \} \)) with \( \int \tilde{v} \leq 8\pi T \). Let \( \varphi_{\tilde{v}} \) be the corresponding scattering solution. Since \( \varphi_{\tilde{v}} \) is radial and non-decreasing we find that

\[
4\pi a(\tilde{v}) = \int |\nabla \varphi_{\tilde{v}}|^2 + \frac{1}{2} \tilde{v} |\varphi_{\tilde{v}}|^2 \leq \int |\nabla \varphi_{\tilde{v}}|^2 + \frac{1}{2} |\varphi_{\tilde{v}}|^2, \tag{3.33}
\]

with \( \varphi = 8\pi T \delta_{\{ |x| = 1 \}} \) and \( \delta_{\{ |x| = 1 \}} \) being the normalized surface measure on the unit sphere. Although \( \varphi \) is a measure (not a function), it is not difficult to generalize the discussion of Section 3.1 to this case. It follows that we can find the scattering length \( a(\varphi) \)—satisfying \( a(\varphi) \geq a(\tilde{v}) \) by (3.33) and (3.1)—by solving the equation (3.1) subject to (3.2).

In terms of the continuous function \( u(r) = r \varphi(x) \), with \( r = |x| \), we rewrite the equation as

\[
u''(r) = 0, \quad \text{on} \quad \{ r < 1 \} \cup \{ r > 1 \}, \tag{3.34}
\]

with the boundary conditions \( u(0) = 0, u(r) = r - a(\varphi), \) for \( r > 1 \) and the jump condition \( Tu'(1) = \lim_{r \uparrow 1} u'(r) - \lim_{r \downarrow 1} u'(r) \) (corresponding to the \( \delta \)-function in the potential. These equations are easily solved and yield \( a(\varphi) = \frac{T}{1+T} \).

In particular, we get that

\[
a(v) - a(\tilde{v}) = 1 - a(\tilde{v}) \geq \frac{1}{1+T}. \tag{3.35}
\]

for all potentials \( \tilde{v} \leq v \) with \( \int \tilde{v} \leq 8\pi T \). Therefore, we can conclude that in general the error term \( \left( 1 + \frac{2 \sqrt{\frac{1}{T}}}{\sqrt{T}} \right) T^{-1} \) in (1.8) has the correct behavior \( T^{-1} \) for large values of \( T \) and with the correct coefficient \( (\approx 1) \). However, the second term—in \( T^{-3/2} \) in (1.8)—can possibly be improved both in terms of the power and the coefficient.
4 Reduction to box Hamiltonian

To prove Theorem 1.7, we will study localized problems. In order to control how particles distribute themselves among the boxes, it is convenient to introduce a chemical potential. This is done in subsection 4.1.

4.1 Chemical potential

We start by reformulating the problem grand canonically on Fock space. Consider, for given \( \rho_\mu > 0 \), the following operator \( H_{\rho_\mu} \) on the symmetric Fock space \( \mathcal{F}_s(L^2(\Omega)) \). The operator \( H_{\rho_\mu} \) commutes with particle number and satisfies, with \( H_{\rho_\mu,N} \) denoting the restriction of \( H_{\rho_\mu} \) to the N-particle subspace of \( \mathcal{F}_s(L^2(\Omega)) \),

\[
H_{\rho_\mu,N} = H_N - 8\pi a \rho_\mu N = \sum_{i=1}^{N} -\Delta_i + \sum_{i<j} v(x_i - x_j) - 8\pi a \rho_\mu N
\]

(4.1)

\[
= \sum_{i=1}^{N} \left( -\Delta_i - \rho_\mu \int_{\mathbb{R}^3} g(x_i - y) \, dy \right) + \sum_{i<j} v(x_i - x_j).
\]

Notice that the new term in \( H_{\rho_\mu,N} \) plays the role of a chemical potential justifying the notation.

Define the corresponding ground state energy density,

\[
e_0(\rho_\mu) := \lim_{|\Omega| \to \infty} \frac{1}{|\Omega|} \inf_{\Psi \in \mathcal{F}_s(L^2(\Omega)) \setminus \{0\}} \frac{\langle \Psi, H_{\rho_\mu} \Psi \rangle}{\| \Psi \|^2}.
\]

(4.2)

We formulate the following result, which will be a consequence of Theorems 4.5 and 4.6 below.

**Theorem 4.1.** For all \( \kappa \in (0, \frac{1}{4}) \), \( C > 0 \), there exist \( \varepsilon_2 > 0 \), \( C > 0 \) and \( \eta_2 \in (0, \frac{1}{4}) \) (only depending on \( \kappa, C \)) such that if \( v \geq 0 \) is spherically symmetric of class \( L^1(\mathbb{R}^3) \) with compact support in \( B(0, R) \) and (with \( R \) as defined in (1.10))

\[
\rho_\mu a^3 \leq C^{-1}, \quad \frac{R}{a} \leq C(\rho_\mu a^3)^{\kappa - \frac{1}{2}}, \quad R \leq C(\rho_\mu a^3)^{-\eta_2 - \frac{1}{2}}.
\]

(4.3)

Then the thermodynamic ground state energy density of \( H_{\rho_\mu} \) satisfies that

\[
e_0(\rho_\mu) \geq -4\pi \rho_\mu^2 a \left( 1 - \frac{128}{15\sqrt{\pi}}(\rho_\mu a^3)\frac{1}{2} \right) - C\rho_\mu^2 a(\rho_\mu a^3)^{\frac{1}{2} + \varepsilon_2}.
\]

(4.4)

**Remark 4.2.** Our proof gives the choice \( \eta_2 = 5\eta_1 \), with \( \eta_1 \) as stated in (1.12) and \( \varepsilon_2 := \eta_1 \).

**Proof of Theorem 1.7.** Let \( \kappa, C \) be given and let \( \eta_2, C, \varepsilon_2 \) be the resulting constants from Theorem 4.1. If \( v \) satisfies (1.9) with \( \eta_1 = \eta_2 \), then \( v \) also satisfies (4.3) with \( \rho_\mu = \rho \). By our choice of \( \eta_1 \), this means that (1.3) is satisfied for \( \rho_\mu = \rho \). By inserting the ground state of \( H_N \) as a trial state in \( H_{\rho\mu} \) we get in the thermodynamic limit and with \( \rho_\mu = \rho > 0 \)

\[
e(\rho) \geq e_0(\rho_\mu) + 8\pi a \rho_\mu
\]

\[
\geq 8\pi a \rho_\mu - 4\pi \rho_\mu^2 a \left( 1 - \frac{128}{15\sqrt{\pi}}(\rho_\mu a^3)\frac{1}{2} \right) - C\rho_\mu^2 a(\rho_\mu a^3)^{\frac{1}{2} + \varepsilon_2},
\]

(4.5)

where we have used the lower bound from Theorem 4.1. Recalling that \( \rho_\mu = \rho \), this gives (1.11) with \( \eta_1 := \min\{\eta_2, \varepsilon_2\} \).
4.2 Localization: Setup and notation

The main part of the analysis will be carried out on a box $\Lambda = [-\ell/2, \ell/2]^3$ of size $\ell$ given in (D.21). In this section we will carry out the localization to the box $\Lambda$. The main result is given at the end of the section as Theorem 4.5 which states that for a lower bound it suffices to consider a ‘box energy’, i.e. the ground state energy of a Hamiltonian localized to a box of size $\ell$. For convenience, in Theorem 4.6 we state the bound on the box energy that will suffice in order to prove Theorem 4.1.

Notice that the assumption $R = \frac{\ell}{K} \leq C(\rho \mu a^3)\rho^{-\frac{3}{2}}$ from Theorem 4.1 implies that $R$ is much smaller than $\ell$ for all sufficiently small values of $\rho \mu a^3$.

It will be important to make an explicit choice of a localization function $\chi \in C^M_0(\mathbb{R}^3)$ for $M \in \mathbb{N}$ and with support in $[-1/2, 1/2]^3$. It is given in Appendix B. The function will not be smooth but it will be important in the analysis that we choose $M \in 4\mathbb{N}$ finite but sufficiently large. The condition for the choice of $M$ is given in (D.29) below. The explicit choice of $\chi$ plays a role in the double localization argument which was carried out in [18]. However, in the present paper, we only use some of the consequences of this argument, most notably Theorem 5.1 below. Therefore, the reader of the present paper may safely disregard the specific choice and only observe that $\chi \in C^M_0$ is such that $\chi$ is even,

$$0 \leq \chi, \quad \int \chi^2 = 1. \quad (4.7)$$

For some proofs it will be useful to use the following structure of $\chi$,

$$\chi = f^2, \quad (4.8)$$

where $f \in C^M_0(\mathbb{R}^3)$.

We will also use the notation

$$\chi_\Lambda(x) := \chi(x/\ell). \quad (4.9)$$

For given $u \in \mathbb{R}^3$, we define

$$\chi_u(x) = \chi(\frac{x}{\ell} - u) = \chi_\Lambda(x - u \ell). \quad (4.10)$$

Notice that $\chi_u$ localizes to the box $\Lambda(u) := \ell u + [-\ell/2, \ell/2]^3$.

We will also need the sharp localization function $\theta_u$ to the box $\Lambda(u)$, i.e.

$$\theta_u := 1_{\Lambda(u)}. \quad (4.11)$$

Define $P_u, Q_u$ to be the orthogonal projections in $L^2(\mathbb{R}^3)$ defined by

$$P_u \varphi := \ell^{-3} \langle \theta_u, \varphi \rangle \theta_u, \quad Q_u \varphi := \theta_u \varphi - \ell^{-3} \langle \theta_u, \varphi \rangle \theta_u. \quad (4.12)$$

In the case $u = 0$, we will use the notations

$$\theta_{u=0} = \theta, \quad P_{u=0} = P_\Lambda = P, \quad Q_{u=0} = Q_\Lambda = Q. \quad (4.13)$$

Define furthermore

$$W(x) := \frac{v(x)}{\chi \ast \chi(x/\ell)}. \quad (4.14)$$
Since \( R \ll \ell \) it is clear that \( W \) is well-defined for sufficiently small values of \( \rho, a^3 \). Manifestly \( W \) depends on \( \ell \) and thus \( \rho, a \), but we will not reflect this in our notation.

Define the localized potentials

\[
 w_u(x,y) := \chi_u(x)W(x-y)\chi_u(y), \quad w(x,y) := w_{u=0}(x,y). \tag{4.15}
\]

Notice the translation invariance,

\[
 w_{u+\tau}(x,y) = w_u(x-\ell \tau,y-\ell \tau). \tag{4.16}
\]

For some estimates it is convenient to invoke the scattering solution and thus we introduce the notation, which again is well-defined for \( \rho, a^3 \) sufficiently small,

\[
 W_1(x) := W(x)(1 - \omega(x)) = \frac{g(x)}{\chi(x/\ell)} , \quad w_1(x,y) := w(x,y)(1 - \omega(x-y)),
\]

\[
 W_2(x) := W(x)(1 - \omega^2(x)) = \frac{g(x) + g(\omega(x))}{\chi(x/\ell)} , \quad w_2(x,y) := w(x,y)(1 - \omega^2(x-y)). \tag{4.17}
\]

If we add a subscript \( u \) we mean as above the translated versions \( w_{1,u}(x,y) = w_1(x-\ell u, y-\ell u) \).

For \( \rho, a^3 \) sufficiently small a simple change of variables yields, for all \( u \in \mathbb{R}^3 \), the identities

\[
 \ell^{-3} \int_{\mathbb{R}^3 \times \mathbb{R}^3} \chi(x/\ell) \chi(y/\ell) W_1(x-y) \, dx \, dy = \ell^{-3} \int_{\mathbb{R}^3 \times \mathbb{R}^3} w_1(x,y) \, dx \, dy = \int g(x) \, dx = 8\pi a, \tag{4.18}
\]

and likewise

\[
 \ell^{-3} \int_{\mathbb{R}^3 \times \mathbb{R}^3} w_2(x,y) \, dx \, dy = \int g(1+\omega) \, dx = 8\pi a + \int g \omega \, dx. \tag{4.19}
\]

The following basic lemma will often be useful.

**Lemma 4.3.** Assuming that \( R/\ell \) is smaller than some universal constant, we have

- \( 0 \leq W_1(x) - g(x) \leq C g(x) \min\{ |x|^2, R^2 \}/\ell^2 \). \tag{4.20}

- Suppose that \( f \in L^1(\mathbb{R}^3) \) satisfies \( \text{supp } f \subset B(0,R) \) and \( f(-x) = f(x) \). Then

\[
 |f \ast \chi_A(x) - \chi_A(x) \int f | \leq \max_{i,j} \| \partial_i \partial_j \chi \|_{\infty} \frac{1}{\ell^2} \int |x|^2 |f| \, dx \leq \max_{i,j} \| \partial_i \partial_j \chi \|_{\infty} \frac{R^2}{\ell^2} \int |f| \, dx \tag{4.21}
\]

- For some universal constant \( C > 0 \) we have

\[
 (2\pi)^{-3} \int \frac{\tilde{W}_1(k)^2}{2k^2} \, dk - \tilde{g}(0) \leq C \frac{Ra^2}{\ell^2}. \tag{4.22}
\]

Furthermore,

\[
 \int \frac{(\tilde{W}_1(k) - \tilde{g}(k))^2}{2k^2} \, dk \leq C \frac{R^3 a^2}{\ell^4}. \tag{4.23}
\]
Proof. To prove (4.20) it suffices to estimate $\chi^\ast \chi(x/\ell)$ for $|x| < R$, since $\text{supp}\, g \subset \overline{B(0,R)}$. Clearly $\chi^\ast \chi(y) \leq 1$ for all $y \in \mathbb{R}^3$. On the other hand

$$
|1 - \chi^\ast \chi(y)| = \left| \int \chi(u)[\chi(-u) - \chi(y - u)] du \right| \leq C y^2 \max \|\partial_i \partial_j \chi\|_\infty, \tag{4.24}
$$

by Taylor’s theorem, using that $\int y \chi(y) dy = 0$. This gives (4.20) and (4.21) follows in the same way.

Recall that $\tilde{\omega}(k) = \frac{\hat{g}(k)}{2k^2}$ by (3.11). Using the Fourier transformation and (4.20) we get

$$
\left| (2\pi)^{-3} \int \frac{\tilde{W}_2^2(k) - \hat{g}^2(k)}{2k^2} \, dk \right| = C \int \int |W_1 - g(x)(W_1 + g(y))| \, dx \, dy \\
\leq \tilde{C} C \frac{1}{\ell^2} \int \int |x|^2 g(x)g(y) \, dx \, dy \\
= C' \frac{1}{\ell^2} \int |x|^2 g(x) \omega(x) \, dx. \tag{4.25}
$$

At this point we insert (3.7) to get

$$
\left| (2\pi)^{-3} \int \frac{\tilde{W}_2^2(k) - \hat{g}^2(k)}{2k^2} \, dk \right| \leq C' \frac{a}{\ell^2} \int |x| \, g(x) \, dx \leq 8\pi C' \frac{a R^2}{\ell^2}, \tag{4.26}
$$

since $|x| \leq R$ on $\text{supp}\, g$. This finishes the proof of (4.22). The proof of (4.23) follows from a similar calculation and is omitted. \hfill \square

4.3 The localized hamiltonian

Define the kinetic energy operator on $L^2(\Lambda)$ as

$$
\mathcal{T} := \varepsilon_N(-\Delta^N) + (1 - \varepsilon_N)\tilde{T}, \tag{4.27}
$$

with $\Delta^N$ being the Neumann Laplacian on $\Lambda$ and

$$
\tilde{T} := T' + \frac{1}{2} \varepsilon_T(d\ell)^{-2} \frac{-\Delta^N}{-\Delta^N + (d\ell)^{-2}} + b\ell^{-2}Q + b\varepsilon_T(d\ell)^{-2}Q \mathbb{1}_{(d-2\ell^{-1},\infty)(\sqrt{-\Delta})Q}, \tag{4.28}
$$

where

$$
T' := Q\chi_\Lambda \tau(-i\partial_x)\chi_\Lambda Q, \tag{4.29}
$$

with $\tau$ being the Fourier multiplier,

$$
\tau(p) = \left\{ (1 - \varepsilon_T) \left[ |p| - \frac{1}{2}(s\ell)^{-1}\right]^2 + \varepsilon_T \left[ |p| - \frac{1}{2}(d\ell)^{-1}\right]^2 \right\}. \tag{4.30}
$$

Here the parameters $0 < s, d, \varepsilon_N, \varepsilon_T$ are chosen in Appendix D in such a way that Assumption D.1 is satisfied, and $b$ is a universal constant chosen in Theorem 4.1 below.

Remark 4.4. The kinetic energy operator in (4.24) looks complicated. This is partly because we need to localize it even further into smaller boxes in order to get a priori estimates (see [18, Appendix B] and Theorem 5.1 below) but also because we need different terms to remedy certain problems of the main kinetic energy operator $\mathcal{T}'$.

To describe the different terms, let us start with $\mathcal{T}'$, which is the main kinetic energy term in the (large) boxes. This will be used in the Bogoliubov-type calculation—together with
the localized potential energy—to give the correct energy up to and including the LHY-term. However, $T'$ does not have a gap, and also—due to the factors of $\chi$—it does not behave correctly close to boundary of the box, which will cause problems for establishing certain technical lemmas along the way. The remaining terms in $T$ are included to solve these (and similar) problems.

The Neumann Laplacian in (4.27) compensates the loss of ellipticity of $T'$ near the boundary and is essential in Lemma 5.3. The second term in (4.28) will give us a Neumann gap in the small boxes, which is important in the analysis in [18, Appendix B]. The third term in (4.28) is a Neumann gap in the large boxes. The fourth term in (4.28) will control errors coming from excited particles with very large momenta (see Lemma 7.3 and the estimate (10.35) in Lemma 10.4).

The localized Hamiltonian $H_\Lambda$ will be an operator on the symmetric Fock space over $L^2(\mathbb{R}^3)$ preserving particle number. Its action on the $N$-particle sector is as

\begin{equation}
(H_\Lambda(\rho_\mu))_N := \sum_{i=1}^{N} T^{(i)} - \rho_\mu \sum_{i=1}^{N} \int w_1(x_i, y) \, dy + \sum_{1 \leq i < j \leq N} w(x_i, x_j),
\end{equation}

with $w, w_1$ from (4.15) and (4.17).

Using the splitting $F_s(L^2(\mathbb{R}^3)) = F_s(L^2(\Lambda)) \otimes F_s((L^2(\mathbb{R}^3 \setminus \Lambda)))$ we may also consider $H_\Lambda(\rho_\mu)$ as an operator on $F_s := F_s(L^2(\Lambda))$. This operator will have the same spectrum as the original operator on $F_s(L^2(\mathbb{R}^3))$.

**Theorem 4.5.** Assume that the conditions of Assumption [D.4] are satisfied and that $\rho_\mu a^3$ is small enough. Define the ground state energy and energy density in the box, by

\begin{align}
E_\Lambda(\rho_\mu) := \inf \text{Spec } H_\Lambda(\rho_\mu), \\
e_\Lambda(\rho_\mu) := \ell^{-3} \inf \text{Spec } H_\Lambda(\rho_\mu) = \ell^{-3} E_\Lambda(\rho_\mu),
\end{align}

with $H_\Lambda(\rho_\mu)$ as defined in (4.31) above. Then, if the parameter $b$ from (4.28) is smaller than a universal constant, we have

\begin{equation}
e_0(\rho_\mu) \geq e_\Lambda(\rho_\mu).
\end{equation}

It is clear, using Theorem 4.5, that Theorem 4.1 is a consequence of the following theorem on the box Hamiltonian. Therefore, the remainder of the paper will be dedicated to the proof of Theorem 4.6 below.

**Theorem 4.6.** Let $\kappa \in (0, \frac{1}{3})$, $C > 0$. Then there exists $C > 0$ such that if $v \geq 0$ is spherically symmetric of class $L^1(\mathbb{R}^3)$ and satisfies (4.3) with $\eta_2 = 5\eta_1$ with $\eta_1$ given by (1.12), and if the parameters are as given in (D.26)-(D.29) we have, for $\rho_\mu a^3$ sufficiently small,

\begin{equation}
e_\Lambda(\rho_\mu) \geq -4\pi \rho_\mu^2 a + 4\pi \rho_\mu^2 a \frac{128}{15\sqrt{\pi}} (\rho_\mu a^3)^\frac{1}{3} - C \rho_\mu^2 a (\rho_\mu a^3)^\frac{1}{3} X^\frac{1}{5}.
\end{equation}

**Remark 4.7.** Our proof gives that $\eta_2$ can be chosen as $\eta_2 = 5\eta_1$, with $\eta_1$ as in (1.12), and the bound on the error term $X^\frac{1}{5}$ in (4.35) is

\begin{equation}X^\frac{1}{5} = (\rho_\mu a^3)^{\frac{22}{5}}.
\end{equation}

We believe that these powers are technical artefacts of our proof and leave room for improvement.
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Proof of Theorem 4.5. The proof of Theorem 4.5 follows by a sliding technique as in [11, 12, 18]. For completeness we sketch the argument here.

By a direct calculation of the integral, we get
\[
-\rho \mu \sum_{i=1}^{N} g(x_i - y) dy + \sum_{i<j} v(x_i - x_j) = \int_{\mathbb{R}^3} \left[ -\rho \mu \sum_{i=1}^{N} w_{1,u}(x_i, y) dy + \sum_{i<j} w_{u}(x_i, x_j) \right] du. \tag{4.37}
\]

We next consider the kinetic energy. It follows from [18, Lemma 6.4] that if the regularity parameter \( M \) of \( \chi \) satisfies \( M \geq 5 \), then for all \( \ell > 0 \) and all sufficiently small values of \( \varepsilon_T, d, s, b \), we have
\[
\int_{\mathbb{R}^3} \tilde{T}_u du \leq -\Delta, \tag{4.38}
\]
where \( \tilde{T}_u \) is a translated version of the kinetic operator defined in (4.28).

Furthermore, it is a standard result that (in the form sense)
\[
\sum_{u \in \mathbb{Z}^3} -\Delta_N^u \leq -\Delta, \tag{4.39}
\]
where \( -\Delta_N^u \) is the Neumann Laplace operator on \( L^2(\Lambda_u) \). Therefore, by averaging,
\[
\int -\Delta_N^u du = \int_{[0,1]^3} \sum_{u \in \mathbb{Z}^3} -\Delta_N^u du \leq -\Delta. \tag{4.40}
\]
Combining this with (4.38) and (4.37), we find
\[
\mathcal{H}_{\rho,\mu,N}(\rho,\mu) \geq \ell^{-1}(\Omega + B(0,\ell/2)) \int_{\mathbb{R}^3} \left( \mathcal{H}_{\Lambda,u}(\rho,\mu) \right)_N du \geq \ell^{-3}|\Omega + B(0,\ell/2)|E_\Lambda(\rho,\mu), \tag{4.41}
\]
where \( \mathcal{H}_{\Lambda,u}(\rho,\mu) \) is the natural translated version of \( \mathcal{H}_\Lambda(\rho,\mu) \), and where the second inequality uses that \( (\mathcal{H}_{\Lambda,u}(\rho,\mu))_N \) and \( (\mathcal{H}_{\Lambda,u'}(\rho,\mu))_N \) are unitarily equivalent by (4.16), and the definition of \( E_\Lambda(\rho,\mu) \). Now Theorem 4.31 follows upon using that \( |\Omega + B(0,\ell/2)|/|\Omega| \to 1 \) in the thermodynamic limit. \( \square \)

4.4 Potential energy splitting

Using that \( P + Q = 1_\Lambda \), we will in Lemma 4.8 below arrive at a very useful decomposition of the potential.

Define the (commuting) operators
\[
n_0 = \sum_{i=1}^{N} P_i, \quad n_+ = \sum_{i=1}^{N} Q_i, \quad n = \sum_{i=1}^{N} 1_{\Lambda,i} = n_0 + n_+. \tag{4.42}
\]
We furthermore define
\[
\rho_+ := n_+ \ell^{-3}, \quad \rho_0 := n_0 \ell^{-3}. \tag{4.43}
\]
A crucial idea in this paper is to write the potential energy in the form given in the next lemma, where the important observation is to identify the positive term \( Q_4^{\text{ren}} \) which can be dropped for a lower bound.
Lemma 4.8 (Potential energy decomposition). We have

\[ - \rho \mu \sum_{i=1}^{N} \int w_1(x_i, y) \, dy + \frac{1}{2} \sum_{i \neq j} w(x_i, x_j) = Q_0^{\text{ren}} + Q_1^{\text{ren}} + Q_2^{\text{ren}} + Q_3^{\text{ren}} + Q_4^{\text{ren}}, \tag{4.44} \]

where

\[ Q_4^{\text{ren}} := \frac{1}{2} \sum_{i \neq j} \left[ Q_i Q_j + (P_i P_j + P_i Q_j + Q_i P_j) \omega(x_i - x_j) \right] w(x_i, x_j) \times \left[ Q_j Q_i + \omega(x_i - x_j)(P_j P_i + P_j Q_i + Q_j P_i) \right], \tag{4.45} \]

\[ Q_3^{\text{ren}} := \sum_{i \neq j} P_i Q_j w_1(x_i, x_j) Q_j Q_i + \text{h.c.} \tag{4.46} \]

\[ Q_2^{\text{ren}} := \sum_{i \neq j} P_i Q_j w_2(x_i, x_j) P_j Q_i + \sum_{i \neq j} P_i Q_j w_2(x_i, x_j) Q_j P_i - \rho \mu \sum_{i \neq j} Q_i \int w_1(x_i, y) \, dy Q_i + \frac{1}{2} \sum_{i \neq j} (P_i P_j w_1(x_i, x_j) Q_j Q_i + \text{h.c.}), \tag{4.47} \]

\[ Q_1^{\text{ren}} := \sum_{i,j} P_j Q_i w_2(x_i, x_j) P_i P_j - \rho \mu \sum_{i} Q_i \int w_1(x_i, y) \, dy P_i + \text{h.c.} \tag{4.48} \]

\[ Q_0^{\text{ren}} := \frac{1}{2} \sum_{i \neq j} P_i P_j w_2(x_i, x_j) P_j P_i - \rho \mu \sum_{i} P_i \int w_1(x_i, y) \, dy P_i \tag{4.49} \]

Proof. The identity (4.44) follows using simple algebra and the identities (4.18) and (4.19). We simply write \( P_i + Q_i = 1_{\Lambda, i} \) for all \( i \). Inserting this identity in both \( i \) and \( j \) on both sides of \( w(x_i, x_j) \) and expanding yields 16 terms, which we have organized in a positive \( Q_4 \) term and terms depending on the number of \( Q \)'s occurring. \( \square \)

It will be useful to rewrite and estimate these terms as in the following lemma.

Lemma 4.9. If \( v \) and hence \( W_1 \) are non-negative we have

\[ Q_0^{\text{ren}} = \frac{n_0(n_0 - 1)}{2|\Lambda|^2} \int \int w_2(x, y) \, dx \, dy - \rho \mu \left( \begin{array}{c} n_0 \left( \frac{n_0}{|\Lambda|} \right) \int \int w_1(x, y) \, dx \, dy \\ \int \int \end{array} \right) \]

\[ = \frac{n_0(n_0 - 1)}{2|\Lambda|} \left( \hat{g}(0) + \hat{\omega}(0) \right) - \rho \mu n_0 \hat{g}(0), \tag{4.50} \]

\[ Q_1^{\text{ren}} = (n_0|\Lambda|^{-1} - \rho \mu) \sum_{i} Q_i \chi_\Lambda(x_i) W_1 \ast \chi_\Lambda(x_i) P_i + \text{h.c.} \]

\[ + n_0|\Lambda|^{-1} \sum_{i} Q_i \chi_\Lambda(x_i)(W_1 \omega) \ast \chi_\Lambda(x_i) P_i + \text{h.c.} \tag{4.51} \]

and

\[ Q_2^{\text{ren}} \geq \sum_{i \neq j} P_i Q_j w_2(x_i, x_j) P_j Q_i + \frac{1}{2} \sum_{i \neq j} (P_i P_j w_1(x_i, x_j) Q_j Q_i + \text{h.c.}) + \left( (\rho \mu - \rho \mu) \hat{W}_1(0) + \rho \mu \hat{W}_1(0) \right) \sum_{i} Q_i \chi_\Lambda(x_i)^2 Q_i - C(\rho \mu + \rho_0)a(R/\ell)^2 n_+. \tag{4.52} \]
A priori bounds on particle number and excited particles

**Proof.** The rewriting of $Q_0$ is straightforward. The rewriting of $Q_1^{\text{ren}}$ follows from

$$Q_1^{\text{ren}} = \left( (n_0|\Lambda|^{-1} - \rho_\mu) \sum_i Q_i \int w_1(x_i, y) \, dyP_i + h.c. \right) + \left( n_0|\Lambda|^{-1} \sum_i Q_i \int w_1(x_i, y)\omega(x_i - y) \, dyP_i + h.c. \right).$$

We carry out the similar calculation on the part of the $2Q$-term where $P$ acts in the same variable on both sides of the potential,

$$Q_2^{\text{ren}} = \sum_{i \neq j} P_i Q_j w_2(x_i, x_j) P_j Q_i + \frac{1}{2} \sum_{i \neq j} (P_i P_j w_1(x_i, x_j) Q_j Q_i + h.c.) + (\rho_0 - \rho_\mu) \sum_i Q_i \chi(\Lambda)(x_i) W_1 * \chi(\Lambda)(x_i) Q_i + \rho_0 \sum_i Q_i \chi(\Lambda)(x_i)(W_1 \omega) * \chi(\Lambda)(x_i) Q_i.$$

At this point we invoke Lemma 4.3 to get, for example,

$$\sum_i Q_i \chi(\Lambda)(x_i) W_1 * \chi(\Lambda)(x_i) Q_i \geq \left( \int W_1 \right) \sum_i Q_i \chi(\Lambda)(x_i)^2 Q_i - \max_{i,j} \| \partial_i \partial_j \chi \|_{\infty}(R/\ell)^2 \left( \int W_1 \right) \| \chi \|_{\infty} n_+.$$  

(4.53)

5 A priori bounds on particle number and excited particles

In this section we will give some important a priori bounds on the particle number $n$, the number of excited particles $n_+$, as well as on the potential energy term $Q_4^{\text{ren}}$. The bounds on $n$ and $n_+$ essentially say that for states with sufficiently low energy $n$ is close to what one would expect, i.e., $\rho_\mu \ell^3$ and the expectation of $n_+$ is smaller with a factor which is not much worse than the relative LHY error. The bounds on $n$ and $n_+$ were given in [18, Theorem 7.1] for a similar operator. To prove these bounds requires the localization to smaller boxes—the double localization mentioned above—and to facilitate this our localization function $\chi$ has only finite smoothness $M$.

One of the main new contributions in this article compared to [18] is a bound on the momentum-localized excitations $n_+^\ell$ to be defined in (5.12) below. In order to achieve this bound, we need the improved bound on $Q_4^{\text{ren}}$ given in (5.3) below.

**Theorem 5.1** (A priori bounds). Assume that the conditions of Assumption 4.1 are satisfied and that $\rho_\mu a^3$ is small enough. Then there is a universal constant $C > 0$ such that if $\Psi \in F_\ell(L^2(\Lambda))$ is an $n$-particle normalized state in the bosonic Fock space over $L^2(\Lambda)$ satisfying

$$\langle \Psi, \mathcal{H}_\Lambda(\rho_\mu)\Psi \rangle \leq -4\pi \rho_\mu^2 a^6 (1 - K_B^3(\rho_\mu a^3)^\frac{3}{2})$$

(5.1)

then

$$|n\ell^{-3} - \rho_\mu| \leq C \rho_\mu K_B^{3/2} \ell(K_B a^3)^{1/4},$$

(5.2)

$$\langle \Psi, n_+ \Psi \rangle \leq C \rho_\mu \ell^3 K_B^2 K_\ell^2(\rho_\mu a^3)^{1/2},$$

(5.3)

and

$$0 \leq \langle \Psi, Q_4^{\text{ren}} \Psi \rangle \leq C \rho_\mu^2 a^6 K_B^3 K_\ell^2(\rho_\mu a^3)^{1/2}.$$  

(5.4)
A priori bounds on particle number and excited particles

The proof of Theorem 5.1 is given in Appendix E.

There will be important regions in momentum space corresponding to low and high momenta.

We first define the ‘low’ and ‘high’ momentum regions as follows:

\[
P_{\text{low}} := \{ |p| \leq d^{-2} \ell^{-1} \} \subset \mathbb{R}^3, \quad P_{\text{high}} := \{ |p| \geq K''_H \ell^{-1} \} \subset \mathbb{R}^3.
\]  

(5.5)

where \( d \ll 1 \) and \( K''_H \gg 1 \) were defined in Section D. We will always assume that (D.8) is satisfied. This assures that \( P_{\text{low}} \) and \( P_{\text{high}} \) are disjoint. The choice of \( P_{\text{low}} \) here is in agreement with a term in the kinetic energy, which will assure that we have a good bound on the number of particles with momentum outside \( P_{\text{low}} \).

We will define the low momentum localization operator \( Q_L \) as follows. Let \( f \in C^\infty(\mathbb{R}) \) be a monotone non-increasing function satisfying that \( f(t) = 1 \) for \( t \leq 1 \) and \( f(t) = 0 \) for \( t \geq 2 \). We further define

\[
f_L(t) := f(d^2 \ell t).
\]

(5.6)

I.e. \( f_L \) is a smooth localization to the low momenta \( P_{\text{low}} \). With this notation, we define

\[
Q_L := Q f_L(\sqrt{-\Delta}), \quad \overline{Q}_L := Q(1 - f_L(\sqrt{-\Delta})).
\]

(5.7)

Notice that \( Q_L \) is not self-adjoint.

We define the high momentum localization operator \( Q_H \) as follows. Let \( f \in C^\infty(\mathbb{R}) \) be a monotone non-increasing function satisfying that \( f(t) = 1 \) for \( t \leq 1 \) and \( f(t) = 0 \) for \( t \geq 2 \). We further define

\[
\tilde{Q}_L := \sum_j (Q_L)_j
\]

(5.12)

\( \tilde{n}_L \) can be thought of as counting the number of particles outside the condensate and with momentum outside \( P_{\text{low}} \)—not the number of excited particles with momentum in \( P_{\text{high}} \) as one might be led to think.

We will also need the splitting corresponding intuitively to particles with nonzero momentum in or outside \( P_{\text{high}} \). However, for technical reasons (we would like the corresponding projections to commute with the kinetic energy), we define these in terms of the kinetic energy. Therefore, we define for \( K'_H > 1 \),

\[
Q'_L := \mathbb{1}_{(0,(K'_H \ell^{-1})^2)}(\mathcal{T}), \quad Q'_H := \mathbb{1}_{((K'_H \ell^{-1})^2,\infty)}(\mathcal{T}),
\]

(5.10)

with the kinetic energy operator \( \mathcal{T} \) as defined in (4.27). In particular,

\[
Q = Q'_L + Q'_H, \quad 1_A = P + Q'_L + Q'_H.
\]

(5.11)

Since the kinetic energy is more complicated than the standard Laplacian, we cannot choose \( K_H = K''_H \), but need them to satisfy (D.8).

We define also

\[
\tilde{n}_+ := \sum_j (Q'_H)_j, \quad n^L := \sum_j (Q'_L)_j.
\]

(5.12)
We warn the reader that with these definitions, we have $n_L^I + n_H^I \neq n_+$. Then, Lemma 5.3.

It is one of the main achievements of the present paper to establish good bounds on moments on $n_+^I$—even for potentials with large $L^1$-norm.

In the remainder of this section we will establish two crucial technical results. One of these, Lemma 5.2 below, compares $Q'_L$ (which is defined in terms of a spectral projection of the kinetic energy) with a localization to comparable momenta. For the localization of large matrices result, Proposition 6.1 it is convenient to consider a projection commuting with the kinetic energy. However, for later calculations, a momentum localization is better. Thus the need for Lemma 5.2 that compares the two in (5.13).

We also establish Lemma 5.4 below. This lemma gives a bound on the parts of the Hamiltonian that change $n_+^I$ and is the key input to the localization of large matrices; Proposition 6.1. To prove Lemma 5.4 we need Lemma 5.3. The main technical input to the proof of Lemma 5.3 has been placed in Corollary F.6 and Lemma F.7 in Appendix F.

**Lemma 5.2.** Suppose that the parameters satisfy Assumption [D.1] Then, we have

$$Q\chi\Lambda 1_{\{|p| \leq K_H^\ell^{-1}\}} \chi\Lambda Q \leq C Q'_L + C \left( \frac{K_H'}{K_H} \right)^M \left( \varepsilon_N^3 \right) Q. \quad (5.13)$$

Furthermore, we have a similar estimate without $\chi\Lambda$’s:

$$Q 1_{\{|p| \leq K_H^\ell^{-1}\}} Q \leq C Q'_L + C \left( \frac{K_H'}{K_H} \right)^M \left( \varepsilon_N^3 \right) Q. \quad (5.14)$$

The proof of Lemma 5.2 is a bit long and technical and is given in Appendix F. We next state and prove Lemma 5.3.

**Lemma 5.3.** Assume that the conditions of Assumption [D.1] are satisfied and that $\rho_\ell a^3$ is small enough. Then,

$$\|Q'_{L} \otimes I \|w(x_j, x_{j'}) (Q'_L \otimes I) \| \leq C R_1 (K_H')^3 \ell^{-3} (\int v), \quad (5.15)$$

where

$$R_1 := \left( 1 + \varepsilon_N^{-\frac{3}{2}} \ell^{-1}(a + RR^{-1}) \right) \varepsilon_N^{-\frac{3}{2}}. \quad (5.16)$$

**Proof.** Notice first that $T$ commutes with $Q$ and that $\text{Ran} Q'_L \subseteq \text{Ran} Q$.

Let $\varphi \in \text{Ran} Q'_L$ and be normalized in $L^2$. We will use (F.60) on $\varphi$ and (F.61) on $\chi\Lambda\varphi$, using Corollary F.6 to control the derivatives.

We estimate

$$\langle \varphi, (Q'_L) j w(x_j, x_{j'}) (Q'_L) j \varphi \rangle_{L^2(A_j)} \leq I_1 + I_2, \quad (5.17)$$

where

$$I_1 := \int \chi\Lambda(x_j)^2 |\varphi(x_j)|^2 v(x_j - x_{j'}) dx_j,$$

$$I_2 := \int \chi\Lambda(x_j)|\chi\Lambda(x_j) - \chi\Lambda(x_{j'})| |\varphi(x_j)|^2 v(x_j - x_{j'}) dx_j. \quad (5.18)$$

To estimate $I_1$, we use (F.61) and (F.59) to get

$$I_1 \leq (\int v) \|\chi\Lambda\varphi\|_{L^\infty}^2 \leq C (\int v) \|\nabla(\chi\Lambda\varphi)\| \|(-\Delta^N)(\chi\Lambda\varphi)\| \leq C \ell^{-3} (\int v) \varepsilon_N^{-1/2} (K_H')^3. \quad (5.19)$$
This is in agreement with (5.15).

The estimate on $I_2$ uses the same main ideas. Start by writing

$$v = g + \omega v. \quad (5.20)$$

Then notice that

$$|\chi_\Lambda(x_j) - \chi_\Lambda(x_{j'})|v(x_j - x_{j'}) \leq C \left( \frac{R}{\ell} g(x_j - x_{j'}) + \frac{a}{\ell} v(x_j - x_{j'}) \right), \quad (5.21)$$

by Taylor’s formula and the support properties of $v$ as well as (5.7). Therefore, we can estimate

$$I_2 \leq C \left( \frac{R}{\ell} \left( \int g \right) + \frac{a}{\ell} \left( \int v \right) \right) \|\chi_\Lambda \varphi\|_\infty \|\varphi\|_\infty \leq C \frac{a}{\ell} \left( R + \left( \int v \right) \right) \|\chi_\Lambda \varphi\|_\infty \|\varphi\|_\infty. \quad (5.22)$$

Therefore, this term also can be estimated in agreement with (5.15) upon noticing that the estimates in (F.58) contain an extra factor of $\varepsilon^{-1/2}$ compared to those in (F.59). □

We aim to get a good bound on moments of $n^L_+$ by the method of localization of large matrices. To this end define $d^L_1$ and $d^L_2$ as the parts of the Hamiltonian do not commute with $n^L_+$, more precisely, they respectively change $n^L_+$ by $\pm 1$ and $\pm 2$. They are defined as

$$d^L_2 := \sum_{i \neq j} (P_i + Q'_{H,i})(P_j + (Q'_{H})_{j})w(x_i, x_j)(Q'_{L})_{j}(Q'_L)_i + h.c.$$  

$$= d^L_{2,1} + d^L_{2,2} + d^L_{2,3}, \quad (5.23)$$

with

$$d^L_{2,1} := \sum_{i \neq j} P_i P_j w(x_i, x_j)(Q'_{L})_{j}(Q'_L)_i + h.c.,$$

$$d^L_{2,2} := \sum_{i \neq j} (P_i (Q'_{H})_{j} + (Q'_{H})_{i} P_j)w(x_i, x_j)(Q'_L)_j(Q'_L)_i + h.c.,$$

$$d^L_{2,3} := \sum_{i \neq j} (Q'_{H})_{i}(Q'_{H})_{j}w(x_i, x_j)(Q'_L)_j(Q'_L)_i + h.c.,$$

and

$$d^L_1 := -\rho \sum_i (P_i + Q'_{H,i}) \int w_1(x_i, y) dy Q'_{L,i} + h.c.$$  

$$+ \sum_{i \neq j} ((P_i + Q'_{H,i})Q'_{L,j}w(x_i, x_j)Q'_L,j Q'_{L,i} + h.c.)$$  

$$+ \sum_{i \neq j} (Q'_{L,i}(P_j + Q'_{H,j})w(x_i, x_j)(P_j + Q'_{H,j})(P_i + Q'_{H,i}) + h.c.)$$

$$= \sum_{j=1}^{10} d^L_{1,j}, \quad (5.24)$$
with

\[ d_{1,1}^L := -\rho \mu \sum_i P_i \int w_1(x_i, y) \, dy Q'_{L,i} + \text{h.c.} \]

\[ d_{1,2}^L := -\rho \mu \sum_i Q'_{H,i} \int w_1(x_i, y) \, dy Q'_{L,i} + \text{h.c.} \]

\[ d_{1,3}^L := \sum_{i \neq j} P_i Q'_{L,j} w(x_i, x_j) Q'_{L,j} Q'_{L,i} + \text{h.c.} \]

\[ d_{1,4}^L := \sum_{i \neq j} Q'_{H,i} Q'_{L,j} w(x_i, x_j) Q'_{L,j} Q'_{L,i} + \text{h.c.} \]

\[ d_{1,5}^L := \sum_{i \neq j} Q'_{L,i} P_j w(x_i, x_j) P_j P_i + \text{h.c.} \]

\[ d_{1,6}^L := \sum_{i \neq j} Q'_{L,i} Q'_{H,j} w(x_i, x_j) P_j P_i + \text{h.c.} \]

\[ d_{1,7}^L := \sum_{i \neq j} Q'_{H,i} P_j w(x_i, x_j) (Q'_{H,j} P_i + P_j Q'_{H,i}) + \text{h.c.} \]

\[ d_{1,8}^L := \sum_{i \neq j} Q'_{H,i} Q'_{H,j} w(x_i, x_j) (P_j Q'_{H,i} + Q'_{H,j} P_i) + \text{h.c.} \]

\[ d_{1,9}^L := \sum_{i \neq j} Q'_{L,i} P_j w(x_i, x_j) Q'_{H,j} Q'_{H,i} + \text{h.c.} \]

\[ d_{1,10}^L := \sum_{i \neq j} Q'_{L,i} Q'_{H,j} w(x_i, x_j) Q'_{H,j} Q'_{H,i} + \text{h.c.} \]

The following Lemma 5.4 controls the magnitude of \( \mathcal{J}_1^L \) and \( \mathcal{J}_2^L \) in a state with low energy, i.e. the magnitude of the non-diagonal part of the Hamiltonian with respect to \( n_+^L \). This is a crucial input for the localization of large matrices.

**Lemma 5.4.** Let \( \Psi \in \mathcal{F}_+^F(L^2(\Lambda)) \) be an \( n \)-particle normalized state in the bosonic Fock space over \( L^2(\Lambda) \) satisfying (5.1). Assume that the conditions of Assumption D.1 are satisfied and that \( \rho \mu a_3 \) is small enough. Suppose that, for some \( M \geq 0 \), we have \( \Psi = 1_{[0, \Lambda]}(n_+^L) \Psi \). Then, with \( \mathcal{R}_1 \) as defined in (5.16),

\[
|\langle \Psi, \mathcal{J}_1^L \Psi \rangle| + |\langle \Psi, \mathcal{J}_2^L \Psi \rangle| \\
\leq C a \rho^2 \mu^2 \left( \int v/a \right) \left\{ \frac{1}{n^{1/2}} \left( \mathcal{R}_1(K_H^3) \frac{3}{n} \right)^{1/2} \frac{1}{n^{1/2}} \left( \mathcal{R}_1(K_H^3) \frac{3}{n} \right)^{1/2} + \frac{1}{n} \left( \mathcal{R}_1(K_H^3) \frac{3}{n} \right)^{1/2} \right\} \\
+ C \langle \Psi, \mathcal{Q}_4^\text{ren} \Psi \rangle. \tag{5.25}
\]

**Proof.** We will prove that

\[
|\langle \Psi, \mathcal{J}_1^L \Psi \rangle| + |\langle \Psi, \mathcal{J}_2^L \Psi \rangle| \\
\leq C a \rho^2 \mu^2 \left( \int v/a \right) \left\{ \frac{1}{n^{1/2}} \left( \mathcal{R}_1(K_H^3) \frac{3}{n} \right)^{1/2} + \mathcal{R}_1(K_H^3) \frac{3}{n} \right\} \\
+ \mathcal{R}_1(K_H^3) \left( \frac{3}{n} \right)^{1/2} \left( \mathcal{R}_1(K_H^3) \frac{3}{n} \right)^{1/2} \left( \mathcal{R}_1(K_H^3) \frac{3}{n} \right)^{1/2} \\
+ \mathcal{R}_1(K_H^3) \left( \frac{3}{n} \right)^{1/2} \left( \mathcal{R}_1(K_H^3) \frac{3}{n} \right)^{1/2} \left( \mathcal{R}_1(K_H^3) \frac{3}{n} \right)^{1/2} \\
+ \mathcal{R}_1(K_H^3) \left( \frac{3}{n} \right)^{1/2} \left( \mathcal{R}_1(K_H^3) \frac{3}{n} \right)^{1/2} \left( \mathcal{R}_1(K_H^3) \frac{3}{n} \right)^{1/2} \\
+ C \langle \Psi, \mathcal{Q}_4^\text{ren} \Psi \rangle. \tag{5.26}
\]
The estimate (5.25) is a simple consequence of (5.26) upon estimating \( n_\uparrow^L \leq \tilde{M} \) in occurrences with higher than first moments.

We estimate each term in \( d_1^L \) and \( d_2^L \) individually. They will all be estimated by fairly simple Cauchy-Schwarz inequalities, however the proof is long because there are many terms. Let us indicate where some of the bounds in (5.26) come from. The error bound in terms of \( Q_{\text{ren}}^\infty \) comes from the analysis of the terms \( d_{1,9}^L, d_{1,10}^L \) and \( d_{2,3}^L \). Next we list the 6 terms in \( \{ \cdot \} \) in (5.26), we only list the terms where we believe that our inequalities cannot be significantly improved. The first term in (5.26) comes from \( d_{1,5}^L \), the second from \( d_{2,1}^L \), the third term comes from \( d_{1,4}^L \), the fourth term comes from \( d_{1,6}^L \), the fifth from \( d_{2,3}^L \) and the sixth from \( d_{1,10}^L \).

We start with \( d_{1,5}^L \). Using Cauchy-Schwarz, we find for arbitrary \( \epsilon > 0 \),

\[
|\langle \Psi, d_{1,5}^L \Psi \rangle| \leq n \epsilon^{-3} \left( \int v \right) (\epsilon^{-1} \langle \Psi, n_\uparrow^L \Psi \rangle + \epsilon n). \tag{5.27}
\]

With \( \epsilon = \sqrt{n^{-1} \langle \Psi, n_\uparrow^L \Psi \rangle} \) we get an estimate in agreement with (5.26).

To estimate \( d_{1,1}^L \) we use Cauchy-Schwarz in a similar manner and the fact that \( 0 \leq \int W_1 \leq Ca \), to get

\[
|\langle \Psi, d_{1,1}^L \Psi \rangle| \leq C_n \epsilon^{-3} \left( \int g \right) (\epsilon^{-1} \langle \Psi, n_\uparrow^L \Psi \rangle + \epsilon n). \tag{5.28}
\]

Choosing \( \epsilon = \sqrt{n^{-1} \langle \Psi, n_\uparrow^L \Psi \rangle} \), and using that \( \int v/a \geq 1 \), this term is consistent with the first term in (5.26).

Applying Cauchy-Schwarz to the \( d_{1,2}^L \)-term, we find

\[
|\langle \Psi, d_{1,2}^L \Psi \rangle| \leq C \rho_\mu (\int g) (\epsilon^{-1} \langle \Psi, n_\uparrow^L \Psi \rangle + \epsilon \langle \Psi, \tilde{n}_\uparrow^H \Psi \rangle). \tag{5.29}
\]

Since \( \tilde{n}_\uparrow^H \leq n \) and \( \left( \int g \right) \leq (\int v) \), this term is also consistent with (5.26).

After application of Cauchy-Schwarz to the \( d_{1,3}^L \)-term, we find after using Lemma 5.3 on one of the resulting terms,

\[
|\langle \Psi, d_{1,3}^L \Psi \rangle| \leq n \epsilon^{-3} \left( \int v \right) (\epsilon^{-1} \langle \Psi, n_\uparrow^L \Psi \rangle + \epsilon R_1(K_H')^3 n^{-1} \langle \Psi, (n_\uparrow^L)^2 \Psi \rangle). \tag{5.30}
\]

After using the (suboptimal) estimate \( n_\uparrow^L \leq n \) on the first term, we can choose \( \epsilon^{-1} = (R_1(K_H')^3)^{1/2} n^{-1} \langle \Psi, (n_\uparrow^L)^2 \Psi \rangle^{1/2} \) to get an estimate consistent with the second term in (5.26).

We also apply Cauchy-Schwarz to the \( d_{1,4}^L \)-term, and use Lemma 5.3 on both resulting terms. This yields,

\[
|\langle \Psi, d_{1,4}^L \Psi \rangle| \leq C R_1(K_H')^3 \epsilon^{-3} \left( \int v \right) (\epsilon^{-1} \langle \Psi, n_\uparrow^L \tilde{n}_\uparrow^H \Psi \rangle + \epsilon \langle \Psi, (n_\uparrow^L)^2 \Psi \rangle). \tag{5.31}
\]

Upon optimizing in \( \epsilon \), we find the third term in (5.26).

After applying Cauchy-Schwarz and Lemma 5.3 to the \( d_{1,6}^L \)-term, we find

\[
|\langle \Psi, d_{1,6}^L \Psi \rangle| \leq C \epsilon^{-3} \left( \int v \right) (\epsilon^{-1} R_1(K_H')^3 \langle \Psi, n_\uparrow^L \tilde{n}_\uparrow^H \Psi \rangle + \epsilon n^2). \tag{5.32}
\]

Optimizing in \( \epsilon \) leads to the fourth term in (5.26).

The term with \( d_{1,7}^L \) is easily estimated by Cauchy-Schwarz as

\[
|\langle \Psi, d_{1,7}^L \Psi \rangle| \leq C \epsilon \left( \int v \right) n \langle \Psi, n_\uparrow \Psi \rangle. \tag{5.33}
\]
Since $n_+ \leq n$ this term in agreement with the first term in (5.26).

To estimate $d^L_{1,8}$ we use Cauchy-Schwarz and Lemma (5.3) and get (where the second inequality is clearly suboptimal),

$$|\langle \Psi, d^L_{1,8} \Psi \rangle| \leq C \varepsilon^{-3} \left( \int v \right) (\varepsilon^{-1} \mathcal{R}_1 (K'_H)^3 \langle \Psi, n^L_+ \gamma_+ \gamma_+ \Psi \rangle + \varepsilon n \langle \Psi, n^H_+ \Psi \rangle)$$

$$\leq C \varepsilon^{-3} \left( \int v \right) (\varepsilon^{-1} \mathcal{R}_1 (K'_H)^3 \langle \Psi, n^L_+ \gamma_+ \gamma_+ \Psi \rangle + \varepsilon n^2),$$

(5.34)

and we recognize that this term can be estimated in the same fashion as $d^L_{1,6}$ therefore contributing to the fourth term in (5.26).

The estimates of $d^L_{1,9}$ and $d^L_{1,10}$ are a bit different since there are two factors of $Q'_H$ on the same side. We will complete the $Q'_H$’s to $Q = Q'_H + Q'_L$ and then complete to $QQ + \omega (PP + PQ +QP)$ before using Cauchy-Schwarz. Thereby, we will be able to use the bound (5.4) on $Q'^{ren}_4$. The new terms appearing through this completion procedure can be estimated in the same manner as the previous $d^L_{1,j}$’s.

Let $\mathcal{E}$ denote the error bound in (5.26). We get

$$|\langle \Psi, d^L_{1,9} \Psi \rangle| \leq |\langle \Psi, \sum_{i \neq j} (Q'^L_{L,i} P_j w(x_i, x_j) Q_i + h.c.) \Psi \rangle|$$

$$+ |\langle \Psi, \sum_{i \neq j} (Q'^L_{L,i} P_j w(x_i, x_j) (Q'_H_j Q'_L,i + Q'_L,j Q'_H,i) + h.c.) \Psi \rangle|$$

$$+ |\langle \Psi, d^L_{1,8} \Psi \rangle| + |\langle \Psi, d^L_{1,3} \Psi \rangle|$$

Here the second term on the right can be estimated, after an application of Cauchy-Schwarz, in the same manner as $d^L_{1,6}$. Continuing the procedure, we therefore find

$$|\langle \Psi, d^L_{1,9} \Psi \rangle| \leq |\langle \Psi, \sum_{i \neq j} (Q'^L_{L,i} P_j w(x_i, x_j) (Q_j Q_i + \omega (P_j Q_i + Q_j P_i + P_j P_i)) + h.c.) \Psi \rangle|$$

$$+ |\langle \Psi, \sum_{i \neq j} (Q'^L_{L,i} P_j w(x_i, x_j) \omega (P_j Q_i + Q_j P_i) + h.c.) \Psi \rangle|$$

$$+ |\langle \Psi, \sum_{i \neq j} (Q'^L_{L,i} P_j w(x_i, x_j) \omega P_j P_i + h.c.) \Psi \rangle| + \mathcal{E}.$$

(5.36)

Here the third term is estimated as $d^L_{1,5}$ using that $0 \leq \omega \leq 1$. Similarly, the second term is estimated as $d^L_{1,7}$. Finally, the first term. After using Cauchy-Schwarz, this is controlled by

$$\langle \Psi, Q'^{ren}_4 \Psi \rangle + C n \varepsilon^{-3} \left( \int v \right) \langle \Psi, n_+ \Psi \rangle,$$

(5.37)

which is in agreement with (5.26).

The analysis of $d^L_{1,10}$ is similar. We write

$$|\langle \Psi, d^L_{1,10} \Psi \rangle| \leq |\langle \Psi, \sum_{i \neq j} (Q'_L,j Q'_H,j w(x_i, x_j) Q_j Q_i + h.c.) \Psi \rangle|$$

$$+ |\langle \Psi, \sum_{i \neq j} (Q'_L,j Q'_H,j w(x_i, x_j) (Q'_H,j Q'_L,i + Q'_L,j Q'_H,i) + h.c.) \Psi \rangle| + |\langle \Psi, d^L_{1,4} \Psi \rangle|$$

Here the second term is easily estimated by the sixth term in (5.26). Therefore, we continue
the estimate as
\[
\langle \Psi, d_{1,10}^L \rangle \leq \langle \Psi, \sum_{i \neq j} (Q'_{L,i}Q'_{H,j}w(x_i, x_j)(Q_jQ_i + \omega(P_jQ_i + Q_jP_i + P_jP_i) + h.c.) \Psi) \rangle
\]
\[+ \langle \Psi, \sum_{i \neq j} (Q'_{L,i}Q_{H,j}w(x_i, x_j)\omega(P_jQ_i + Q_jP_i) + h.c.)\Psi) \rangle
\]
\[+ \langle \Psi, \sum_{i \neq j} (Q'_{L,i}Q_{H,j}w(x_i, x_j)\omega P_jP_i + h.c.)\Psi) \rangle + \mathcal{E}. \tag{5.39}
\]

The third term can be estimated as \(d_{1,6}^L\) using that \(0 \leq \omega \leq 1\). The second term can similarly be estimated as \(d_{1,8}^L\). Applying Cauchy-Schwarz to the first term, we therefore find
\[
\langle \Psi, d_{1,10}^L \rangle \leq \langle \Psi, Q_{10}^\text{en} \Psi \rangle + C\mathcal{R}_1(K_H')^3\ell^{-3} (\int v)\langle \Psi, n_{+}L^H\Psi \rangle + \mathcal{E}. \tag{5.40}
\]
So we conclude that also \(d_{1,10}^L\) can be estimated in agreement with (5.26).

Using Cauchy-Schwarz, we find for arbitrary \(\varepsilon > 0\), and using Lemma 5.3 in the last inequality,
\[
\langle \Psi, d_{2,1}^L \rangle \leq \sum_{i \neq j} \langle \Psi, (eP_iP_jw(x_i, x_j)P_jP_i + \varepsilon^{-1}(Q'_{L,i}(Q'_{L,j}w(x_i, x_j)(Q'_{L,j})i) \Psi) \rangle
\]
\[\leq C\varepsilon n^2\ell^{-3} \int v + C\varepsilon^{-1} \langle \Psi, n_{+}L^H \Psi \rangle \mathcal{R}_1(K_H')^3\ell^{-3} \int v, \tag{5.41}
\]
Making the choice \(\varepsilon = n^{-1}[\mathcal{R}_1(K_H')^3]^{1/2} \langle \Psi, n_{+}L^H \Psi \rangle^{1/2}\) this estimate corresponds to the second term in (5.26).

We estimate \(d_{2,2}^L\) similarly by the Cauchy-Schwarz inequality.
\[
\pm d_{2,2}^L \leq \varepsilon \sum_{i \neq j} (Q_{H,i}P_jw(x_i, x_j)P_jQ_{H,i} + \varepsilon^{-1}(Q'_{L,i}(Q'_{L,j}w(x_i, x_j)(Q'_{L,j})i). \tag{5.42}
\]
The first sum on the right is controlled by \(n\ell^{-3}n_{+}L^H \int v \leq n^2\ell^{-3} \int v\) (using the suboptimal estimate \(n_{+}L^H \leq n\)). Therefore, the \(d_{2,2}^L\)-term is controlled by the same expression as for \(d_{2,1}^L\).

We next estimate \(d_{2,3}^L\). We write
\[
d_{2,3}^L = \sum_{i \neq j} Q_iQ_jw(x_i, x_j)(Q'_{L,j})(Q'_{L,j}) + h.c.
\]
\[= \sum_{i \neq j} (Q'_{L,i})(Q'_{L,j}w(x_i, x_j)(Q'_{L,j})(Q'_{L,j}) + h.c.
\]
\[= 2d_{2,4}^L \tag{5.43}
\]
The second term here can be estimated as \(C\ell^{-3}\mathcal{R}_1(K_H')^3(\int v)(n_{+}L^2)^2\). This is the fifth term in (5.26). Therefore, we can continue the estimate as follows, where \(\mathcal{E}\) denote the error bound in (5.26),
\[
\langle \Psi, d_{2,3}^L \rangle \leq \langle \Psi, \sum_{i \neq j} (Q'_{L,i}Q'_{L,j}w(x_i, x_j)[Q_jQ_i + \omega(P_jQ_i + Q_jP_i + P_jP_i) + h.c.) \Psi) \rangle
\]
\[+ \langle \Psi, \sum_{i \neq j} (Q'_{L,i}Q'_{L,j}w(x_i, x_j)\omega(P_jQ_i + Q_jP_i) + h.c.)\Psi) \rangle
\]
\[+ \langle \Psi, \sum_{i \neq j} (Q'_{L,i}Q'_{L,j}w(x_i, x_j)\omega P_jP_i + h.c.)\Psi) \rangle + \mathcal{E}. \tag{5.44}
\]
Here the third term can be estimated in the same way as \( d^L_{2,1} \) and the second as \( d^L_{I,3} \), using in both cases that \( 0 \leq \omega \leq 1 \). So we find after applying Cauchy-Schwarz to the first term
\[
|\langle \Psi, d^L_{2,3} \Psi \rangle| \leq \langle \Psi, \mathcal{Q}^n_4 \Psi \rangle + C \rho^3 (K'_H)^{\frac{3}{2}}(\int \rho d\ell)^2 + \mathcal{E}, \tag{5.45}
\]
which is in agreement with \((5.26)\).

6 Localization of the momentum localized number of excited particles \( n^L_+ \)

In this section we prove Proposition 6.1 below. That result allows us to work with a state \( \tilde{\Psi} \) that is localized in \( n^L_+ \) and by \((6.3)\) has an energy which is correct to LHY-order. We introduce a parameter \( \mathcal{M}^L \) satisfying \((D.25)\).

**Proposition 6.1 (Restriction on \( n^L_+ \)).** Assume that the conditions of Assumption \((D.1)\) are satisfied and that \( \rho_d a^3 \) is small enough. There is then a universal constant \( C > 0 \), such that if there is a normalized \( n \)-particle \( \Psi \in \mathcal{F}_n(L^2(\Lambda)) \) satisfying (notice the factor of \( \frac{1}{\tilde{\Psi}} \) compared to \((6.1)\)),
\[
\langle \Psi, \mathcal{H}_A(\rho_d) \Psi \rangle \leq -4\pi \rho^2 a \ell^3 (1 - \frac{1}{2} K_2^2 (\rho_d a^3)^{\frac{1}{2}}) \tag{6.1}
\]
under the assumptions in Theorem 5.7, then there is also a normalized \( n \)-particle wave function \( \tilde{\Psi} \in \mathcal{F}_n(L^2(\Lambda)) \) with the property that
\[
\tilde{\Psi} = 1_{[0,\mathcal{M}^L]}(n^L_+) \tilde{\Psi}, \tag{6.2}
\]
i.e., only values of \( n^L_+ \) smaller than \( \mathcal{M}^L \) appear in \( \tilde{\Psi} \), and such that
\[
\langle \tilde{\Psi}, \mathcal{H}_A(\rho_d) \tilde{\Psi} \rangle \leq \langle \Psi, \mathcal{H}_A(\rho_d) \Psi \rangle + C \rho^2 a \ell^3 (\rho_d a^3)^{\frac{5}{2}} K_M K_R K_N^{-\frac{3}{2}} K_H^{\frac{3}{2}} K_R^{\frac{3}{2}} K^{-\frac{5}{2}}. \tag{6.3}
\]

**Proof.** We start by proving that with notation from \((5.24)\) and \((5.23)\), we have
\[
|\langle \Psi, d^L_1 \Psi \rangle| + |\langle \Psi, d^L_2 \Psi \rangle| \leq C \rho^2 a \ell^3 \frac{K_R K'_N}{K_H} (K'_H)^{\frac{3}{2}} K_R^{\frac{3}{2}} K^{-\frac{5}{2}}. \tag{6.4}
\]
To get this, we apply \((5.25)\) with \( \widetilde{M} = n \). By \((5.1)\) and \((D.10)\) the estimate is immediate for the \( \mathcal{Q}^{\text{ren}}_4 \)-part in \((5.24)\). Also, since \( \mathcal{R}_1(K'_H)^{\frac{3}{2}} \geq 1 \), we only have to prove that
\[
\rho^2 a \ell^3 \left\{ \mathcal{R}_1 \left( K'_H \right)^{\frac{3}{2}} \frac{\langle \Psi, n^L_+ \Psi \rangle}{n} + \mathcal{R}_1 \left( K'_H \right)^{\frac{3}{2}} \frac{\langle \Psi, n^L_+ \Psi \rangle}{n} \right\}, \tag{6.5}
\]
is bounded by the right hand side in \((6.4)\). This follows by inserting \((5.2)\), \((5.3)\), the definition \((5.16)\) of \( \mathcal{R}_1 \) and using \((D.12)\) to realize that the largest term is the one with the square root. Notice in particular, that \( \mathcal{R}_1 \leq 3 K_R (\rho_d a^3)^{-\frac{1}{4}} \varepsilon^{-\frac{1}{4}} \), by \((D.13), (D.2)\) and \((D.12)\). This establishes \((6.4)\).

Using \((D.13)\) and \((D.11)\) we can therefore apply Lemma 6.3 to get \((6.3)\).

**Remark 6.2.** In the proof above, we used \((5.27)\) with \( \mathcal{M} = n \). It is clear that one could now use \((5.24)\) with \( \mathcal{M} = \mathcal{M}^L \) and thus iterate to get improved bounds. However, the gain of doing this is limited, and we have refrained from doing so, since it is not necessary for our purposes.
Lemma 6.3 (Restriction on $n_L^+$—a priori version). Assume that the conditions of Assumption [D.1] are satisfied and that $\rho_0 a^3$ is small enough. Then there exists a universal $C > 0$ such that if there is a normalized $n$-particle $\Psi \in \mathcal{F}_n(L^2(\Lambda))$ satisfying \((6.1)\) under the assumptions in Theorem [D.1] and if for some $\mathcal{M}_L$ we have
\[
\tilde{\mathcal{M}}_L \gg K^3 \tilde{K}_L^5,
\]
and
\[
\frac{|\langle \Psi, d_1^2 \Psi \rangle| + |\langle \Psi, d_2^2 \Psi \rangle|}{\mathcal{M}_L^2} \ll \alpha \rho^2 \ell^3 (\rho_0 a^3)^{1/2},
\]
with $d_1$ from \((6.21)\) and $d_2$ from \((5.23)\), then there also exists a normalized $n$-particle wave function $\tilde{\Psi} \in \mathcal{F}_n(L^2(\Lambda))$ with the property that
\[
\tilde{\Psi} = 1_{[0,\tilde{\mathcal{M}}_L]}(n_L^+) \tilde{\Psi},
\]
and such that
\[
\langle \tilde{\Psi}, \mathcal{H}_\Lambda(\rho_0) \tilde{\Psi} \rangle \leq \langle \Psi, \mathcal{H}_\Lambda(\rho_0) \Psi \rangle + \frac{|\langle \Psi, d_1^2 \Psi \rangle| + |\langle \Psi, d_2^2 \Psi \rangle|}{(\mathcal{M}_L)^2}.
\]

We shall use the following theorem from [25].

Theorem 6.4 (Localization of large matrices). Suppose that $\mathcal{A}$ is an $(N + 1) \times (N + 1)$ Hermitean matrix and let $\mathcal{A}^{(k)}$, with $k = 0, 1, \ldots, N$, denote the matrix consisting of the $k^{th}$ supra- and infra-diagonal of $\mathcal{A}$. Let $\psi \in \mathbb{C}^{N+1}$ be a normalized vector and set $d_k = \langle \psi, \mathcal{A}^{(k)} \psi \rangle$ and $\lambda = \langle \psi, \mathcal{A} \psi \rangle = \sum_{k=0}^N d_k$ ($\psi$ need not be an eigenvector of $\mathcal{A}$). Choose some positive integer $M' \leq N + 1$. Then, with $M'$ fixed, there is some $n' \in [0, N + 1 - M']$ and some normalized vector $\varphi \in \mathbb{C}^{N+1}$ with the property that $\varphi_j = 0$ unless $n' + 1 \leq j \leq n' + M'$ (i.e., $\varphi$ has localization length $M'$) and such that
\[
\langle \varphi, \mathcal{A} \varphi \rangle \leq \lambda + \frac{C}{M'^2} \sum_{k=1}^{M'-1} k^2 |d_k| + C \sum_{k=M'}^N |d_k|,
\]
where $C > 0$ is a universal constant. (Note that the first sum starts at $k = 1$.)

Proof of Lemma 6.3. We may assume by \((6.4)\) that $\tilde{\mathcal{M}}_L \geq 5$ and that $\tilde{\mathcal{M}}_L \leq n$, since otherwise there is nothing to prove.

We apply Theorem 6.4 to the $(n + 1) \times (n + 1)$-matrix with elements
\[
\mathcal{A}_{i,j} = \|1_{\{n^+_L = i\}} \Psi\|^{-1} \|1_{\{n^+_L = j\}} \Psi\|^{-1} \langle 1_{\{n^+_L = i\}} \Psi, H_\Lambda(\rho_0) 1_{\{n^+_L = j\}} \Psi \rangle.
\]
(If any of the norms are zero, we set the corresponding element to zero.) Then we get a normalized vector $\psi = (\|1_{\{n^+_L = 0\}} \Psi\|, \ldots, \|1_{\{n^+_L = n\}} \Psi\|)$ in $\mathbb{C}^{n+1}$ satisfying
\[
\langle \psi, \mathcal{A} \psi \rangle = \langle \Psi, H_\Lambda(\rho_0) \Psi \rangle.
\]
Moreover, using the notation of Theorem 6.4, only the $\mathcal{A}^{(k)}$ with $k = 0, 1, 2$ are non-vanishing, and
\[
d_1 = \langle \psi, \mathcal{A}^{(1)} \psi \rangle = \langle \Psi, d_1^2 \Psi \rangle, \quad d_2 = \langle \psi, \mathcal{A}^{(2)} \psi \rangle = \langle \Psi, d_2^2 \Psi \rangle.
\]
Notice that here it is important that $Q_L^+$ commutes with the kinetic energy.
Localization of the 3Q-term

By Theorem 6.4 we can find a normalized \( \varphi \in \mathbb{C}^{n+1} \) with localization length \( M' \) equal to the integer part of \( \mathcal{M}/2 \), such that

\[
\langle \varphi, A\varphi \rangle \leq \langle \psi, A\psi \rangle + C|d_1| + |d_2| = \langle \Psi, H_\Lambda(\rho_\mu)\Psi \rangle + C|d_1| + |d_2|.
\]  

(6.12)

Let \( \tilde{\varphi} \in \mathbb{C}^{n+1} \) be given by \( \tilde{\varphi}_i = \varphi_i \) if \( \|1_{(n^L_i = i)}\| \neq 0 \) and \( \tilde{\varphi}_i = 0 \) if \( \|1_{(n^L_i = i)}\| = 0 \). Then \( \|\tilde{\varphi}\| \leq 1 \). We then have

\[
\langle \tilde{\varphi}, A\tilde{\varphi} \rangle = \langle \varphi, A\varphi \rangle - \langle \Psi, H_\Lambda(\rho_\mu)\Psi \rangle + C|d_1| + |d_2| < 0.
\]  

(6.13)

where the negativity follows from (6.1), (D.10), and (6.7). In particular, \( \tilde{\varphi} \neq 0 \). Define

\[
\tilde{\Psi} = \|\tilde{\varphi}\|^{-1} \sum_{i=0}^{n} \tilde{\varphi}_i \|1_{(n^L_i = i)}\|^{-1} 1_{(n^L_i = i)}\Psi.
\]

Then \( \tilde{\Psi} \) is normalized and satisfies

\[
\langle \tilde{\Psi}, H_\Lambda(\rho_\mu)\tilde{\Psi} \rangle = \|\tilde{\varphi}\|^{-2} \langle \tilde{\varphi}, A\tilde{\varphi} \rangle \leq \langle \tilde{\varphi}, A\tilde{\varphi} \rangle,
\]

since the term on the right is negative and \( \|\tilde{\varphi}\|^{-2} \geq 1 \). This proves that \( \tilde{\Psi} \) satisfies (6.9). It remains to prove that \( \tilde{\Psi} \) satisfies (6.8). We know from the construction that the possible values of \( n^L_i \) that occur in \( \tilde{\Psi} \) lie in an interval of length \( M' \). Furthermore, since we have (6.1) as well as (6.9) and (6.7), we may use the a priori bound (5.3) on the expectation value of \( n^L_i \) in \( \tilde{\Psi} \). This implies that the interval of \( n^L_i \) values in \( \tilde{\Psi} \) must be contained in \([0, M']\), since otherwise we get a contradiction between (5.3) and (6.7).

\[\square\]

7 Localization of the 3Q-term

In this section we will absorb an unimportant part of the 3Q term in the positive 4Q term. This result, Lemma 7.1 below, as well as its proof is almost identical to [18] Lemma 9.1, but has an improved dependence on \( R \) in the error bound. For completeness, we have included the short proof below.

Lemma 7.1. Define

\[
\tilde{Q}_3^{(1)} := \sum_{i \neq j}(P_i Q_{L,j} w_1(x_i, x_j)Q_j Q_i + h.c.),
\]  

(7.1)

Assume that the conditions of Assumption D.1 are satisfied and that \( \rho_\mu a^3 \) is small enough. With the notation from (4.45), (4.46), we get,

\[
Q_3^{\text{ren}} + \frac{1}{4} Q_4^{\text{ren}} + \frac{b}{100} (\ell^{-2} n_+ + \varepsilon_T (d \ell)^{-2} n^H_+) \geq \tilde{Q}_3^{(1)} - C \rho^2_\mu a^3 \left( d^{2M} + R a \ell^2 \right).
\]  

(7.2)

Proof. Using [18] Corollary 6.12, with \( Q' = Q_L \), and \( \varepsilon = c K_\ell^{-2} \) for some sufficiently small constant \( c \), as well as (5.9) we find

\[
\frac{1}{4} Q_4^{\text{ren}} + \frac{b}{100 \ell^2} n_+ + Q_3^{\text{ren}} - \tilde{Q}_3^{(1)} \geq \sum_{i,j}(P_i P_j \tilde{Q}_{L,i} w_1(x_i, x_j) \omega(x_i - x_j) P_i P_j + h.c.)
\]

\[
- C \ell^{-2} K_\ell^{-4} n^H_+.
\]  

(7.3)
Using (D.5) it is clear that the \( n_+^H \) term is dominated by half of the positive \( n_-^H \) term from (7.2).

To estimate the remaining terms in (7.3) we start by using the estimate (4.21) on the convolution from Lemma 4.3 to get

\[
- \sum_{i \neq j} (P_i Q_{L,j} w_1(x_i, x_j) \omega(x_i - x_j) P_j P_i + h.c.) \geq -I \ell^{-3} \left( n_0 \sum_j Q_{L,j} \chi_\Lambda^2 (x_j) P_j + h.c. \right) - C \alpha^2 \ell^{-3} R a \frac{R a}{\ell^2},
\]

where \( I := \int W_1(y) \omega(y) \leq C a \), and where we used (3.7) to estimate the error term in (4.21).

To complete the proof we write, with \( N = M/2 \in \mathbb{N} \)

\[
\overline{Q}_L \chi_\Lambda^2 P + h.c. = \overline{Q}_L (\ell^{-2} - \Delta)^{-N} \left[ (\ell^{-2} - \Delta)^N \chi_\Lambda^2 \right] P + h.c.
\]

and notice that

\[
\left| (\ell^{-2} - \Delta)^N \chi_\Lambda^2 \right| \leq C \ell^{-2N}.
\]

Therefore,

\[
\overline{Q}_L \chi_\Lambda^2 P + h.c. \leq \varepsilon_2 P + \varepsilon_2^{-1} \ell^{2N} \overline{Q}_L (\ell^{-2} - \Delta)^{-2N} (\overline{Q}_L)^* \leq \varepsilon_2 P + \varepsilon_2^{-1} d^{2N} \overline{Q}_L (\overline{Q}_L)^*.
\]

Choosing \( \varepsilon_2 = d^{2N} = d^{2M} \) and using again (D.5) we get (7.2) upon summing this estimate in the particle indices and absorbing the \( n_+^H \) term as before.

\[\Box\]

8 Second quantized operators

8.1 Creation/annihilation operators

We will use \( a, a^\dagger \) to denote the standard bosonic annihilation/creation operators on the bosonic Fock space \( \mathcal{F}_2(L^2(\Lambda)) \).

We define \( a_0 \) as the annihilation operator associated to the condensate function for the box \( \Lambda \), i.e. \( a_0 = \ell^{-3/2} a(\theta) \), where we recall that \( \theta \) defined in (4.11) is the characteristic function of the box.

We will also introduce creation/annihilation operators for other momenta. These will come in two forms, depending on whether they contain the localization function \( \chi_\Lambda \) or not.

For \( k \in \mathbb{R}^3 \setminus \{0\} \) we let

\[
\tilde{a}_k := \ell^{-3/2} a(Q(e^{ikx})), \quad \tilde{a}_k^\dagger := \ell^{-3/2} a^\dagger(Q(e^{ikx})).
\]

Clearly, for \( k, k' \in \mathbb{R}^3 \setminus \{0\} \), we have the commutation relations

\[
[\tilde{a}_k, \tilde{a}_{k'}] = 0, \quad [\tilde{a}_k, \tilde{a}_{k'}^\dagger] = \ell^{-3} (e^{ikx} \theta, Q(e^{ikx} \theta)).
\]

We also define, for \( k \in \mathbb{R}^3 \setminus \{0\} \),

\[
a_k := \ell^{-3/2} a(Q(e^{ikx} \chi_\Lambda)) \quad \text{and} \quad a_k^\dagger := \ell^{-3/2} a^\dagger(Q(e^{ikx} \chi_\Lambda)).
\]

Then, for all \( k, k' \in \mathbb{R}^3 \setminus \{0\} \),

\[
[a_k, a_{k'}] = 0,
\]
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and, using $Q = 1 - P$ on $L^2(\Lambda)$,
$$[a_k, a^\dagger_k] = e^{-3} Q(e^{ikx} \chi_\Lambda), Q(e^{ik'x} \chi_\Lambda)) = \chi^2((k - k')\ell) - \chi(k\ell)\overline{\chi(k'\ell)}. \quad (8.5)$$

In particular,
$$[a_k, a^\dagger_k] \leq 1. \quad (8.6)$$

We will repeatedly need the following consequence of Lemma 5.2

**Lemma 8.1.** Assume that the conditions of Assumption [D.2] are satisfied and that $\rho_\mu \omega^3$ is small enough. Suppose that $\hat{\Psi} \in F_\mu(L^2(\Lambda))$ is normalized and satisfies
$$1_{[0,2\mathcal{M}L]}(n^\dagger_+)\hat{\Psi} = \hat{\Psi}, \quad 1_{[0,2\rho_\mu\varepsilon]}(n_+)\hat{\Psi} = \hat{\Psi}. \quad (8.7)$$

Then,
$$\langle \hat{\Psi}, \ell^3 \int \{|k| \leq 2K_H''(\ell^{-1})\} (a^\dagger_k a_k + \tilde{a}^\dagger_k \tilde{a}_k) dk \hat{\Psi} \rangle \leq C \mathcal{M} L. \quad (8.8)$$

Furthermore,
$$\langle \hat{\Psi}, \ell^3 \int \{|k| \geq 2K_H''(\ell^{-1})\} (a^\dagger_k a_k + \tilde{a}^\dagger_k \tilde{a}_k) dk \hat{\Psi} \rangle \leq C \mathcal{M} L + C(\hat{\Psi}, n^H_+ \hat{\Psi}). \quad (8.9)$$

**Proof.** We carry out the proof for the $a_k$’s and only comment on how the same proof works for the $\tilde{a}_k$’s.

An explicit calculation shows that, on the $N$-particle subspace,
$$\langle 2\pi \rangle^{-3} \ell^3 \int \{|k| \leq 2K_H''(\ell^{-1})\} a^\dagger_k a_k dk = \sum_{j=1}^{N} Q_j \chi_\Lambda(x_j) 1_{[0,2K''_H(\ell^{-1})]}(|p_j|) \chi_\Lambda(x_j) Q_j \leq C \sum_{j=1}^{N} \left\{ (Q'_L)_j + \left( \left( \frac{K''_H}{K_H} \right)^M + \varepsilon_N^3 \right) \right\} Q_j, \quad (8.10)$$

where the inequality follows from Lemma 5.2.

The estimate (8.8) for the $a_k$’s now follows easily using (D.18), since we have that $\varepsilon_N^3, \rho_\mu \ell^3 \ll 1$ using the definition of $\varepsilon_N$ in (D.22), as well as (D.10) and (D.12).

The estimate (8.8) for the $\tilde{a}_k$’s follows in the same way with the only change that the operator on the $N$-particle subspace in (8.10) becomes $\sum_{j} Q_j 1_{[0,2K''_H(\ell^{-1})]}(|p_j|) Q_j$, which can also be compared to $\sum_{j} (Q'_L)_j$ by Lemma 5.

To prove (8.9) for the $a_k$’s we therefore have to estimate the complementary integral
$$\ell^3 \int \{|k| \geq 2K''_H(\ell^{-1})\} a^\dagger_k a_k dk. \quad (8.11)$$

This is the second quantization of the one-particle operator $Q \chi_\Lambda 1_{[2K''_H(\ell^{-1}),\infty]}(\sqrt{-\Delta}) \chi_\Lambda Q$. Using Cauchy-Schwarz we can estimate this as
$$Q \chi_\Lambda 1_{[2K''_H(\ell^{-1}),\infty]}(\sqrt{-\Delta}) \chi_\Lambda Q \leq 2 \| \chi_\Lambda \|_\infty Q 1_{[d-2\ell^{-1},\infty]}(\sqrt{-\Delta}) Q + 2 Q 1_{[0,d-2\ell^{-1}]}(|\sqrt{-\Delta}|) \chi_\Lambda 1_{[2K''_H(\ell^{-1}),\infty]}(\sqrt{-\Delta}) Q \leq 2 \| \chi_\Lambda \|_\infty Q 1_{[d-2\ell^{-1},\infty]}(\sqrt{-\Delta}) Q + 2 \| 1_{[0,d-2\ell^{-1}]}(|\sqrt{-\Delta}|) \chi_\Lambda 1_{[2K''_H(\ell^{-1},\infty)]}(\sqrt{-\Delta}) \|^2 Q. \quad (8.12)$$
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Here the operator norm satisfies
\[
\|1_{[0,d-2\ell-1]}(\sqrt{-\Delta})\chi_{\Lambda}1_{[2K_H^{\ell-1},\infty)}(\sqrt{-\Delta})\|
\leq \left\|1_{[0,d-2\ell-1]}(\sqrt{-\Delta})\chi_{\Lambda}(\sqrt{-\Delta})^{M/2}\right\|
\leq C(d^2K_H^{\ell})^{-M},
\] (8.13)
where we used that \(\chi\) has \(M \in 2N\) bounded derivatives. So we see that
\[
\ell^3 \int_{\{|k| \geq 2K_H^{\ell-1}\}} a_k^\dagger a_k dk \leq Cn_H^+ + C(d^2K_H^{\ell}-2M)_{n+}.
\] (8.14)

Now (8.9) for the \(a_k^\dagger\)'s is easier, we just observe that \(1_{[d-2\ell-1,\infty)}(\sqrt{-\Delta}) \geq 1_{[2K_H^{\ell-1},\infty)}(\sqrt{-\Delta})\). \(\square\)

We will now formulate a lower bound on the Hamiltonian \(H_\Lambda(\rho_\mu)\) in second quantization. Recall the Fourier-multiplier \(\tau(p)\) defined in (1.30).

**Proposition 8.2.** Assume that \(\tilde{\Psi}\) is an \(n\)-particle wavefunction which satisfies (6.1) and (6.2), and that the parameters satisfy Assumption (1.1) and that \(\rho_\mu a^3\) is small enough. Then, in 2nd quantization the operator \(H_\Lambda(\rho_\mu)\) defined in (1.31) satisfies
\[
\langle \tilde{\Psi}, H_\Lambda(\rho_\mu)\tilde{\Psi}\rangle \geq \langle \tilde{\Psi}, H_{\Lambda}^{2nd}(\rho_\mu)\tilde{\Psi}\rangle - C\rho_\mu^2 a\ell^3 \left(\ell^2M + \frac{Ra}{\ell^2}\right),
\] (8.15)
where
\[
H_{\Lambda}^{2nd} = (2\pi)^{-3} \ell^3 \int (1 - \varepsilon_N)\pi(k)a_k^\dagger a_k dk + \frac{b}{2\ell^2}n_+ + \varepsilon_T \frac{b}{8d^2\ell^2}n_H^+ + \varepsilon_T \frac{b}{16d^2\rho_\mu a^2} n_0 n_+
+ \frac{1}{2} \ell^{-3} a_0^\dagger a_0^\dagger a_0 a_0 \left(\tilde{g}(0) + \tilde{g}^\omega(0)\right) - \rho_\mu \tilde{g}(0)a_0^\dagger a_0
+ \left(\ell^{-3} a_0^\dagger a_0 - \rho_\mu\right)\tilde{W}_1(0)(2\pi)^{-1} \int \tilde{\chi}_\Lambda(k)a_k^\dagger a_0 dk + h.c.
+ \left(\ell^{-3} a_0^\dagger a_0 - \rho_\mu\right)\tilde{W}_1(0)(2\pi)^{-3} \int \tilde{\chi}_\Lambda(k)a_k^\dagger a_0 dk + h.c.
+ (2\pi)^{-3} \int \left(\tilde{W}_1(k) + \tilde{W}_1\omega(k)\right) a_k^\dagger a_k a_0 a_0 + \frac{1}{2} \tilde{W}_1(k) \left(a_k^\dagger a_k a_{-k} + a_k^\dagger a_{-k} a_0 a_0\right) dk
+ \left(\ell^{-3} a_0^\dagger a_0 - \rho_\mu\right)\tilde{W}_1(0) + \ell^{-3} a_0^\dagger a_0\tilde{W}_1\omega(0)(2\pi)^{-3} \ell^{-3} \int a_k^\dagger a_k dk
+ \tilde{Q}_3,
\] (8.16)
where
\[
\tilde{Q}_3 := \ell^3 (2\pi)^{-6} \int_{(k \in \mathbb{P}_H)} f_L(s)\tilde{W}_1(k)(a_0^\dagger a_{-k} a_{s-k} a_0 + a_0^\dagger a_{s-k} a_0). \tag{8.17}
\]

**Proof.** Notice that (5.2) and (5.3) hold, using (5.1) and Theorem 5.1 Notice also that \(n_0 \leq n \leq 2\rho_\mu \ell^3\).

We start by explicitly calculating the second quantization of the kinetic energy. Here we drop the two positive terms in (4.27) depending on the Neumann Laplace operator \(-\Delta^N\).
Also, using the definition (5.8) of \( n^H_+ \) we easily obtain the last two terms in the first line of (8.10)—for later use this \( n^H_+ \)-term has been split in two by artificially inserting a factor of \( n_0/(\rho \ell^3) \leq 2 \) in one of the resulting terms. Also, part of the \( n_+ \)-term—the ‘gap’ in the kinetic energy—has been dropped in (8.10). It is used to control error terms appearing in the potential terms treated below.

To calculate the potential energy, we apply Lemma 4.8. For the operators \( Q_0^\text{ren} \) and \( Q_1^\text{ren} \) we use the simplifications of Lemma 4.9 before making the explicit calculation of their 2nd quantizations. For \( Q_2^\text{ren} \) we also use the simplifications of Lemma 4.9. The error term in (D.12) is absorbed in the gap in the kinetic energy. This uses that \( R \ll (\rho \mu a)^{-1/2} \), which is (D.10), and the relation \( n \approx \rho \mu \ell^3 \) from (5.2).

Finally, we consider \( Q_3^\text{ren} \) and \( Q_4^\text{ren} \). By Lemma 7.1 and the positivity of \( v \) we have the lower bound (7.2). What remains of \( Q_4^\text{ren} \) will be discarded for a lower bound. The application of (7.2) also costs a bit of the gap in the kinetic energy. We have left to compare \( \tilde{Q}_3^{(1)} \) with \( \tilde{Q}_3 \). But that is the content of Lemma 8.3 below. Notice that using (D.9) the error term from (8.18) can be absorbed in the gap in the kinetic energy. This finishes the proof of Proposition 8.2.

In the above proof we used the following localization of the 3\( Q \)-term.

**Lemma 8.3.** Assume that \( \tilde{\Psi} \) is an \( n \)-particle wavefunction which satisfies (5.1) and (6.2), and that the parameters satisfy Assumption [D.1] and that \( \rho \mu a^3 \) is small enough. Let \( \tilde{Q}_3^{(1)} \) be as defined in Lemma 7.1 and (8.17).

Then,

\[
(\tilde{\Psi}, \tilde{Q}_3^{(1)} \tilde{\Psi}) \geq (\tilde{\Psi}, \tilde{Q}_3 \tilde{\Psi}) - C \left( \frac{K^4(K^\mu)^3 M^L}{\rho \mu \ell^3} \right)^{1/2} \epsilon^{-2} (\tilde{\Psi}, n_+ \tilde{\Psi}).
\]

**Proof.** Notice that (5.2) holds, using (5.1) and Theorem 5.1.

In second quantization we have

\[
\tilde{Q}_3^{(1)} = \epsilon^3(2\pi)^{-6} \int f_L(s) \tilde{W}_1(k)(a_0^\dagger a_{s-k}^\dagger a_k + a_k^\dagger a_{s-k}^\dagger a_0) dk ds,
\]

so we have to estimate the part of the integral where \( k \notin P_H \). Notice that

\[
\epsilon^6 \tilde{\Psi}, \int \frac{\tilde{\Psi}}{|k| \leq K^\mu \ell^{-1}} a_k^\dagger a_{s-k}^\dagger a_{s-k} a_k ds dk \lesssim CM^L (\tilde{\Psi}, n_+ \tilde{\Psi}),
\]

using Lemma 8.1. Therefore, we get for \( \epsilon > 0 \),

\[
(\tilde{\Psi}, \epsilon^3(2\pi)^{-6} \int f_L(s) \tilde{W}_1(k)(a_0^\dagger a_{s-k}^\dagger a_k + a_k^\dagger a_{s-k}^\dagger a_0) \tilde{\Psi}) dk ds
\]

\[
\geq -C ||\tilde{W}_1||_\infty \epsilon^3(2\pi)^{-6} \int f_L(s) \langle \tilde{\Psi}, (\epsilon \tilde{a}_0^\dagger a_0 \tilde{a}_s + \epsilon^{-1} a_k^\dagger a_{s-k}^\dagger a_{s-k} a_k) \tilde{\Psi} \rangle dk ds
\]

\[
\geq -C n \frac{(\tilde{\Psi}, n_+ \tilde{\Psi})}{\epsilon^3} \left( \frac{\epsilon (K^\mu)^3}{n} \right).
\]

From here (8.18) follows upon choosing \( \epsilon = \left( \frac{M^L}{n(K^\mu)^3} \right)^{1/2} \) and the relation \( n \approx \rho \mu \ell^3 \) from (5.2).

It will also be useful to notice the following representation in terms of the operators \( \tilde{a}_k \).
Lemma 8.4. We have the identities

\[
(2\pi)^{-6} e^6 \int \frac{2^4}{\pi^2} \left[ (k' - k) \ell^2 \right] \overline{\hat{a}_{k'}} \right) \sum_{j=1}^{N} Q_j \chi_\Lambda^2(x_j) Q_j,
\]

and

\[
(2\pi)^{-6} e^6 \int \frac{2^4}{\pi^2} \left[ f_L(k) f_L(k') \overline{\hat{a}_{k'}} \right] \sum_{j=1}^{N} Q_L^* \chi_\Lambda^2(x_j) Q_{L,j}.
\]

8.2 \textit{c}-number substitution

It is convenient to apply the technique of \textit{c}-number substitution as described in [2].

Let \( \Psi \in F_s(L^2(\Lambda)) \). We can think of \( L^2(\Lambda) = \text{Ran}(P) \oplus \text{Ran}(Q) \), with \( \text{Ran}(P) \) being, of course, spanned by the constant vector \( \theta \) (defined in (4.11)). This leads to the splitting \( F_s(L^2(\Lambda)) = F_s(\text{Ran}(P)) \otimes F_s(\text{Ran}(Q)) \). We let \( \Omega \) denote the vacuum vector in \( F_s(L^2(\Lambda)) \).

For \( z \in \mathbb{C} \) we define

\[
|z\rangle := \exp \left( -\frac{|z|^2}{2} - za_0^\dagger \right) \Omega.
\]

Given \( z \) and \( \Psi \) we can define

\[
\Phi(z) := \langle z|\Psi \rangle \in F_s(\text{Ran}(Q)),
\]

where the inner product is considered as a partial inner product induced by the representation \( F_s(L^2(\Lambda)) = F_s(\text{Ran}(P)) \otimes F_s(\text{Ran}(Q)) \).

It is a simple calculation that

\[
1 = \int_{\mathbb{C}} |z\rangle \langle z| d^2z, \quad \text{and} \quad a_0|z\rangle = z|z\rangle.
\]

Theorem 8.5. Define

\[
\rho_z := |z|^2 \ell^{-3},
\]

and

\[
\mathcal{K}(z) = \frac{b}{2\ell^2} n_+ + \varepsilon_T \frac{b}{8d^2 \ell^2} n_+^H + \varepsilon_T \frac{b|z|^2}{16d^2 \rho_{\mu} \ell^2} n_+^H + \varepsilon_R (\rho_{\mu} - \rho_z)^2 a\ell^3
\]

\[
+ \frac{1}{2} \rho_z^2 \ell^3 \left( \hat{g}(0) + \hat{g}(0) \right) - \rho_{\mu} \hat{g}(0) \rho_z \ell^3
\]

\[
+ (2\pi)^{-3} \int \left[ (1 - \varepsilon_T) \tau(k) + \rho \hat{W}_1(k) \right] a_k^\dagger a_k + \frac{1}{2} \rho_{\mu} \hat{W}_1(k) k^2 a_k a_{-k} + a_k^\dagger a_{-k}^\dagger \right) dk
\]

\[
+ (\rho_{\mu} - \rho_z) \hat{W}_1(0)(2\pi)^{-3} \ell^3 \int a_k^\dagger a_k dk
\]

\[
+ Q_1(z) + Q_1^c(z) + Q_2^c(z) + Q_3(z),
\]

with

\[
Q_1(z) := \left( \rho_{\mu} - \rho_z \right) \hat{W}_1(0)(2\pi)^{-3} \int \hat{X}(k)a_k^\dagger z \right) dk + \text{h.c.},
\]

\[
Q_1^c(z) := \left( \rho_{\mu} \hat{W}_1(0)(2\pi)^{-3} \int \hat{X}(k)a_k^\dagger z \right) dk + \text{h.c.},
\]

\[
Q_3(z) := \ell^3 (2\pi)^{-6} z \int f_L(s) \hat{W}_1(k) (a_s^\dagger a_{-s}a_k + a_k^\dagger a_{-s}^\dagger a_s),
\]
and
\[
Q_2^x = Q_2^x(z) := (2\pi)^{-3} \rho_z \ell^3 \int \left( \overline{W_1}(k) + \overline{W_1}(0) \right) a_k^\dagger a_k. \tag{8.32}
\]

Assume that \( \tilde{\Psi} \) is an \( n \)-particle wavefunction which satisfies \((5.1)\) and \((6.2)\), and that the parameters satisfy Assumption \([D.1]\) and that \(\rho_\ell a^3\) is small enough.

Then,
\[
\langle \tilde{\Psi}, H_\Lambda^{2nd}(\rho_\ell)\tilde{\Psi} \rangle \geq \inf_{\Phi} \inf_{\Phi} \langle \Phi, K(\rho_\ell)\Phi \rangle - C (K_\ell^{-3} + \varepsilon_R K_\ell^2 K_3^3) K_3^3 \rho_\ell a,
\]
where the second infimum is over all normalized \(\Phi \in \mathcal{F}_n(\text{Ran}(Q))\) with
\[
\Phi = 1_{[0,\mathcal{M}]}(n_+^L)\Phi,
\]
and
\[
\Phi = 1_{[0,n]}(n_+^L)\Phi. \tag{8.35}
\]

Remark 8.6. The last two terms in the first line of \((8.28)\) are new compared to the corresponding definition in \((18)\). The first of these terms is needed in Section 4 as part of the proof that the ground state energy is too large unless \(|z|^2 \approx \rho_\ell \ell^3\). This modification is related to the fact that in this paper, since we consider singular potentials, we can only control the number of excited particles with low momenta through the localization of large matrices. Therefore, an extra effort is needed to control the number of excited particles with high momenta. The second term is needed because we in this paper improve the dependence on the support of the potential. Therefore, we have to include this extra term to control a negative term in \((10.7)\) in Theorem \([10.7]\) that has a bad dependence on the radius \(R\) of the potential.

Proof. Notice that \((5.2)\) and \((5.3)\) hold for \( \tilde{\Psi} \), using \((5.1)\) and Theorem \([5.1]\).

We start by adding and subtracting the term \(\varepsilon_R(\rho_\mu - \frac{n_0}{\ell^3})a\ell^3\tilde{\Psi}\) in \(\mathcal{H}^{2nd}_\Lambda\) and estimating the negative term. We get by \((5.2)\) and \((5.3)\), upon using the simple estimate \(n_+^2 \leq n_\ell^+\),
\[
-\langle \tilde{\Psi}, \varepsilon_R(\rho_\mu - \frac{n_0}{\ell^3})a\ell^3\tilde{\Psi} \rangle \geq -2\varepsilon_R a\ell^{-3} \left\{ (n - \rho_\mu \ell^3) + \langle \tilde{\Psi}, n_+^2 \tilde{\Psi} \rangle \right\}
\]
\[
\geq -4\varepsilon_R a\ell^{-3} K_3^3 K_3^3 (\rho_\mu a^3) \frac{1}{2} \rho_\mu^2
\]
\[
= -4\varepsilon_R K_3^3 K_3^3 \rho_\mu a. \tag{8.36}
\]
So this term can be absorbed in the error term in \((8.33)\).

The corresponding positive term, \(\rho_\mu a R^2(\rho_\mu - \frac{n_0}{\ell^3})a\ell^3\), is written in second quantization as
\[
\rho_\mu a R^2 a\ell^{-3} (\rho_\mu \ell^3 - a_0^\dagger a_0) a_0^+ a_0^+= \rho_\mu a R^2 a\ell^{-3} (a_0 a_0^+ a_0 a_0^+ - (2\rho_\mu \ell^3) a_0 a_0 + (\rho_\mu \ell^3)^2), \tag{8.37}
\]
and added to \(\mathcal{H}_\Lambda^{2nd}\) defined in \((8.10)\) above. We define \(\tilde{K}(z)\) to be the operator \(\mathcal{H}_\Lambda^{2nd} + \varepsilon_R(\rho_\mu - \frac{n_0}{\ell^3})a\ell^3\), but where the following substitutions have been performed:
\[
a_0^+ a_0 a_0 a_0 \rightarrow |z|^4 - 4|z|^2 + 2,
\]
\[
a_0^+ a_0 a_0 \rightarrow |z|^2 z - 2z,
\]
\[
a_0 a_0^+ a_0 \rightarrow |z|^2 \overline{z},
\]
\[
a_0 a_0 \rightarrow z^2,
\]
\[
a_0^+ a_0 \rightarrow \overline{z}^2,
\]
\[
a_0 \rightarrow |z| - 1,
\]
\[
a_0 \rightarrow z,
\]
\[
a_0^+ \rightarrow \overline{z}. \tag{8.38}
\]
Then, we will prove that
\[
\langle \tilde{\Psi}, \left( H_{\Lambda}^{2\text{nd}} + \rho_\mu R^2 (\rho_\mu - \frac{m_0}{\varepsilon^3})^2 a \ell^3 \right) \tilde{\Psi} \rangle = \Re \int \langle \Phi(z), \tilde{K}(z) \Phi(z) \rangle d^2 z
\]
\[
= \Re \int \langle \tilde{\Phi}(z), \tilde{K}(z) \tilde{\Phi}(z) \rangle n^2(z) d^2 z,
\]
where \( n(z) = \| \Phi(z) \| F_n (\text{Ran}(Q)) \) and \( \tilde{\Phi}(z) = \Phi(z)/n(z) \).

To obtain (8.39) we write all polynomials in \( a_0, a_0^\dagger \) in anti-Wick ordering, for example \( a_0^\dagger a_0 = a_0 a_0^\dagger - 1 \). Therefore, using (8.26),
\[
\langle \Psi, a_0^\dagger a_0 \Psi \rangle = \int \langle a_0^\dagger \Psi \rangle \langle z | a_0^\dagger \Psi \rangle - \langle \Psi \rangle \langle z | \Psi \rangle d^2 z = \int \langle \rho(z)^2 - 1 \rangle \langle \Phi(z) | \Phi(z) \rangle d^2 z.
\]
Performing this type of calculation for each term in \( H_{\Lambda}^{2\text{nd}} \) yields (8.39).

If \( \tilde{\Psi} \in \mathcal{F}_n (L^2(\Lambda)) \) satisfies (6.2) then, for all \( z \in \mathbb{C} \),
\[
\tilde{\Phi}(z) = 1_{|0, \mathcal{M}_\ell|}(n^\ell) \tilde{\Phi}(z).
\]
with \( \tilde{\Phi}(z) = \langle z | \tilde{\Psi} \rangle \) as above, since \( n^\ell \) acts in the orthogonal complement to \( P \).

By a similar argument, one obtains (8.36). The next step of the proof is to remove the lower order terms coming from the substitutions in (8.38) above.

Let us first consider the negative term \(-4 |z|^2\) in the substitution of \( a_0^\dagger a_0^\dagger a_0 a_0 \) in \( H_{\Lambda}^{2\text{nd}} \). By undoing the integrations leading to \( \tilde{K}(z) \) for this term, we see that it contributes with
\[
\int \langle \Phi(z), -4 |z|^2 \ell^{-3} (\hat{g}(0) + \hat{g} \omega(0)) \rangle \Phi(z) d^2 z \geq -C \alpha \ell^{-3} \langle \tilde{\Psi}, a_0 a_0^\dagger \tilde{\Psi} \rangle
\]
\[
\geq -C \alpha \ell^{-3} (n + 1),
\]
in agreement with the error term in (8.33) (using that by (5.2) \( n \approx \rho_\mu \ell^3 \gg 1 \)).

An other term of a similar kind comes from the \( a_0^\dagger a_0^\dagger a_0 a_0 \) term in \( \varepsilon R (\rho_\mu - \frac{m_0}{\varepsilon^3})^2 a \ell^3 \). This is easily estimated by \( C \varepsilon R \rho_\mu a \), and can therefore also be absorbed in the error term in (8.33). We notice in passing that the negative \(-1\)-part of the cross term in (8.37) also has this magnitude and can therefore also be absorbed in the error term in (8.33).

We also estimate the term linear in \( z \) coming from the substitution of \( a_0^\dagger a_0 a_0^\dagger a_0 \) in (8.38). This substitution occurs twice, but we will only explicitly treat one of them, namely the term
\[
\Re \int \langle \Phi(z), -2 \ell^{-3} \hat{W}_1(0)/(2\pi)^3 \hat{\chi}_\Lambda(k) a_k^\dagger z dk \Phi(z) \rangle d^2 z
\]
\[
= -2 \ell^{-3} \hat{W}_1(0)/(2\pi)^3 \int \langle \Phi(z), \hat{\chi}_\Lambda(k) (a_k^\dagger z + a_k \ell) dk \Phi(z) \rangle d^2 z
\]
\[
\geq -C \alpha \ell^{-3} \int \langle \Phi(z), \left| \hat{\chi}_\Lambda(k) \right| (a_k^\dagger a_k + |z|^2) dk \Phi(z) \rangle d^2 z.
\]
Notice that \( |\hat{\chi}_\Lambda(k)| = \ell^3 |\hat{\chi}(k\ell)| \) and that \( \hat{\chi} \in L^1(\mathbb{R}^3) \) for \( M \geq 4 \). Notice also that (8.35) holds for each \( \Phi(z) \). Redoing the calculation in (8.42) we therefore find
\[
\Re \int \langle \Phi(z), -2 \ell^{-3} \hat{W}_1(0)/(2\pi)^3 \hat{\chi}_\Lambda(k) a_k^\dagger z dk \Phi(z) \rangle d^2 z \geq -C \alpha \ell^{-3} (n + 1),
\]
in agreement with the error term in (8.33).

The other error terms from the substitutions are estimated in a similar manner and we will leave out the details.

Finally, we need to restrict to non-negative $z$. Suppose $z = |z|e^{i\varphi}$. In the operator we can replace $a_{\pm k}$ by $e^{i\varphi}a_{\pm k}$. In this way all occurrences of $z$ will be replaced by $|z|$. Notice that this substitution will not affect the commutation relations. This finishes the proof. □

9 First energy bounds

In this section we will make a rough estimate on the energy. This rough estimate will be used to eliminate the values of $\rho_z$ that are far away from $\rho_\mu$.

**Lemma 9.1.** Assume that the parameters satisfy Assumption [D.1] and that $\rho_\mu a^3$ is small enough. For any normalized state $\Phi \in \mathcal{F}_s(\text{Ran}(Q))$ satisfying (8.34) and (8.35) we have

$$\langle \Phi, \mathcal{K}(z)\Phi \rangle \geq -\frac{\hat{g}(0)}{2} \rho_\mu^2 \ell^3 + 2 \rho_\mu^2 a^3 \frac{128}{15\sqrt{\pi}} \sqrt{\rho_\mu a^3},$$

(9.1)

with

$$\delta_0 := C \frac{\varepsilon_T^2}{\ell^2 K_{\ell}^2 K_M}(1 + (K_{H}^{''})^{-2} K_{H}^2)$$

$$\delta_1 := \frac{1}{K_M},$$

$$\delta_2 := C \left( \frac{d^4 K_{\ell}^4}{\varepsilon_T^2} + \frac{R a}{\ell^2} \right).$$

(9.2)

Before we give the proof of Lemma 9.1 we will state its main consequence, Proposition 9.2 below.

Notice that by Section [D] our choice of parameters ensures that $\delta_0 + \delta_1 + \delta_2 \ll 1$.

**Proposition 9.2.** Suppose, for some sufficiently large universal constant $C > 0$, we have

$$|\rho_z - \rho_\mu| \geq C \rho_\mu \max \left( \left( \delta_0 + \delta_1 + \delta_2 \right)^{\frac{1}{2}}, (\rho_\mu a^3)^{\frac{1}{2}} \right).$$

(9.3)

and that $\delta_0 + \delta_1 + \delta_2 \leq 1/C$. Then, for any state $\Phi$ satisfying (8.34), we have

$$\langle \Phi, \mathcal{K}(z)\Phi \rangle \geq -\frac{\hat{g}(0)}{2} \rho_\mu^2 \ell^3 + 2 \rho_\mu^2 a^3 \frac{128}{15\sqrt{\pi}} \sqrt{\rho_\mu a^3}.$$ 

(9.4)

**Proof.** By convexity, (9.1) implies the bound

$$\langle \Phi, \mathcal{K}(z)\Phi \rangle \geq -\frac{\hat{g}(0)}{2} \rho_\mu^2 \ell^3 + 2 \rho_\mu^2 a^3 \frac{128}{15\sqrt{\pi}} \sqrt{\rho_\mu a^3}.$$

(9.5)

If (9.3) is satisfied, then the $(\rho_\mu - \rho_z)^2$ term dominates both the error term above and the LHY correction. This finishes the proof of Proposition 9.2. □
First energy bounds

Proof of Lemma 9.1. For the proof of Lemma 9.1 we will drop the positive term $\varepsilon \rho \ell \delta^2 a^3$ from (8.28).

Since, for any $\delta' > 0$, $z a_k^+ + \tilde{a}_k \leq \delta' |z|^2 + (\delta')^{-1} a_k^+ a_k$, we find, using (D.18) and (B.4), both ($\delta'$)

Using (D.18) and (B.4), both $(\delta')^{-1}$ terms can be estimated by $\mathcal{M}^L$. Therefore, we easily get, setting $\delta' = \sqrt{|\mathcal{M}^L|/|z|^2}$ and the definitions in (8.29) and (8.30),

$$
\langle \Phi, (Q_1(z) + Q_1^{\text{ex}}(z)) \Phi \rangle \geq -Ca\sqrt{|\mathcal{M}| |z|^2}(|\rho_z - \rho_\mu| + |\rho_z|),
$$

in agreement with the $\delta_1$ term in (9.11).

Notice that quadratic terms of the form $\ell^3 \int \tilde{W}_1(k) a_k^+ a_k dk$ are easily estimated, using

$$
\pm \langle \Phi, \ell^3 \int \tilde{W}_1(k) a_k^+ a_k dk \Phi \rangle \leq C\langle \mathcal{M} + \langle \Phi, n_+^H \Phi \rangle \rangle.
$$

This allows us to estimate all the quadratic terms in $\mathcal{K}(z)$ except the kinetic energy and the off-diagonal quadratic terms and to absorb the corresponding terms in the error in (9.1) (using in particular that $\mathcal{M}^L \ll \rho_\mu \ell^3$) and in the gap term(s) $n_+^H$ in $\mathcal{K}(z)$. To absorb the $n_+^H$-terms in the corresponding gap terms, recall that (D.5) implies that $\frac{\ell}{\langle K \rangle^2} \gg 1$.

Therefore, to establish (9.11) we only have left to estimate the sum of the kinetic energy, $Q_3(z)$ and the ‘off-diagonal’ quadratic terms. This we will do by first adding and subtracting an $n_+$ term, which is easily estimated as above. We will prove the following 3 inequalities, where $\Phi$ is a state satisfying (8.34) and (8.35), and where $\varepsilon$ is chosen to be

$$
\varepsilon = C_0 \varepsilon^{-2} d^4 \ell^4, \quad (9.9)
$$

with $C_0$ a sufficiently large constant. The condition (D.5) assures that $\varepsilon \ll 1$.

$$
-\left( \Phi, (2\pi)^{-3/2} \rho_z \varepsilon^{-1/2} \int a_k^+ a_k dk \Phi \right) \geq -C\varepsilon^{-1/2} \rho_z a(\mathcal{M}^L + \langle \Phi, n_+^H \Phi \rangle)
$$

$$
\left( \Phi, \left( (2\pi)^{-3/2} \int \varepsilon \tau(k) a_k^+ a_k dk + Q_3(z) \right) \Phi \right) \geq -\varepsilon^{-1}C \rho_z a \rho_\mu \ell^3 \mathcal{M}^L \rho_\mu \ell^3 d^{-6}(1 + (K_H')^{-2}K^2),
$$

and

$$
\frac{1}{2} \rho_z^2 \ell^3 \tilde{g}(0) + (2\pi)^{-3} \ell^3 \int \left( \tilde{A}_1(k) a_k^+ a_k + \frac{1}{2} \tilde{S}_1(k) \left( a_k^+ a_{-k} + a_k a_{-k} \right) \right) dk \geq -C\ell^3 \rho_z^2 a \left( \varepsilon + \frac{R \ell}{\ell^2} \right) - C\rho_\mu^2 \ell^3 \sqrt{\rho_\mu a^3}, \quad (9.12)
$$
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where we have introduced
\[ \tilde{A}_1(k) := (1 - \varepsilon - \varepsilon N)\tau(k) + \rho_2\varepsilon^{-1/2}a, \quad B_1(k) := \rho_2\hat{W}_1(k). \quad (9.13) \]

Notice that (9.10) is easy given the discussion above. The choice of \( \varepsilon \) in (9.9) is dictated by the necessity of absorbing the \( n_H^{-1} \) term in (9.10) in the corresponding gap in \( K(z) \).

We proceed to prove (9.12). Using (D.22), (D.5), (D.7) and (D.10), we find
\[ \varepsilon_N \ll d^4K_1^2\varepsilon^{-2}. \quad (9.14) \]

Notice that (9.14) implies that for a lower bound we may replace \( \tilde{A}_1(k) \) by the smaller
\[ \mathcal{A}_1(k) := (1 - 2\varepsilon) \left( |k| - \frac{1}{2}(ds\ell)^{-1} \right)^2 + \rho_2\varepsilon^{-1/2}a. \quad (9.15) \]

We rewrite in a symmetrized form
\[ (2\pi)^{-3}\ell^3 \int \left( \mathcal{A}_1(k)a_k^\dagger a_k + \frac{1}{2}B_1(k)a_k^\dagger a_{-k} + \frac{1}{2}B_1(k)a_k a_{-k} \right) dk \]
\[ \quad = \frac{1}{2}(2\pi)^{-3}\ell^3 \int \left( \mathcal{A}_1(k)a_k^\dagger a_k + \mathcal{A}_1(k)a_{-k}^\dagger a_{-k} + B_1(k)a_k a_{-k} \right) dk. \]
\[ \geq \frac{1}{2}(2\pi)^{-3}\ell^3 \int \left( \mathcal{A}_1(k) - \sqrt{\mathcal{A}_1(k)^2 - |B_1(k)|^2} \right) dk, \quad (9.17) \]

where we used Lemma (A.5) and (8.6).

At this point we use Lemma (A.1) with \( \kappa_A = (1 - 2\varepsilon) \), \( K_1 = \frac{1}{2}\rho_2\varepsilon^{-1/2} \), \( K_2 = 2\rho_2 \) (using (4.20) and \( R \ll \ell \)), and \( P_1 = (ds\ell)^{-1} \). Therefore, for \( \varepsilon \) sufficiently small, the assumptions of Lemma (A.1) are satisfied and we get
\[ (2\pi)^{-3}\ell^3 \int \left( \mathcal{A}_1(k) - \sqrt{\mathcal{A}_1(k)^2 - |B_1(k)|^2} \right) dk \]
\[ \leq \frac{1}{1 - 2\varepsilon}\rho_2^2(2\pi)^{-3}\int \frac{\hat{W}_1(k)^2}{2k^2} + C(a(ds\ell)^{-1} + \varepsilon)\rho_2^2\int \frac{\hat{W}_1(k)^2}{2k^2} + C\varepsilon^{1/2}\rho_2a(ds\ell)^{-3} \]
\[ + C(\rho_2a)^2(ds\ell)^{-1}\log(ds\ell/a). \quad (9.18) \]

Using now (4.22) we therefore find
\[ (2\pi)^{-3}\ell^3 \int \left( \mathcal{A}_1(k) - \sqrt{\mathcal{A}_1(k)^2 - |B_1(k)|^2} \right) dk \]
\[ \leq \rho_2^2\tilde{a}(0) + C\rho_2^2a \left( \varepsilon + \frac{Ra}{\ell^2} + a(ds\ell)^{-1}(1 + \log(ds\ell/a)) \right) + a(ds\ell)^{-6}. \quad (9.19) \]

Combining (D.3), (D.7) and (D.10) with the choice (9.9) and the fact that \( s \ll 1 \), we get that
\[ \varepsilon \gg \frac{\rho_2^2}{2(ds\ell)(1 + \log(ds\ell/a))}. \]
Also, combining (D.7) and (D.10) with the fact that \( K_\ell \gg 1 \), we get that
\[ a(ds\ell)^{-6} \ll \rho_2^2a\sqrt{\rho_2a}. \]
Therefore, (9.12) follows upon combing (9.19) with (9.10).

To prove (9.11) we use a similar approach. Notice that by definition (8.31), \( Q_3(z) \) only lives in the high momentum region \( P_H \). For these momenta we have \( \tau(k) \geq \frac{1}{2}k^2 \). Therefore, dropping a part of the kinetic energy, it suffices to bound
\[ \ell^3(2\pi)^{-3}\int_{\{k \in P_H\}} \left( \frac{\varepsilon}{2}k^2a_k^\dagger a_k + (2\pi)^{-3}\int f_L(s)\hat{W}_1(k)(\bar{\sigma}a_{s-k}^\dagger a_{s-k} + a_k^\dagger a_{s-k}^\dagger \bar{a}_s)ds \right) dk. \quad (9.20) \]
We estimate, with \( \tilde{b}_k := a_k + 2(2\pi)^{-3} \int f_L(s) \frac{\overline{W}_1(k)}{\epsilon k^2} a_{s-k}^\dagger \tilde{a}_s ds \),

\[
\ell^3 (2\pi)^{-3} \int_{\{k \in P_H\}} \left( \frac{\epsilon}{2} k^2 a_k^\dagger a_k + (2\pi)^{-3} \int f_L(s) \frac{\overline{W}_1(k)}{\epsilon k^2} (z a_{s-k}^\dagger a_k + a_k^\dagger a_{s-k} \tilde{a}_s) ds \right) dk \\
= \ell^3 (2\pi)^{-3} \int_{\{k \in P_H\}} \left( \frac{\epsilon}{2} k^2 b_k - 4(2\pi)^{-6} \int f_L(s) f_L(s') \frac{\overline{W}_1(k)^2}{\epsilon k^2} |z|^2 a_{s-k}^\dagger a_{s-k}^\dagger \tilde{a}_s \right) dk \\
\geq -4\epsilon^{-1} \ell^3 (2\pi)^{-9} \int_{\{k \in P_H\}} \frac{\overline{W}_1(k)^2}{k^2} |z|^2 \int f_L(s) f_L(s') a_{s-k}^\dagger a_{s-k}^\dagger \tilde{a}_s dsdk \\
\geq \frac{\ell^3}{42} \int f_L(s) a_{s-k}^\dagger a_{s-k}^\dagger \tilde{a}_s dsdk \Phi
\leq C M^L \rho_\mu \ell^3.
\]

Therefore, it follows that

\[
\langle \Phi, \ell^6 \int f_L(s) a_{s-k}^\dagger a_{s-k}^\dagger \tilde{a}_s dsdk \rangle \leq C M^L \rho_\mu \ell^3.
\]

On the term without a commutator, we estimate \( a_{s-k}^\dagger a_{s-k}^\dagger \tilde{a}_s \) by Cauchy-Schwarz and (since \( k \in P_H = \{|k| \geq K''_H\ell^{-1}\} \)), \( \frac{\overline{W}_1(k)^2}{k^2} \leq C (K''_H)^{-2} a^2 \ell^2 \). For a \( \Phi \) satisfying (8.34) and (8.35) we find, using (8.8) and the support of \( f_L \) as defined in (6.6),

\[
\langle \Phi, \ell^6 \int f_L(s) a_{s-k}^\dagger a_{s-k}^\dagger \tilde{a}_s dsdk \rangle \leq C M^L \rho_\mu \ell^3.
\]

Therefore, it follows that

\[
\langle \Phi, \ell^6 \int_{\{k \in P_H\}} \frac{\overline{W}_1(k)^2}{k^2} |z|^2 \int f_L(s) f_L(s') a_{s-k}^\dagger a_{s-k}^\dagger \tilde{a}_s \Phi \rangle \\
\leq C \rho_\mu \int_{\{|s| \leq 2a^2 k^{-1}\}} ds (K''_H)^{-2} a^2 \ell^2 M^L \rho_\mu \ell^3 \\
\leq C a \rho_\mu \ell^3 d^{-6} (K''_H)^{-2} (a/\ell) M^L.
\]

For the commutator term, we estimate (using (8.5) and the Cauchy-Schwarz inequality)

\[
\tilde{a}_s^\dagger [a_{s-k}^\dagger a_{s-k}^\dagger] \tilde{a}_s + h.c. \leq 2 \tilde{a}_s^\dagger \tilde{a}_s + 2 \tilde{a}_s^\dagger \tilde{a}_s
\]

and \( \int \frac{\overline{W}_1(k)^2}{k^2} \leq C a \). This leads to (for a \( \Phi \) satisfying (8.34),

\[
\langle \Phi, \ell^6 \int_{\{k \in P_H\}} \frac{\overline{W}_1(k)^2}{k^2} |z|^2 \int f_L(s) f_L(s') a_{s-k}^\dagger [a_{s-k}^\dagger a_{s-k}^\dagger] \tilde{a}_s \Phi \rangle \\
\leq C M^L a |s|^2 \int_{\{|s| \leq 2a^2 k^{-1}\}} ds \\
\leq C a \rho_\mu M^L d^{-6}.
\]

Combining the estimates (9.21), (9.23) and (9.24) proves (9.11).

We will add the estimates of (9.10), (9.11) and (9.12) with \( \varepsilon \) from (9.9). Notice that, by choosing \( C_0 \) sufficiently large, the \( n_+^H \) term in (9.10) can be absorbed in the \( n_+^H \)-gap in \( K(z) \).

Notice that since \( \varepsilon^{-1/2} \leq \varepsilon^{-1} \) the \( M^L \) contribution from (9.10) will be smaller than the corresponding term in (9.11). Clearly, with this choice of \( \varepsilon \), the term in (9.11) is controlled by the \( \delta_0 \)-term in (9.11). Similarly, inserting the choice of \( \varepsilon \) in (9.12) we get the \( \delta_0 \) term as well as the final term in (9.11).

This finishes the proof of (9.1).
10 More precise energy estimates

From Proposition 9.2 above, we see that the energy is too high unless \( \rho_z \approx \rho_\mu \). In this section we will give precise energy bounds in the complementary regime. We will always assume that

\[
|\rho_z - \rho_\mu| \leq \rho_\mu C \max \left( (\delta_0 + \delta_1 + \delta_2)^{\frac{1}{2}}, (\rho_\mu a^3)^{\frac{1}{2}} \right),
\]

with the notation from Proposition 9.2.

We will need the condition that

\[
K_\xi^2 \max \left( (\delta_0 + \delta_1 + \delta_2)^{\frac{1}{2}}, (\rho_\mu a^3)^{\frac{1}{2}} \right) \leq C^{-1},
\]

for some sufficiently large universal constant. This condition is satisfied by (D.16), (D.5), (D.23) and (D.9).

Notice, using (10.1) and (10.2), that

\[
\rho_\mu \text{ with the notation from Proposition 9.2.}
\]

We define the quadratic Bogoliubov Hamiltonian as follows,

\[
K^{\text{Bog}} = \frac{1}{2} (2\pi)^{-3} \int \left( A(k)(a_k^\dagger a_k + a_{-k}^\dagger a_{-k}) + B(k)(a_k^\dagger a_{-k} + a_{-k} a_k) \right. \\
\left. + C(k)(a_k^\dagger a_k + a_{-k} + a_k + a_{-k}) \right) dk,
\]

with

\[
A(k) := (1 - \varepsilon_N) \tau(k) + \rho_\mu \hat{W}_1(k), \quad B(k) := \rho_\mu \hat{W}_1(k), \quad C(k) := \eps^{-3}(\rho_z - \rho_\mu) \hat{W}_1(0) \chi(z) + (10.3)
\]

With this notation, we can rewrite/estimate \( K(z) \) from (8.32) as follows,

\[
K(z) = K^{\text{Bog}} + \frac{1}{2} \rho_z^2 \varepsilon^3 \left( \hat{g}(0) + \hat{g}(0) \right) - \rho_\mu \hat{g}(0) \rho_z \varepsilon^3 + \varepsilon R(\rho_\mu - \rho_z)^2 a \varepsilon^3 \\
+ \frac{b}{2 \ell^2} n_{\mu} + \varepsilon T \frac{\beta^2}{8 \ell^2} n_{\mu}^H + \varepsilon T \frac{\beta}{16 d^2 \rho_\mu \ell^3} n_{\mu}^H + (\rho_z - \rho_\mu) \hat{W}_1(0) (2\pi)^{-3} \varepsilon^3 \int a_k^\dagger a_k dk \\
+ Q_1^{\text{ext}}(z) + Q_2^{\text{ext}}(z) + Q_3(z) \\
\geq \frac{1}{2} \rho_\mu^2 \varepsilon^3 \hat{g}(0) + \frac{1}{2} \rho_\mu^2 \varepsilon^3 \hat{g}(0) + \frac{1}{2} (\rho_z - \rho_\mu)^2 \varepsilon^3 \hat{g}(0) + \varepsilon R(\rho_\mu - \rho_z)^2 a \varepsilon^3 + K^{\text{Bog}} \\
+ \frac{b}{4 \ell^2} n_{\mu} + \varepsilon T \frac{\beta}{8 \ell^2} n_{\mu}^H + Q_1^{\text{ext}}(z) + Q_2^{\text{ext}}(z) + Q_3(z).
\]

with the notations \( Q_1^{\text{ext}}(z) \), \( Q_2^{\text{ext}}(z) \), and \( Q_3(z) \) from (8.31), (8.31), and (8.32), and where we used (10.2) to absorb the quadratic operator \((\rho_z - \rho_\mu) \hat{W}_1(0) (2\pi)^{-3} \varepsilon^3 \int a_k^\dagger a_k dk \) in the gap.

10.1 The Bogoliubov Hamiltonian

Theorem 10.1 (Analysis of Bogoliubov Hamiltonian). Assume that \( \Phi \) satisfies (8.34) and (8.35), that \( \frac{9}{10} \mu \leq \rho_z \leq \frac{11}{10} \mu \) as well as Assumption (D.7) and that \( \rho_\mu a^3 \) is sufficiently small.
Then,
\[
\frac{1}{2} \rho_2^2 \ell^3 \tilde{g}(0) + \frac{1}{2} (\rho_2 - \rho_1)^2 \ell^3 \tilde{g}(0) + (\Phi, K_{B06}^B \Phi)
\geq (2\pi)^{-3} \ell^3 (\Phi, \int D_k b_k^\dagger b_k^\tau dk \Phi) + 4\pi \frac{128}{10^\pi} \rho_2^2 a \sqrt{\rho_2 a \ell^3} - C(\rho_2 - \rho_1)^2 a \ell^3 \rho_1 a R^2
- C \rho_2^2 a \ell^3 \left( \frac{R a}{\ell^2} + \varepsilon_N + \varepsilon(\rho_1) \sqrt{\rho_2 a \ell^3} + \sqrt{\rho_1 a \ell^3} (K''_H)^{1-M} \right).
\tag{10.7}
\]

Here
\[
\varepsilon(\rho_1) = (\rho_1 a) \frac{1}{2} \sqrt{R} + \varepsilon_T + (K' s)^{-1} \left( 1 + \log(d^{-1}) + \log\left( \frac{K_t ds}{(\rho_1 a \ell^3)^{1/2}} \right) \right)
+ \varepsilon_T (K' s)^{-1} \left( 1 + \log\left( \frac{K_t ds}{(\rho_1 a \ell^3)^{1/2}} \right) \right).
\tag{10.8}
\]

Also, with \( A, B \) as defined in \( [10.5] \),
\[
D_k := \frac{1}{2} (A(k) + \sqrt{A(k)^2 - B(k)^2}),
\tag{10.9}
\]
and
\[
b_k := a_k + \alpha_k a_{-k}^\dagger + c_k,
\tag{10.10}
\]
with
\[
\alpha_k := B(k)^{-1} \left( A(k) - \sqrt{A(k)^2 - B(k)^2} \right),
\tag{10.11}
\]
and
\[
c_k := \begin{cases} 2(C(k)) & |k| \leq \frac{1}{2} K''_H \ell^{-1}, \\ 0 & |k| > \frac{1}{2} K''_H \ell^{-1}. \end{cases}
\tag{10.12}
\]

**Remark 10.2.** We notice that following commutation relations (using the ones for the \( a_k \)’s \([8.5]\) and that \( \hat{\chi} \) is even and real).
\[
[b_k, b_{k'}] = (\alpha_k - \alpha_{k'}) \left( \hat{\chi}^2((k + k')\ell) - \hat{\chi}(k\ell) \hat{\chi}(k'\ell) \right).
\tag{10.13}
\]

Also,
\[
[b_k, b_{k'}^\dagger] = (1 - \alpha_k \alpha_{k'}) \left( \chi^2((k - k')\ell) - \hat{\chi}(k\ell) \hat{\chi}(k'\ell) \right).
\tag{10.14}
\]

We also have
\[
[\tilde{a}_k^\dagger, b_{-k}^\dagger] = \alpha_{-k} b_k^\dagger a_{-k} = \alpha_{-k} \ell^{-3} (e^{isx}, Q \chi \Lambda e^{ikx}),
\tag{10.15}
\]
and
\[
[\tilde{a}_s, b_{-k}^\dagger] = [\tilde{a}_s, a_{-k}^\dagger] = \ell^{-3} (e^{isx}, Q \chi \Lambda e^{-ikx}) = \hat{\chi}((s + k)\ell) - \hat{\theta}(s\ell) \hat{\chi}(k\ell).
\tag{10.16}
\]
Proof of Theorem 10.1. To simplify later calculations we start by removing the linear terms, i.e. $C(k)$, for $|k| > M$ from $K_H''$, so we aim to prove
\[
\langle \Phi, \frac{1}{2} (2\pi)^{-3} \ell^3 \int_{|k| > M} C(k) (a_k^+ + a_{-k}^+ + a_k + a_{-k}) \rangle dk \Phi \geq -C \rho_\mu^2 a_\ell^3 \sqrt{\rho_\mu C H''} 4^{-M}.
\]  
(10.17)

Since $a_k + a_k^+ \leq a_k^+ a_k + 1$, we find
\[
\frac{1}{2} (2\pi)^{-3} \ell^3 \int_{|k| > M} C(k) (a_k^+ + a_{-k}^+ + a_k + a_{-k}) dk
\geq - (2\pi)^{-3} |\rho_z - \rho_\mu| |\tilde{W}_1(0)| |\chi_{\Lambda}(k)| (a_k^+ a_k + 1) dk
\geq -C |\rho_z - \rho_\mu| |\tilde{W}_1(0)| |n_+ + 1| \varepsilon(\chi),
\]  
(10.18)

where
\[
\varepsilon(\chi) := \ell^{-3} \sup_{|k| > M} (1 + (k\ell)^2)^2 |\chi_{\Lambda}(k)| \leq C (K_H'')^4 M.
\]  
(10.19)

where we used Lemma 8.4.1 to get the last estimate. Estimating $n_+$ using (8.35) and using the assumed control of $|z|$, we get (10.17).

By the estimate above, it suffices to consider
\[
\tilde{K}_H := \frac{1}{2} (2\pi)^{-3} \ell^3 \int \left( A(k) (a_k^+ a_k + a_{-k}^+ a_{-k}) + B(k) (a_k^+ a_{-k}^+ + a_k a_{-k})
\right.
\]  
\[
+ \tilde{C}(k) (a_k^+ + a_{-k}^+ + a_k + a_{-k}) \right) dk,
\]  
(10.20)

with $A, B$ from (10.4) and
\[
\tilde{C}(k) := \begin{cases} 0, & |k| \geq M, \\
(\ell^{-3} |\rho_z - \rho_\mu| |\tilde{W}_1(0)||\chi_{\Lambda}(k)|, & |k| < M. \end{cases}
\]  
(10.21)

With the notation from Theorem 10.1 and using Theorem A.1 combined with (8.6) we find
\[
\tilde{K}_H \geq (2\pi)^{-3} \ell^3 \int D b_k^1 b_k dk
\]  
\[
- \frac{1}{2} (2\pi)^{-3} \ell^3 \int \left( A(k) - \sqrt{A(k)^2 - B(k)^2} \right) dk
\]  
\[
- (\rho_z - \rho_\mu)^2 |\tilde{W}_1(0)|^2 |2(2\pi)^{-3} \ell^3 \int_{|k| \leq M} |\chi_{\Lambda}(k)|^2 / \sqrt{A(k) + B(k)}.
\]  
(10.22)

The calculation of the integral $\int A(k) - \sqrt{A(k)^2 - B(k)^2} dk$ is carried out in Lemma C.2. The result is that
\[
- \frac{1}{2} (2\pi)^{-3} \ell^3 \int \left( A(k) - \sqrt{A(k)^2 - B(k)^2} \right) dk + \frac{g(0)}{2} \rho_z^2 \ell^3
\geq 4\pi \frac{128}{19\sqrt{\pi}} a^2 b_\ell^3 - C \varepsilon(\rho_\mu) \rho_\mu^2 a \sqrt{\rho_\mu a^3 \ell^3} - C \rho_\mu^2 \ell^3 \rho_\mu a - C \varepsilon N a^2 \ell^3,
\]  
(10.23)
with $\varepsilon(\rho_\mu)$ defined in (10.8).

It is elementary, using that $W_1$ is even, that
\[ |\tilde{W}_1(k) - \tilde{W}_1(0)| \leq C\rho(kR)^2. \quad (10.24) \]

So for $|k| \leq C\sqrt{\rho_\mu a}$, we find that $A(k) + B(k) \geq 2\rho_z\tilde{W}_1(0)(1 - C(\rho_\mu a^3)\frac{R^2}{a^2})$ (for sufficiently small values of $\rho_\mu a^3$) using (10.16) and (10.20). This lower bound extends to all $k$, since the kinetic energy is dominating unless $|k| \leq C\sqrt{\rho_\mu a}$. Therefore, we find that the last term in (10.22) becomes controlled as
\[ (\rho_z - \rho_\mu)^2\tilde{W}_1(0)\ell^2(2\pi)^{-3}\int_{\{|k| \leq \frac{1}{2} K_H^\prime \ell^{-1}\}} \frac{|\tilde{\chi}_A(k)|^2}{A(k) + B(k)} \leq (\rho_z - \rho_\mu)^2\tilde{W}_1(0)\ell^3 \left( 1 + C(\rho_\mu a^3)\frac{R^2}{a^2}\right) \leq (\rho_z - \rho_\mu)^2\tilde{W}_1(0)\ell^3 \left( 1 + C(\rho_\mu a^3)\frac{R^2}{a^2}\right), \quad (10.25) \]

where we used (4.20) and that $\ell^{-2} \ll \rho_\mu a$ to get the last estimate.

Combining this estimate with (10.17) and (10.23) finishes the proof of Theorem 10.1.

\subsection{The control of $Q_3(z)$}

Recall the notations $Q_1^x(z)$, $Q_2^x(z)$, and $Q_3(z)$ from (8.30), (8.31), and (8.32). The quadratic Hamiltonian $(2\pi)^{-3}\ell^3\int D_k b_k^\dagger b_k dk$ from (10.17) turns out to control the $3Q$-term $Q_3(z)$ from (8.31). This we summarize as follows

\begin{theorem}
Assume that $\Phi$ satisfies (8.34) and (8.35). Assume furthermore that (10.1) and Assumption D.1 are satisfied and that $\rho_\mu a^3$ is sufficiently small. Then,
\[ \langle \Phi \left( (2\pi)^{-3}\ell^3\int_{\{|k| \geq \frac{1}{2} K_H^\prime \ell^{-1}\}} D_k b_k^\dagger b_k dk + Q_3(z) + Q_2^x + Q_1^x(z) + \frac{b}{50\ell^2 n_+ + \varepsilon_T d^2 n_+^2} \right) \rangle \]
\[ \geq -C\rho_\mu^2 a^3 \left[ \frac{(K_H^\prime)^2}{K_M} K_\ell^1 (\rho_\mu a^3)^{\frac{1}{2}} + c_\ell^{-\frac{1}{2}} d^{2M} + (K_H^\prime)^{-4M-4} K_\ell d^{-12}(\rho_\mu a^3)^{\frac{1}{2}} \right. \]
\[ + \left. (\rho_\mu a^3)(K_H^\prime)^{-6} K_\ell^8 d^{-6} \right]. \]
\end{theorem}

\textbf{Proof of Theorem 10.3} Notice that (with the notation from (10.5))
\[ |B(k)/A(k)| \leq C\rho_z a |k|^{-2} \leq CK_\ell^2 (K_H^\prime)^{-2}, \quad \forall |k| \geq \frac{1}{2} K_H^\prime \ell^{-1}. \quad (10.27) \]

In particular, $|B(k)/A(k)| \leq \frac{1}{2}$, for $\rho_\mu$ sufficiently small and $|k| \geq \frac{1}{2} K_H^\prime \ell^{-1}$.

This implies, by expansion of the square root that for all $|k| \geq \frac{1}{2} K_H^\prime \ell^{-1}$,
\[ |\alpha_k| = |B(k)|^{-1} \left( A(k) - \sqrt{A(k)^2 - B(k)^2} \right) \leq C\rho_z a |k|^{-2} \leq CK_\ell^2 (K_H^\prime)^{-2}. \quad (10.28) \]

In particular, (10.27) and (10.28) are valid for $k = k' - s$, when $s \in \mathcal{P}_{\text{low}}$ and $k' \in \mathcal{P}_{\text{high}}$.

Similarly, we get for $D_k$ defined in (10.9) and for all $|k| \geq \frac{1}{2} K_H^\prime \ell^{-1}$,
\[ D_k \geq \frac{1}{2} k^2 \geq \frac{1}{8}(K_H^\prime)^2 \ell^{-2}. \quad (10.29) \]
For later convenience, we reformulate the first-order operator in (10.26) in terms of the $\tilde{a}_s$. We get
\[
Q_3^{\text{ex}}(z) = \rho z \hat{W}_1(0)(2\pi)^{-3} \int \hat{\chi}_\Lambda(s)(a^\dagger_s + a_s) \, ds
\]
\[
= \rho z \hat{W}_1(0)(2\pi)^{-3} \int \hat{\chi}_\Lambda^2(s)(\tilde{a}^\dagger_s + \tilde{a}_s) \, ds
\]
\[
= \rho z \hat{W}_1(0)(2\pi)^{-3} \ell^3 \int \hat{\chi}_\Lambda^2(s)(\tilde{a}^\dagger_s + \tilde{a}_s) \, ds. \tag{10.30}
\]

We start by rewriting $Q_3(z)$ in terms of the $b_k$’s defined in (10.10). Notice that $c_k, c_{s-k} = 0$ if $k \in P_{\text{high}}$ and $s \in P_{\text{low}}$. We find the basic relation (we will freely use that all involved functions are symmetric, e.g. $\alpha_k = \alpha_{-k}$)
\[
a_{s-k} = \frac{1}{1 - \alpha_k^2} \left( b_{s-k} - \alpha_{s-k} b^\dagger_{s-k} \right), \quad a_k = \frac{1}{1 - \alpha_k^2} \left( b_k - \alpha_k b^\dagger_k \right). \tag{10.31}
\]

Therefore,
\[
a_{s-k} a_k \tag{10.32}
\]
\[
= \frac{1}{1 - \alpha_k^2} \frac{1}{1 - \alpha_{s-k}^2} \left( b_{s-k} b_k - \alpha_k b^\dagger_{s-k} b_{s-k} - \alpha_{s-k} b^\dagger_{s-k} b_k + \alpha_k a_{s-k} b^\dagger_{s-k} b^\dagger_{s-k} - \alpha_k \left( b_{s-k}, b^\dagger_{s-k} \right) \right).
\]

We will decompose $Q_3(z)$ according to the different terms in (10.32), i.e.
\[
Q_3(z) = Q_3^{(1)}(z) + Q_3^{(2)}(z) + Q_3^{(3)}(z) + Q_3^{(4)}(z), \tag{10.33}
\]
where
\[
Q_3^{(1)}(z) := z \ell^3 (2\pi)^{-6} \int \left\{ k \in P_{\text{high}} \right\} \frac{f_L(s)\hat{W}_1(k)}{1 - \alpha_k^2(1 - \alpha_{s-k}^2)} \left( \tilde{a}_s^\dagger b_{s-k} b_k + \alpha_k \alpha_{s-k} \tilde{a}_s b^\dagger_{s-k} b^\dagger_{s-k} + \text{h.c.} \right),
\]
\[
Q_3^{(2)}(z) := -z \ell^3 (2\pi)^{-6} \int \left\{ k \in P_{\text{high}} \right\} \frac{f_L(s)\hat{W}_1(k)\alpha_k}{1 - \alpha_k^2(1 - \alpha_{s-k}^2)} \left( \tilde{a}_s^\dagger b_{s-k} b_k + b^\dagger_{s-k} b_{s-k} \tilde{a}_s \right),
\]
\[
Q_3^{(3)}(z) := -z \ell^3 (2\pi)^{-6} \int \left\{ k \in P_{\text{high}} \right\} \frac{f_L(s)\hat{W}_1(k)\alpha_{s-k}}{1 - \alpha_k^2(1 - \alpha_{s-k}^2)} \left( \tilde{a}_s^\dagger b^\dagger_{s-k} b_k + b^\dagger_{s-k} b_{s-k} \tilde{a}_s \right),
\]
and
\[
Q_3^{(4)}(z) := (2\pi)^{-6} z \ell^3 \int \left\{ k \in P_{\text{high}} \right\} f_L(s)\hat{W}_1(k) \frac{-\alpha_k}{1 - \alpha_k^2(1 - \alpha_{s-k}^2)} \left[ b_{s-k}, b^\dagger_{s-k} \right] (\tilde{a}_s^\dagger + \tilde{a}_s). \tag{10.34}
\]

The different $Q_3^{(j)}(z)$’s will be estimated individually. The result of this is summarized in Lemma 10.3. Theorem 10.3 follows by adding the estimates of Lemma 10.3. We have used (10.12) and the definition (10.25) to simplify the total remainder. This finishes the proof. $\blacksquare$
Lemma 10.4. Assume that $\Phi$ satisfies (8.34) and (8.35). Assume furthermore that (10.1) and Assumption D.1 are satisfied and $\rho_{\mu}a^3$ is sufficiently small. Then,

$$
\left< \Phi, \left( Q_3^{(1)}(z) + \left( 1 - \frac{K_H''}{K_H''} \right)^4 \right) \right> (2\pi)^{-3} \beta^3 \int_{|k| \geq \frac{1}{2} K_H''} \mathcal{D} \beta_k^k \beta^k dk + \mathcal{O}^{(2)} + \frac{b}{100} \left( \frac{1}{\ell} \right)^{n_+} + \frac{\varepsilon_T}{(d^{2n_+})} \right> \Phi \right> (10.35)
$$

$$
\geq -C \rho_{\mu}^2 a^3 (\rho_{\mu}a^3)^{\frac{3}{2}} \left\{ (K_H'')^{-6} K_H' d^{-6} + (K_H'')^{-2M-3} d^{-12} \right\} + d^{-12} K_H'' - 2M-4 \right),
$$

$$
\left< \Phi, \left( Q_3^{(2)}(z) + Q_3^{(3)}(z) + \left( \frac{K_H''}{K_H' \beta^3} \right)^4 (2\pi)^{-3} \beta^3 \int_{|k| \geq \frac{1}{2} K_H''} \mathcal{D} \beta_k^k \beta^k dk \right> \right> \Phi \right> \geq -C \rho_{\mu}^2 a^3 (K_H'')^{-2M-4} K_H' d^{-12} (\rho_{\mu}a^3)^{\frac{3}{2}},
$$

and

$$
\left< \Phi, \left( Q_3^{(4)}(z) + \rho_{\mu} z W_1(0)(2\pi)^{-3} \int \frac{\chi^2}{\lambda}(s) (\bar{a}'_s + \bar{a}_s) ds + \frac{1}{100} \frac{b}{\ell^2} n_+ \right) \right> \Phi \right> \geq -C \rho_{\mu}^2 a^3 \sqrt{\frac{M_L}{|z|^2}} \left( K_H'' \frac{a}{\ell} + d^{2M} \right).
$$

Proof of Lemma 10.4. The proofs of (10.35), (10.36) and (10.37) are each rather lengthy and will be carried out individually.

Proof of (10.37). Notice, using Lemma B.1 applied to $\chi^2$ that

$$
\sup_{|k| \geq \frac{1}{2} \ell^{-1}} \frac{\chi^2}{\lambda}(k) \leq C_0 \beta^3 d^{4M}.
$$

Therefore, by Cauchy-Schwarz weighted with $\sqrt{M_L}$, we get for any state $\Phi$ satisfying (8.34) and (8.35) and using D.18 as well as Lemma 5.1

$$
\left< \Phi, \int \frac{\chi^2}{\lambda}(s) (\bar{a}'_s + \bar{a}_s) ds \right> \Phi \right> \leq C \sqrt{M_L} + \frac{1}{\sqrt{M_L}} \left< \Phi, \left( \int_{k \in P_{\text{high}}} \left| \frac{\chi^2}{\lambda}(s) \right| \bar{a}'_s \bar{a}_s ds + \int_{k \notin P_{\text{high}}} \left| \frac{\chi^2}{\lambda}(s) \right| \bar{a}'_s \bar{a}_s ds \right) \Phi \right> \leq C \sqrt{M_L},
$$

and similarly,

$$
\left< \Phi, \int \frac{\chi^2}{\lambda}(s) (1 - f_L(s)) (\bar{a}'_s + \bar{a}_s) ds \right> \Phi \right> \leq C d^{2M} \sqrt{\rho_{\mu} \beta^3}.
$$

Therefore, using Lemma 10.6 below to estimate the $k$-integral, we find

$$
\left< \Phi, \left( z \rho_{\mu} W_1(0)(2\pi)^{-3} \int \frac{\chi^2}{\lambda}(s) (\bar{a}'_s + \bar{a}_s) ds \right) \Phi \right> \leq C \rho_{\mu}^2 a^3 \left( K_H'' \frac{a}{\ell} \sqrt{\frac{M_L}{|z|^2}} + d^{2M} \right).
$$
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The estimate is in agreement with the error term in (10.37).

What remains in order to prove (10.37) is to estimate a difference of two integrals over the same domain. Writing out the commutator using (10.14) we have to estimate

\[ z(2\pi)^{-6} \ell^3 \int_{k \in P_{\text{high}}} \tilde{W}_1(k) \alpha_k \tilde{\chi}^2(s\ell)f_L(s) \left( 1 - \frac{1 - \alpha_{s-k}\alpha_{-k}}{(1 - \alpha_k^2)(1 - \alpha_{s-k}^2)} \right) (\tilde{a}_s^\dagger + \tilde{a}_s), \tag{10.42} \]

and

\[ z(2\pi)^{-6} \ell^3 \int_{k \in P_{\text{high}}} \tilde{W}_1(k) \alpha_k f_L(s) \frac{1 - \alpha_{s-k}\alpha_{-k}}{(1 - \alpha_k^2)(1 - \alpha_{s-k}^2)} \tilde{\chi}(k\ell)\tilde{\chi}((k-s)\ell) (\tilde{a}_s^\dagger + \tilde{a}_s). \tag{10.43} \]

**Remark 10.5.** In the estimate of the term corresponding to (10.42) in [18], i.e. [18] (12.56) there is an unimportant error. The factor \( z \) in (10.42) (or equivalently [18] (12.56)) is forgotten in the estimate [18] (12.58)], which should have been,

\[ (12.56) \leq \ldots \leq C|z|\rho_a \delta^2(z^{-1} + \varepsilon n_+). \tag{10.44} \]

In order to absorb the \( n_+ \)-term in the 'gap', the choice of \( \varepsilon \) therefore needs an extra factor of \( 1/|z| \), and consequently the error term in [18] (12.59)]—which also should replace the last error term in [18] (12.51)] and the corresponding term in [18] (12.41)]—becomes

\[ Cz^2 \rho_a^2 \alpha^3 \delta^4 \frac{a}{\ell}. \tag{10.45} \]

Since \(|z|^2 \leq 2\rho_a \ell^3 \) and \( \delta = (\rho_a \alpha^3)^{1/2} \tilde{K}_H^2 \) (see [18] (12.4)]) this is estimated as

\[ Cz^2 \rho_a^2 \alpha^3 \delta^4 \frac{a}{\ell} \leq C \rho_a^2 \alpha^3 \delta^4 K^2 = C \rho_a^2 \alpha^3 \sqrt{\rho_a \alpha^3} (\rho_a \alpha^3)^{1/2} \tilde{K}_H^2. \tag{10.46} \]

Notice that with the choices of parameters in [18] \( K_\ell = X^{-3/2}, \tilde{K}_H = X^{-8/3} \) with \( X = (\rho_a \alpha^3)^{1/2} \), we get

\[ (\rho_a \alpha^3)^{1/2} \tilde{K}_H^2 \tilde{K}_H^8 = (\rho_a \alpha^3)^{1/2} (1 + \frac{49}{44}) \ll 1. \]

So this is still a lower order error term and the proof of Theorem 1.2 in [18] Section 13] is not affected.

To estimate the expectation value of the expression in (10.42) in the state \( \Phi \), we use (10.28) and a Cauchy-Schwarz inequality (weighted with \( \sqrt{M_L} \)) to get

\[ |\langle \Phi | (10.42) \Phi \rangle| \leq z(2\pi)^{-6} \ell^3 \int_{k \in P_{\text{high}}} |\tilde{W}_1(k)| |\alpha_k| |\tilde{\chi}^2(s\ell)| f_L(s) (\alpha_k^2 + \alpha_{s-k}^2) \]

\[ \times \left( \sqrt{M_L} + \frac{1}{\sqrt{M_L}} \langle \Phi, \tilde{a}_s^\dagger \tilde{a}_s \Phi \rangle \right) dsdk \]

\[ \leq Cz(K_H^0)^{-3} \ell^3 \rho_a^2 a^4 \sqrt{M_L} \]

\[ \leq C \rho_a^2 \alpha^3 \sqrt{\frac{M_L}{|z|^2}} (K_H^0)^{-3} K_\ell^8 \rho_a^3, \tag{10.47} \]

where we used Lemma 8.1 to estimate the \( s \)-integral.

Using that by (12.23) we have \( K_\ell \ll K_H^0 \), this term can be absorbed in the error term in (10.37).
More precise energy estimates

In the second integral \( \text{(10.43)} \) the terms \( \hat{\chi}(k\ell) \) are very small due to regularity of \( \chi \) and the fact that \( k \in \mathcal{P}_{\text{high}} \). Therefore this integral is much smaller. We easily get, upon estimating the \( s \)-integral as above and the \( k \)-integral by Lemma \([10.6]\) below,

\[
\langle \Phi, z(2\pi)^{-6}e^{3} \int_{k \in \mathcal{P}_{\text{high}}} \widehat{W_{1}}(k)\alpha_{k} f_{L}(s) \frac{1 - \alpha_{s - k}^{2} - k}{(1 - \alpha_{s - k}^{2})(1 - \alpha_{s - k}^{2})} \hat{\chi}(k\ell) \hat{\alpha}_{s}(k\ell) \rangle \Phi \]

\[
\geq -Cz_{\rho} a \sup_{k \in \mathcal{P}_{\text{high}}} |\hat{\chi}(k\ell)| \sqrt{M_{L}} \]

\[
\geq -C_{\rho}a^{3}e^{-6} \sqrt{M_{L}} |z|^{2} (K''_{H})^{-M} \tag{10.48}
\]

where we used Lemma \([3.1]\) to get the last estimate. This error term is clearly in agreement with \( \text{(10.37)} \), since by \( \text{(1.23)} \) we have \( d^{-2} \ll K''_{H} \).

This finishes the proof of \( \text{(10.37)} \). \( \square \)

In the proof of \( \text{(10.37)} \) we used the following result.

**Lemma 10.6.** Suppose \( \text{(10.1)} \) as well as Assumption \( \text{D.1} \). Then for sufficiently small values of \( \rho_{a}a^{3} \) we have,

\[
|\rho_{a} \hat{W}_{1}(0) - (2\pi)^{-3} \int_{k \in \mathcal{P}_{\text{high}}} \hat{W}_{1}(k)\alpha_{k} dk| \leq C_{\rho_{a}} aK''_{H}(a/\ell). \tag{10.49}
\]

Furthermore,

\[
|\hat{W}_{1}(0) - (2\pi)^{-3} \int_{k \in \mathcal{P}_{\text{high}}} \hat{W}_{1}(k)^{2} dk| \leq CaK''_{H}(a/\ell). \tag{10.50}
\]

**Proof.** Collecting the estimates below, we really get

\[
|\rho_{a} \hat{W}_{1}(0) - (2\pi)^{-3} \int_{k \in \mathcal{P}_{\text{high}}} \hat{W}_{1}(k)\alpha_{k} dk| \leq C_{\rho_{a}} a \left\{ K''_{H} a^{-1} + K'_{\ell}(K''_{H})^{-3} \rho_{a} a^{3} + \varepsilon_{N} + \frac{Ra}{\ell^{2}} \right. \]

\[
+ K'_{\ell}(K''_{H})^{-1} \rho_{a} a^{3} + \frac{a}{ds\ell} \left[ 1 + \log \left( \frac{K''_{H}}{K''_{H}\sqrt{\rho_{a}a^{3}}} \right) \right] \right\}. \tag{10.51}
\]

From this \( \text{(10.49)} \) follows upon using \( \text{(1.22)}, \text{(1.23)} \) and \( \text{(1.16)} \) to compare the different terms.

We will calculate on \( (1 - \varepsilon_{N})^{-1} \rho_{a} \hat{W}_{1}(0) \) instead of \( \rho_{a} \hat{W}_{1}(0) \). The difference between the two contributes with the \( \varepsilon_{N} \)-error term in \( \text{(10.51)} \). We get,

\[
(1 - \varepsilon_{N})^{-1} \rho_{a} \hat{W}_{1}(0) - (2\pi)^{-3} \int_{k \in \mathcal{P}_{\text{high}}} \hat{W}_{1}(k)\alpha_{k} dk \tag{10.52}
\]

\[
= (2\pi)^{-3} \int_{k \in \mathcal{P}_{\text{high}}} \hat{W}_{1}(k) \left( \rho_{a} \frac{\hat{g}(k)}{2(1 - \varepsilon_{N})k^{2}} - \alpha_{k} \right) dk + (2\pi)^{-3} \int_{k \notin \mathcal{P}_{\text{high}}} \rho_{a} \hat{W}_{1}(k) \frac{\hat{g}(k)}{2(1 - \varepsilon_{N})k^{2}} dk.
\]

We first estimate the last integral, using that \( \varepsilon_{N} \ll 1 \),

\[
\left| \int_{k \notin \mathcal{P}_{\text{high}}} \hat{W}_{1}(k) \frac{\hat{g}(k)}{2(1 - \varepsilon_{N})k^{2}} dk \right| \leq Ca^{2} \int_{\{|k| \leq K''_{H}^{-1}\}} k^{-2} dk = Ca^{2}K''_{H} \left( a/\ell \right)^{-1}. \tag{10.53}
\]
More precise energy estimates

This is consistent with the error term in (10.51).

To continue, we write

\[ \tilde{W}_1(k)\alpha_k = \rho_z^{-1}A(k) \left( 1 - \sqrt{1 - B(k)/A(k)^2} \right). \]  

(10.54)

Notice that \(|B(k)/A(k)| \leq \frac{1}{2} \), for \( \rho_k \) sufficiently small using (10.27) and (10.23). Therefore,

\[ \left| \tilde{W}_1(k)\alpha_k - \frac{\rho_z}{2A(k)} \tilde{W}_1(k)^2 \right| \leq C\rho_z^2 \frac{\tilde{W}_1(k)^2}{A(k)} \leq C\rho_z a^4 k^{-6}, \]  

(10.55)

where we used (3.9), (3.7) and (4.20). Note that in the second inequality in (10.58) we used (D.16)

\[ \left| \tilde{W}_1(k)\alpha_k - \frac{\rho_z}{2A(k)} \tilde{W}_1(k)^2 \right| \leq C\rho_z^2 a^4 (K_H''\ell^{-1})^{-3}, \]  

(10.56)

in agreement with (10.51).

Finally, we consider,

\[ \rho_z \left| \int_{k \in \mathcal{P}_{\text{high}}} \tilde{W}_1(k) \left( \frac{\hat{g}(k)}{2(1 - \varepsilon_N)/k^2} - \frac{\tilde{W}_1(k)}{2A(k)} \right) \right| \leq \rho_z \left| \int_{k \in \mathcal{P}_{\text{high}}} \tilde{W}_1(k) \left( \frac{\tilde{W}_1(k) - \hat{g}(k)}{2(1 - \varepsilon_N)/k^2} \right) \right| + \rho_z \left| \int_{k \in \mathcal{P}_{\text{high}}} \frac{\tilde{W}_1(k)^2}{2(1 - \varepsilon_N)/A(k)} \right|. \]  

(10.57)

We estimate the first term in (10.57) as

\[ \rho_z \left| \int_{k \in \mathcal{P}_{\text{high}}} \frac{\tilde{W}_1(k) \tilde{W}_1(k) - \hat{g}(k)}{2(1 - \varepsilon_N)/k^2} \right| \leq 2\rho_z \left| \int_{\mathbb{R}^3} \tilde{W}_1(k) \left( \frac{\tilde{W}_1(k) - \hat{g}(k)}{2k^2} \right) \right| + C\rho_z \frac{a^2 R^2}{\ell^2} K_H'' \ell^{-1} \]

\[ \leq C\rho_z \ell^{-2} \int \int g(x)|y^2 g(y)| |x - y| \, dx \, dy + C\rho_z \frac{a^2 R^2}{\ell^2} K_H'' \ell^{-1} \]

\[ \leq C\rho_z \ell^{-2} \int \omega(y)|y^2 g(y)| \, dy + C\rho_z \frac{a^2 R^2}{\ell^2} K_H'' \ell^{-1} \]

\[ \leq C\rho_z \mu^2 \ell^{-2} + C\rho_z \frac{a^2 R^2}{\ell^2} K_H'' \ell^{-1}, \]  

(10.58)

where we used (3.3), (4.7) and (4.20). Note that in the second inequality in (10.58) we used the first inequality in (1.20) to conclude that the integral is positive. Clearly, using (1.16) this is in agreement with (10.51).

We estimate the second term in (10.57), using \( 0 \leq k^2 - \tau(k) \leq 2|k|(d\ell)^{-1} \) in \( \mathcal{P}_{\text{high}}, \)

\[ \rho_z \left| \int_{k \in \mathcal{P}_{\text{high}}} \frac{\tilde{W}_1(k)^2}{2(1 - \varepsilon_N)/k^2} \right| \left( 1 - \frac{(1 - \varepsilon_N)/k^2}{A(k)} \right) \]

\[ \leq C\rho_z a^3 \int_{k \in \mathcal{P}_{\text{high}}} k^{-4} + C\rho_z (d\ell)^{-1} \left( \int_{(K_H''(\ell^{-1})^3 \leq |k| \leq a^{-1}} a^2 |k|^{-3} + a \int \frac{\tilde{W}_1(k)^2}{2k^2} \right) \]

\[ \leq C\rho_z a K_H''(K_H''^{-1})^{-1} \sqrt{\rho_k a^3} + C\rho_z a^3 (d\ell)^{-1} \left( 1 + \log \left( \frac{K_H''}{K_H''} \right) \right) \]  

(10.59)

Since this also agrees with (10.51), this finishes the proof of (10.51), and therefore of (10.49).

The proof of (10.50) is similar. One can for instance use (10.49) and (10.56) and the fact that \( |1 - \frac{A(k)}{2k}| \leq C\rho_k B(k)^2 \frac{A(k)}{A(k)^2} \leq C\rho_k a^3 k^{-4} \) in \( \mathcal{P}_{\text{high}}. \) Then (10.50) follows. \( \square \)
More precise energy estimates

Proof of (10.36). The two operators $Q_3^{(2)}(z)$ and $Q_3^{(3)}(z)$ are very similar and can be estimated in identical fashion, so we will only explicitly consider the first. We decompose

\[ Q_3^{(2)}(z) = I + II, \tag{10.60} \]

where

\[
I := -z\ell^3(2\pi)^{-6} \int \mathcal{P}_{\text{high}} \frac{f_L(s)\tilde{W}_1(k)\alpha_k}{(1 - \alpha_k^2)(1 - \alpha_s^2)} \left( b_{-k}^\dagger \tilde{a}_s^\dagger b_{s-k} + b_{s-k}^\dagger \tilde{a}_s b_{-k} \right),
\]

\[
II := -z\ell^3(2\pi)^{-6} \int \mathcal{P}_{\text{high}} \frac{f_L(s)\tilde{W}_1(k)\alpha_k}{(1 - \alpha_k^2)(1 - \alpha_s^2)} \left( [\tilde{a}_s, b_{-k}^\dagger] b_{s-k} + b_{s-k}^\dagger [b_{-k}, \tilde{a}_s] \right). \tag{10.61}
\]

The second term $II$ will be very small, due to the smallness of the commutator (notice that $s$ and $k$ are ‘far apart’ since $s \in \mathcal{P}_{\text{low}}$ and $k \in \mathcal{P}_{\text{high}}$). So the main term is $I$, which we estimate using Cauchy-Schwarz and (10.28) as

\[
I \geq -C \ell^3 z a K_\ell^2 (K_H''')^{-2} \int \mathcal{P}_{\text{high}} f_L(s) \left( \epsilon b_{-k}^\dagger \tilde{a}_s^\dagger b_{s-k} + \epsilon^{-1} b_{s-k}^\dagger b_{-k} \right). \tag{10.62}
\]

Using Lemma 8.1, we estimate

\[
\langle \Phi, \int f_L(s) b_{-k}^\dagger \tilde{a}_s^\dagger b_{s-k} ds \Phi \rangle \leq C \ell^{-3} \mathcal{M}^L \langle \Phi, b_{-k}^\dagger b_{-k} \Phi \rangle. \tag{10.63}
\]

Therefore, after doing the $s$-integral in the other term, we choose $\epsilon = \sqrt{d^{-6}/\mathcal{M}^L}$ and use (10.29) to insert $D_k$. This leads to the estimate

\[
\langle \Phi, I \Phi \rangle \geq -C z a K_\ell^2 (K_H''')^{-2} d^{-3} (\mathcal{M}L)^{1/2} \langle \Phi, \int_{|k| \geq \frac{1}{2} K_H'''} b_{-k}^\dagger b_{-k} \Phi \rangle
\]

\[
\geq -CK_\ell^4 (K_H''')^{-4} \epsilon^3 \frac{d^{-6} \mathcal{M}^L}{\rho_\mu \ell^3} \langle \Phi, \int_{|k| \geq \frac{1}{2} K_H'''} D_k b_{-k}^\dagger b_{-k} \Phi \rangle. \tag{10.64}
\]

Notice that

\[
d^{-6} \mathcal{M}^L \ll \rho_\mu \ell^3, \tag{10.65}
\]

using (10.3) and (10.8). Therefore, $I$ can be absorbed in the positive $D_k b_{-k}^\dagger b_{-k}$ term in (10.36).

We now return to the term $II$ from (10.61), where we use Remark 10.2 to evaluate the commutators. Therefore, the term $II$ from (10.61) can be estimated, using (10.28) and Lemma 10.6 for arbitrary $\epsilon > 0$, as

\[
II \geq -2z\ell^3 (2\pi)^{-6} \int \mathcal{P}_{\text{high}} |\tilde{a}_s^\dagger b_{-k}^\dagger| f_L(s) |\tilde{W}_1(k)\alpha_k| \left( \epsilon b_{s-k}^\dagger b_{s-k} + \epsilon^{-1} \right) \tag{10.66}
\]

\[
\geq -Cz(\frac{K_H}{K_H'''}^{\mu})^2 \left( \sup_{|p| \geq \frac{1}{2} K_H'''} |\hat{\chi}(p)| \right) d^{-6} \left( \epsilon^{-1} \rho_\mu a + \epsilon a \frac{K_\ell^2}{K_H'''} \right)^2 \int_{|k| \geq \frac{1}{2} K_H'''} D_k b_{-k}^\dagger b_{-k}. \tag{10.67}
\]

Upon choosing $\epsilon^{-1}$ proportional to $z(\sup_{|p| \geq \frac{1}{2} K_H'''} |\hat{\chi}(p)|)d^{-6}(K_H''')^{-2}a/\ell$, the $b_{-k}^\dagger b_{-k}$ term is easily absorbed in the $K_\ell^4 (K_H''')^{-4} \epsilon^3 \int_{|k| \geq \frac{1}{2} K_H'''} D_k b_{-k}^\dagger b_{-k}$ term in (10.36). Therefore, using (10.1) and Lemma B.1 $II$ contributes with an error term of order

\[
\rho_\mu^2 a \ell^3 (K_H'''')^{-2M-4} K_\ell d^{-12} (\rho_\mu a)^{\frac{1}{2}} \tag{10.67}
\]

to (10.36).

This finishes the proof of (10.36).
Proof of (10.35). Finally, we estimate \( Q_3^{(1)}(z) \). We rewrite

\[
Q_3^{(1)}(z) = z \ell^3 (2\pi)^{-6} \int_{\{k \in P_{\text{high}}\}} \frac{f_L(s) \hat{W}_1(k)}{(1 - \alpha_k^2)(1 - \alpha_{s-k}^2)} \left( \hat{a}^\dagger_{s-k} b_{s-k} b_k + \alpha_k \alpha_{s-k} \hat{a}^\dagger s b^\dagger_{s-k} b_k + \text{h.c.} \right),
\]

(10.68)

where we performed a change of variables in the second term to get the equality.

We combine this term with the diagonalized Bogoliubov Hamiltonian. We leave a (small) \( K^4(K_H'')^{-4} \)-part of this operator in order to control error terms appearing below.

Therefore, we consider

\[
Q_3^{(1)}(z) + (2\pi)^{-3} \ell^3 \int_{\{k \in P_{\text{high}}\}} (1 - 2K^4(K_H'')^{-4}) D_k b^\dagger_k b_k dk
\]

\[
= (2\pi)^{-3} \ell^3 \int_{\{k \in P_{\text{high}}\}} (1 - 2K^4(K_H'')^{-4}) D_k c^\dagger_k c_k + T_1(k) + T_2(k)
\]

\[
\geq (2\pi)^{-3} \ell^3 \int_{\{k \in P_{\text{high}}\}} T_1(k) + T_2(k).
\]

Here we have introduced the operators,

\[
c_k := b_k +
\]

\[
z(2\pi)^{-3} \ell^3 \int \frac{f_L(s) \hat{W}_1(k)}{(1 - \alpha_k^2)(1 - \alpha_{s-k}^2)} \left( b^\dagger_{s-k} \hat{a}_s + \alpha_k \alpha_{s-k} \hat{a}^\dagger_{s-k} b^\dagger_{s-k} \right) ds,
\]

(10.70)

\[
T_1(k) := -z(2\pi)^{-3} \ell^3 \int \frac{f_L(s) \hat{W}_1(k) \alpha_k \alpha_{s-k} (1 - \alpha_k^2)(1 - \alpha_{s-k}^2)}{D_k} \left( [b^\dagger_k, \hat{a}^\dagger_{s-k}] + \text{h.c.} \right) ds,
\]

(10.71)

and

\[
T_2(k) := - \frac{|z|^2 \hat{W}_1(k)^2}{(1 - 2K^4(K_H'')^{-4}) D_k (1 - \alpha_k^2)(1 - \alpha_{s-k}^2)} (2\pi)^{-6} \int \frac{f_L(s) f_L(s')}{(1 - \alpha_k^2)(1 - \alpha_{s-k}^2)} \times \left( \hat{a}_{s'} b_{s'-k} + \alpha_k \alpha_{s'-k} b_{s'-k} \hat{a}^\dagger_{s'} \right) \left( b^\dagger_{s-k} \hat{a}_s + \alpha_k \alpha_{s-k} \hat{a}^\dagger_{s-k} b^\dagger_{s-k} \right) ds ds',
\]

(10.72)

where we used (10.25) to get the estimate on \( T_2 \).

We will prove that

\[
(2\pi)^{-3} \ell^3 \int_{\{k \in P_{\text{high}}\}} T_1(k) dk + \frac{b}{200} \frac{1}{\ell^2} n_+ + \frac{K^4}{2(K_H'')^4} \ell^3 \int_{\{|q| \geq \frac{1}{2} K_H' \ell^{-1}\}} D_q b^\dagger_q b_q dq
\]

\[
\geq -C \rho_T^2 a \ell^3 (\rho_T a^3) \left( (K_H'')^{-6} d^{-6} K^8 + (K_H'')^{-2M-3} d^{-12} \right),
\]

(10.73)

and

\[
(2\pi)^{-3} \ell^3 \int_{\{k \in P_{\text{high}}\}} T_2(k) dk + \frac{K^2}{2(K_H'')^4} (2\pi)^{-3} \ell^3 \int_{\{|k| \geq \frac{1}{2} K_H' \ell^{-1}\}} D_k b^\dagger_k b_k dk + \frac{b}{200} \frac{1}{\ell^2} n_+ + \frac{\varepsilon_T}{(\ell d)^2} n_+^H
\]

\[
\geq -C \rho_T^2 a \ell^3 (\rho_T a^3) \frac{1}{2} d^{-12} K_H' (K_H'')^{-2M-4}.
\]

(10.74)
More precise energy estimates

Clearly, (10.35) follows from (10.73), (10.74) and (10.69).

**Proof of (10.74).** We start by proving (10.74). Notice that

\[
\tilde{a}_{s'}^\dagger b_{s'-k} + \alpha_k \alpha_{s'-k} b_{s'-k} \tilde{a}_{s'}^\dagger = \left( \tilde{a}_{s'}^\dagger + \alpha_k \alpha_{s'-k} \tilde{a}_{s'}^\dagger \right) b_{s'-k} + \alpha_k \alpha_{s'-k} [b_{s'-k}, \tilde{a}_{s'}^\dagger]. \tag{10.75}
\]

The contribution from the commutator term is very small, both due to the factors of \(\alpha\) and to the commutator, since \(k \in \mathcal{P}_{\text{high}}, s' \in \mathcal{P}_{\text{low}}\). Therefore, we estimate for arbitrary \(\varepsilon > 0\),

\[
T_2(k) \geq (1 + \varepsilon)T'_2(k) + (1 + \varepsilon^{-1})T''_2(k),
\]

where

\[
T'_2(k) := -\left(1 + CK_k^2(K_H'')^{-4}\right) |z|^2 \frac{\bar{W}_1(k)^2}{D_k} (2\pi)^{-6} \int \frac{f_L(s)f_L(s')}{(1 - \alpha_{s-k}^2)(1 - \alpha_{s'-k}^2)} \times \left( \tilde{a}_{s'}^\dagger + \alpha_k \alpha_{s'-k} \tilde{a}_{s'}^\dagger \right) b_{s'-k} b_{s'-k}^\dagger (\tilde{a}_s + \alpha_k \alpha_{s-k} \tilde{a}_s) \, ds \, ds',
\]

\[
T''_2(k) := -\left(1 + CK_k^2(K_H'')^{-4}\right) |z|^2 \frac{\bar{W}_1(k)^2}{D_k} (2\pi)^{-6} \times \int \int \frac{f_L(s)f_L(s')}{(1 - \alpha_{s-k}^2)(1 - \alpha_{s'-k}^2)} \alpha_k |\alpha_{s'-k} \alpha_{s-k} [b_{s'-k}, \tilde{a}_{s'}^\dagger]|^2 \, ds \, ds'.
\]

For simplicity, we choose \(\varepsilon = K_k^2(K_H'')^{-4} \ll 1\) and can therefore absorb the factor of \((1 + \varepsilon)\) in \(T'_2(k)\) by simply changing the value of \(C\). With this choice, we estimate using (10.50), (10.28) and Remark 10.2.

\[
(2\pi)^{-3} \ell^3 \int_{k \in \mathcal{P}_{\text{high}}} (1 + \varepsilon^{-1})T''_2(k) \, dk \geq -C \rho_2 a^{-12} K_k^4 \left(K_H''\right)^{-4} \sup_{k \in \mathcal{P}_{\text{high}}, s \in \mathcal{P}_{\text{low}}} |[\tilde{a}_s, b_{s'}^\dagger]|^2 \geq -C \rho_2 a^{-12} K_k^4 \left(K_H''\right)^{-4} \sup_{|k| \geq \frac{4}{5} K_H'' \ell^{-1}} |[\tilde{a}_s, b_{s'}^\dagger]|^2 \geq -C \rho_2 a^{-12} K_k^4 \left(K_H''\right)^{-4} \left(K_H''\right)^{-2M},
\]

by Lemma 3.1. This is in agreement with the error bound in (10.74).

We continue to estimate the other part of \(T_2(k)\).

\[
T_2(k) := -\left(1 + CK_k^2(K_H'')^{-4}\right) |z|^2 \frac{\bar{W}_1(k)^2}{D_k} (2\pi)^{-6} \int \frac{f_L(s)f_L(s')}{(1 - \alpha_{s-k}^2)(1 - \alpha_{s'-k}^2)} \times \left( \tilde{a}_{s'}^\dagger + \alpha_k \alpha_{s'-k} \tilde{a}_{s'}^\dagger \right) b_{s'-k} b_{s'-k}^\dagger (\tilde{a}_s + \alpha_k \alpha_{s-k} \tilde{a}_s) \, ds \, ds',
\]

\[
= T_{2,\text{comm}}(k) + T_{2,\text{op}}(k),
\]

with

\[
T_{2,\text{comm}}(k) := -\left(1 + CK_k^2(K_H'')^{-4}\right) |z|^2 \frac{\bar{W}_1(k)^2}{D_k} (2\pi)^{-6} \int \frac{f_L(s)f_L(s')}{(1 - \alpha_{s-k}^2)(1 - \alpha_{s'-k}^2)} \times \left( \tilde{a}_{s'}^\dagger + \alpha_k \alpha_{s'-k} \tilde{a}_{s'}^\dagger \right) b_{s'-k} b_{s'-k}^\dagger (\tilde{a}_s + \alpha_k \alpha_{s-k} \tilde{a}_s) \, ds \, ds',
\]

\[
T_{2,\text{op}}(k) := -\left(1 + CK_k^2(K_H'')^{-4}\right) |z|^2 \frac{\bar{W}_1(k)^2}{D_k} (2\pi)^{-6} \int \frac{f_L(s)f_L(s')}{(1 - \alpha_{s-k}^2)(1 - \alpha_{s'-k}^2)} \times \left( \tilde{a}_{s'}^\dagger + \alpha_k \alpha_{s'-k} \tilde{a}_{s'}^\dagger \right) b_{s'-k} b_{s'-k}^\dagger (\tilde{a}_s + \alpha_k \alpha_{s-k} \tilde{a}_s) \, ds \, ds'.
\]
We start by estimating the last term in (10.79). We introduce the notation
\[ C := \sup_{s,s' \in P_{\text{low}}, k \in P_{\text{high}}} \left| \tilde{\alpha}_{s'} + \alpha_k \alpha_{s'-k} \tilde{\alpha}_{s'}^\dagger, b_{s'-k} \right| \leq 1, \]  
(10.81)

In fact, it follows from Remark 10.2 and Lemma B.1 that
\[ C \leq CK_f^2(K_H'')^{-2}(K_H'')^{-M} \ll 1. \]  
(10.82)

To estimate the last term in (10.79) we first apply Cauchy-Schwarz, then commute the \( \tilde{\alpha} \)'s through the \( b \)'s and apply Cauchy-Schwarz to the commutator terms. This yields,
\[
\left\langle \Phi, \left( \int f_L(s)f_L(s') \frac{f_L(s)}{1 - \alpha_k^2}(1 - \alpha_k^2) \left( \tilde{\alpha}_{s'} + \alpha_k \alpha_{s'-k} \tilde{\alpha}_{s'}^\dagger \right) b_{s'-k} \right) \right\rangle \leq 3 \int f_L(s)f_L(s') \left\langle \Phi, b_{s'-k} \left( \tilde{\alpha}_{s'} + \alpha_k \alpha_{s'-k} \tilde{\alpha}_{s'}^\dagger \right) \right\rangle \rho_{\text{op}} C^2 \int f_L(s) f_L(s') ds
ds' \leq C \ell^{-3} M L \int f_L(s) \left\langle \Phi, b_{s'-k} \right\rangle + C d^{-12} \ell^{-6} C^2, \]  
(10.83)

where we applied (8.8) of Lemma 8.1 to \( b_{s'-k} \Phi \) for fixed \( s, k \) to get the last estimate. Therefore, using (10.29) and (10.50),
\[
\left\langle \Phi, (2\pi)^{-3} \ell^3 \int_{k \in P_{\text{high}}} T_{2, \text{op}}(k) \Phi \right\rangle \geq -C \left( K_d e^{-6}(K_H'')^{-4} M \sqrt{\rho_{\text{op}} a^3} \right) \ell^3 \Phi \int \left\langle \Phi, D_q b_{s'-k} b_{s-k} \Phi \right\rangle - C \rho_{\text{op}} d^{-12} C^2. \]  
(10.84)

Notice that, using (D.9) and (D.23) that
\[ K_d e^{-6}(K_H'')^{-4} M \sqrt{\rho_{\text{op}} a^3} \ll K_f^4(K_H'')^{-4}. \]

Therefore, the negative \( D_q b_{s'-k} b_{s-k} \)-term in (10.84) can be absorbed in a fraction of the similar (positive) term in (10.74). Using (10.52) and the identity \( \rho_{\text{op}} a = \rho_{\text{op}} a \ell^3 (\rho_{\text{op}} a^3)^{\frac{1}{2}} K_f^{-\frac{3}{2}} \), the error term in (10.81) is easily seen to agree with (10.73).

We next consider the commutator term \( T_{2, \text{comm}}'(k) \) from (10.79). From (10.14) and using Lemma B.1 and that \( M \geq 2 \), we see that
\[
\left| b_{s'-k}, b_{s-k}^\dagger - \tilde{\chi}^2((s - s')\ell) \right| \leq C K_f^4(K_H'')^{-4}. \]  
(10.85)

Therefore, using also \( \ell^3 \int \tilde{\alpha}_{s-k}^\dagger \tilde{\alpha}_s \leq C n_+ \),
\[
T_{2, \text{comm}}'(k) \geq -\left( 1 + C K_f^4(K_H'')^{-4} \right) |z|^2 \frac{W_1(k)^2}{D_k} (2\pi)^{-6} \int f_L(s) f_L(s') \tilde{\alpha}_{s'}^\dagger \tilde{\chi}^2((s - s')\ell) \tilde{\alpha}_s - C |z|^2 \frac{W_1(k)^2}{D_k} K_f^4(K_H'')^{-4} d^{-6} \ell^{-6} n_+. \]  
(10.86)
Using (8.23) and (10.50) we see that

\[-(2\pi)^{-3} \psi^3 \int_{k \in \mathcal{P}_{\text{high}}} (1 + CK|^4(K_H^f)^{-4}) |z|^2 \frac{\hat{W}_i(k)^2}{D_k} (2\pi)^{-6} \int f_L(s)f_L(s') a_s^\dagger a_s^\dagger (s-s') \ell \tilde{a}_s = \rho_s (1 + CK|^4(K_H^f)^{-4}) (2\pi)^{-3} \int_{k \in \mathcal{P}_{\text{high}}} \frac{\hat{W}_i(k)^2}{D_k} \sum_j Q_{L,j} \chi^2(x_j) Q_{L,j} \geq -2\rho_s (1 + CK|^4(K_H^f)^{-4}) \int f_L(s)f_L(s') a_s^\dagger a_s^\dagger (s-s') \ell \tilde{a}_s \]  

(10.87)

We now notice that, for all \( 0 < \varepsilon < 1 \),

\[ \sum_j Q_{L,j} \chi^2(x_j) Q_{L,j} \leq (1 + \varepsilon) \sum_j Q_{j} \chi^2(x_j) Q_{j} + C\varepsilon^{-1} n_H^+ . \]  

(10.88)

We notice that \( \rho_s a = (dK)^2 \frac{1}{\ell} \). Therefore, choosing \( \varepsilon \) proportional to \( \varepsilon^{-1}(dK)^2 \), (notice that \( \varepsilon^{-1}(dK)^2 \ll 1 \) by (D.5)) we find,

\[-(2\pi)^{-3} \psi^3 \int_{k \in \mathcal{P}_{\text{high}}} (1 + CK|^4(K_H^f)^{-4}) |z|^2 \frac{\hat{W}_i(k)^2}{D_k} (2\pi)^{-6} \int f_L(s)f_L(s') a_s^\dagger a_s^\dagger (s-s') \ell \tilde{a}_s \geq -2\rho_s \hat{W}_i(0) \sum_j Q_{j} \chi^2(x_j) Q_{j} - \frac{b}{500 (d\ell)^2} n_H^+ - C\rho_s (K_H^f)^2 K_H^f + K_H^f |K_H^f|^{-4} + \varepsilon^{-1}(dK)^2 n_H^+ \]  

(10.89)

Notice now, using (D.5), (D.23), (D.10), (D.8) and (D.12)

\[ \rho_s a(K_H^f)^2 K_H^f + K_H^f |K_H^f|^{-4} + \varepsilon^{-1}(dK)^2 n_H^+ \ll \ell^{-2} . \]  

(10.90)

Therefore, the above error terms can be absorbed in the energy gap.

Using the definition of \( Q_2^\infty \) from (8.32), we see from Lemma [10.7] (since \( \rho_s \approx \rho_s \) by (10.1)),

\[ -2\rho_s \hat{W}_i(0) \sum_j Q_{j} \chi^2(x_j) Q_{j} + Q_2^\infty \geq -C \left( \rho_s a n_H^+ + \rho_s a d^{-2} \right) \left( \frac{aR}{\ell^2} \right)^{\frac{1}{2}} n_H^+ \]  

(10.91)

By (10.99) the \( n_H^+ \)-term can be absorbed in the energy gap. Also \( \rho_s a = (\varepsilon^{-1}(dK)^2)^2 \frac{\varepsilon}{d\ell^2} \ll \frac{\varepsilon}{d\ell^2} \) by (D.5). So the \( n_H^+ \) can be absorbed in the corresponding gap term.

To estimate the error term in (10.86) we integrate, using (10.50),

\[ -(2\pi)^{-3} \psi^3 \int_{k \in \mathcal{P}_{\text{high}}} C|z|^2 \frac{\hat{W}_i(k)^2}{D_k} K_H^f |K_H^f|^{-4} d^{-6} \ell^{-6} n_H^+ \geq -C K_H^f |K_H^f|^{-4} d^{-6} \frac{1}{\ell^2} n_H^+ . \]  

(10.92)

Notice that by using the first and the last estimate in (D.5), (D.4) and (D.8), we find

\[ K_H^f d^{-6} |K_H^f|^{-4} \ll 1 . \]  

(10.93)

Therefore, the above term can also be absorbed in the energy gap.

This finishes the estimate of \( T_{2,\text{comm}}(k) \) and therefore establishes the estimate (10.74) for \( T_2(k) \) from (10.72).
Proof of (10.73). We now estimate $T_1(k)$ from (10.71). We clearly have using (10.28) and for all $\varepsilon_1, \varepsilon_2 > 0$,
\[
T_1(k) \geq -Cz^2 a^3 \sup_{s \in P_{\text{low}}} \left( \|b^1_{k}, b^1_{s-k}\| \right) \int f_L(s) \left( \varepsilon_1 a^1_{s} - a^1_{s} + \varepsilon_1^{-1} \right) ds
- Cz^2 a^3 \sup_{s \in P_{\text{low}}} \left( \|b^1_{k}, a^1_{s}\| \right) \int f_L(s) \left( \varepsilon_2 b^1_{s-k}b^1_{s-k} + \varepsilon_2^{-1} \right) ds
\geq -Cz^2 a^3 \epsilon^{-3} \left( \varepsilon_1 n + \varepsilon_1^{-1} d^{-6} \right)
- Cz^2 a^3 (K''_f)^{-M} \left( \varepsilon_2 (K''_f)^{-2} \epsilon^2 \int f_L(s) D_{s-k} b^1_{s-k}b^1_{s-k} ds + \varepsilon_2^{-1} d^{-6} \epsilon^{-3} \right). \tag{10.94}
\]
Here we inserted $D_{s-k}$ for $|k| \geq K''_f \epsilon^{-1}$ using (10.29), estimated $\ell^3 \int a_{s}^1 \tilde{a}^1_{s} \leq C n_+$, and estimated the commutators for $|k| \geq K''_f \epsilon^{-1}$ using Remark 10.2, (10.28), and Lemma B.1 as
\[
\sup_{s \in P_{\text{low}}} \left( \|b^1_{k}, b^1_{s-k}\| \right) \leq Cz^2 a^3 |k|^2, \quad \text{and} \quad \sup_{s \in P_{\text{low}}} \left( \|b^1_{k}, a^1_{s}\| \right) \leq C (K''_f)^{-M}. \tag{10.95}
\]
Therefore,
\[
\ell^3 (2\pi)^{-3} \int_{k \in P_{\text{high}}} T_1(k) \, dk
\geq -Cz^2 a^3 (K''_f)^{-3} \epsilon^3 \left( \varepsilon_1 \epsilon^{-2} n_+ + \varepsilon_1^{-1} d^{-6} \epsilon^{-2} \right)
- Cz^2 a^3 (K''_f)^{-M-2} d^{-6} \epsilon^3 \left( \varepsilon_2 (K''_f)^{-4} \epsilon^3 \int_{|q| \geq 1} D_q b^1_{q} dq + \varepsilon_2^{-1} (K''_f)^{-2} \right). \tag{10.96}
\]
We choose $\varepsilon_1$ in such a way as to be able to absorb the $n_+$ term in the positive gap in (10.73), i.e.
\[
\varepsilon_1^{-1} := Cz^2 a^3 (K''_f)^{-3} \epsilon^5.
\]
We also choose $\varepsilon_2$ in order to absorb the $\int D_q b^1_{q} dq$-term in the similar positive term in (10.73), i.e.
\[
\varepsilon_2^{-1} := CK_1^{-4} z^2 a^3 (K''_f)^{-M-2} d^{-6} \epsilon^3.
\]
Therefore, $\ell^3 (2\pi)^{-3} \int_{k \in P_{\text{high}}} T_1(k) \, dk$ contributes with a total error term of magnitude
\[
-C \left( z^2 a^8 (K''_f)^{-6} \epsilon^8 d^{-6} + z^2 a^6 (K''_f)^{-2M-3} d^{-12} \epsilon^4 K_1^{-4} \right). \tag{10.97}
\]
Using now that $z^2 \approx \rho_1^{3\epsilon}$ by (10.1), we find the final estimate (10.73).

As observed earlier (10.35) follows from (10.73), (10.74) and (10.69), so this finishes the proof of (10.35). □

Now we have established all three inequalities (10.35), (10.36) and (10.37). This finishes the proof of Lemma 10.4. □

In the proof of (10.35) we used the following result.
Lemma 10.7. Assume that the parameters satisfy Assumption [D.1] and that $\rho a^3$ is small enough. Then,

$$(2\pi)^{-3} \rho^3 \int \left( \bar{W}_1 \omega(k) - \bar{W}_1 \omega(0) \right) a_k^\dagger a_k \geq -4 \frac{\rho}{\rho_\mu} a^3 + C \rho a^2 \left( \frac{aR}{\ell^2} \right)^{1/2} n_+.$$  \hfill (10.98)

Notice that

$$\rho a^3 \left( \frac{aR}{\ell^2} \right)^{1/2} = K d^{-2} (\rho a^3)^{1/2} (\rho a^2)^{1/2} \ll \ell^{-2},$$ \hfill (10.99)

using (D.16), (D.10), (D.7), (D.5) and (D.4).

Proof. Using that $W_1 \omega$ is even and has finite support, as well as (3.7), we easily get the estimate, for arbitrary $\delta > 0$,

$$(2\pi)^{-3} \rho^3 \int \left( \bar{W}_1 \omega(k) - \bar{W}_1 \omega(0) \right) a_k^\dagger a_k$$

$$\geq -2(2\pi)^{-3} \rho^3 a^3 \int_{\{|k| \geq \delta - 1\ell - 1\}} a_k^\dagger a_k - C \rho a^2 \delta^{-2} aR \ell^{-1} n_+.$$  \hfill (10.100)

Upon undoing the second quantization we can continue the estimate as

$$(2\pi)^{-3} \int_{\{|k| \geq \delta - 1\ell - 1\}} a_k^\dagger a_k$$

$$= \int \sum_j Q_j \chi (x_j) \mathbb{1}_{\{|p| \leq \delta - 1\ell - 1\}} \chi (x_j) Q_j$$

$$\leq 2n^H_+ + 2N n_+,$$  \hfill (10.101)

with

$$N := \| \mathbb{1}_{\{|p| \leq d - 2\ell - 1\}} \chi (x) \mathbb{1}_{\{|p| \geq \delta - 1\ell - 1\}} \|^2 \leq C (\delta d^{-2})^{2M'},$$ \hfill (10.102)

for all $M' \leq M$, using the regularity of $\chi$.

For simplicity, we choose $M' = 1$ and optimize by choosing $\delta^2 = d^2 \left( \frac{aR}{\ell^2} \right)^{1/2} \ll 1$. This yields (10.98).

11 Proof of the main theorem

In this section we will combine the results of the previous sections in order to prove Theorem [1.7]. As noted in Section 4, Theorem [1.7] follows from Theorem [4.1], which again follows from Theorem [4.6].

Proof of Theorem [4.6]. We will use the concrete choice of parameters set down in (D.20)-(D.29) in Appendix [D]. Recall in particular the notation $X$ defined in (D.27).

To prove Theorem [4.6], let $\Psi \in F_s (L^2(\Lambda))$ be a normalized $n$-particle trial state satisfying (6.1). Notice that if such a state does not exist, then there is nothing to prove. Using Proposition [6.1] there exists a normalized $n$-particle wave function $\tilde{\Psi} \in F_s (L^2(\Lambda))$ satisfying (6.2) and such that

$$\langle \Psi, \mathcal{H}_\lambda (\rho_\mu) \Psi \rangle \geq \langle \tilde{\Psi}, \mathcal{H}_\lambda (\rho_\mu) \tilde{\Psi} \rangle - C X \frac{1}{2} \rho_\mu^3 a^3 (\rho_\mu a^3)^{1/2}.$$ \hfill (11.1)

Notice that the error term in (11.1) is consistent with the error term in Theorem [4.6].
Proof of the main theorem

Using Proposition 8.2 we find that our localized state \( \tilde{\Psi} \) satisfies
\[
\langle \tilde{\Psi}, \mathcal{H}_\Lambda(\rho_\mu)\tilde{\Psi} \rangle \geq (\tilde{\Psi}, \mathcal{H}^{2nd}_\Lambda(\rho_\mu)\tilde{\Psi}) - C_\rho^2 a\ell^3 (\rho_\mu a^3)^{1/2} \left( X^3 + (\rho_\mu a^3)^{1/2} \right),
\tag{11.2}
\]
where the error clearly is consistent with the error term in Theorem 4.6.

At this point, we can apply Theorem 8.5 to get the lower bound
\[
(\tilde{\Psi}, \mathcal{H}^{2nd}_\Lambda(\rho_\mu)\tilde{\Psi}) \geq \inf_{z \in \mathbb{R}_+} \inf_{\Phi} \langle \Phi, \mathcal{K}(z) \Phi \rangle - C \left( X^3 + (\rho_\mu a^3)^{1/2} \right),
\tag{11.3}
\]
where the second infimum is over all normalized \( \Phi \in \mathcal{F}_s(\text{Ran}(\mathcal{Q})) \) satisfying (8.34) and (8.35).

Since
\[
K_\ell^2 \rho_\mu a = \rho_\mu^2 a\ell^3 \sqrt{\rho_\mu a^3},
\tag{11.4}
\]
this implies that we need to prove that
\[
\inf_{\Phi} \langle \Phi, \mathcal{K}(z) \Phi \rangle \geq -\frac{4\pi}{\ell^3} \rho_\mu^2 a\ell^3 + 4\pi \rho_\mu^2 a\ell^3 \frac{128}{15\pi} (\rho_\mu a^3)^{1/2} - C \rho_\mu^2 a\ell^3 \rho_\mu a^3 X^3,
\tag{11.5}
\]
for all normalized \( \Phi \) satisfying (8.34) and (8.35).

We will use that with our choice of parameters (10.2) is satisfied.

If \( \rho_z = |z|^2/\ell^3 \) satisfies (9.3), then Proposition 9.2 provides a lower bound on \( \langle \Phi, \mathcal{K}(z) \Phi \rangle \) which is larger than needed for (11.5) by a factor of 2 on the LHY-term. Since (10.2) is satisfied the assumptions of Proposition 9.2 are verified.

If \( \rho_z \) satisfies (10.1)—which is opposite inequality to (9.3)—and \( \Phi \) satisfies (8.34) and (8.35), then by (10.6) (using again that (10.2) is satisfied) and Theorem 10.1 we get
\[
\langle \Phi, \mathcal{K}(z) \Phi \rangle \geq -\frac{1}{2} \rho_\mu^2 a\ell^3 \hat{g}(0) + 4\pi \rho_\mu^2 a\ell^3 \frac{128}{15\pi} (\rho_\mu a^3)^{1/2} - C \rho_\mu^2 a\ell^3 (\rho_\mu a^3)^{1/2} X^3,
\tag{11.6}
\]
where the error term \( \mathcal{E}_1 \) satisfies
\[
\mathcal{E}_1 \leq C \rho_\mu^2 a\ell^3 (\rho_\mu a^3)^{1/2} X^3.
\tag{11.7}
\]
Here the error term in \( X^3 \) comes from the \( \varepsilon(\rho_\mu) \) in (10.8). Notice that this error is compatible with (11.9).

Now we can apply Theorem 10.3 to obtain the inequality
\[
(2\pi)^{-3} \ell^3 \langle \Phi, \int \mathcal{D} b_k^\dagger b_k dk \Phi \rangle + \langle \Phi, \left( \frac{b}{4\ell^2} n_+ + \varepsilon_T \frac{b}{8d^2\ell^2} n^H_+ + Q^{ex}_1(z) + Q^{ex}_2(z) + Q_3(z) \right) \Phi \rangle \geq -\mathcal{E}_2,
\tag{11.8}
\]
with error term
\[
\mathcal{E}_2 \leq C \rho_\mu^2 a\ell^3 \sqrt{\rho_\mu a^3 X^3}.
\tag{11.9}
\]
Here the dominant contribution to the error (with our choice of parameters) comes from the \( \sqrt{\frac{(K_{\sigma})^2}{K_M}} K^{-1}_t \)-term. This error is clearly consistent with (11.5).

Combining (11.6) and (11.8), we get

\[
\langle \Phi, K(z) \Phi \rangle \geq -\frac{1}{2} \rho^2 \sqrt{\rho a^3} \ell^3 + 4 \pi \frac{128}{15} \rho a \sqrt{\rho a^3} \ell^3
\]

This establishes (11.5) for \( \rho \) satisfying (10.1), since by (10.1), (10.2) and (D.26) we have

\[
|\rho \mu a \sqrt{\rho a^3} \ell^3| \leq \rho \mu a \sqrt{\rho a^3} K^{-2}_t = \rho \mu a \sqrt{\rho a^3 \ell^3} X^3. \tag{11.11}
\]

This finishes the proof of (11.5) and therefore of Theorem 4.6.

A Bogoliubov method

In this section we recall a simple consequence of the Bogoliubov method (see [25, Theorem 6.3] and [12]).

**Theorem A.1** (Simple case of Bogoliubov’s method).

Let \( a_\pm \) be operators on a Hilbert space satisfying \([a_+, a_-] = 0\). For \( A > 0 \), \( B \in \mathbb{R} \) satisfying either \(|B| < A\) or \( B = A \) and arbitrary \( \kappa \in \mathbb{C} \), we have the operator identity

\[
A(a_+^* a_+ + a_-^* a_-) + B(a_+^* a_- + a_-^* a_+) + \kappa(a_+^* + a_-^*) + \bar{\kappa}(a_+ + a_-)
= D(b_+^* b_+ + b_-^* b_-) - \frac{1}{2}(A - \sqrt{A^2 - B^2})([a_+, a_-^*] + [a_-, a_+]^*) - \frac{2|\kappa|^2}{A + B}, \tag{A.1}
\]

where

\[
D := \frac{1}{2} \left( A + \sqrt{A^2 - B^2} \right), \tag{A.2}
\]

and

\[
b_+ := a_+ + \alpha a_-^* + c_0, \quad b_- := a_- + \alpha a_+^* + c_0, \tag{A.3}
\]

with

\[
\alpha := B^{-1} \left( A - \sqrt{A^2 - B^2} \right), \quad c_0 := \frac{2\pi}{A + B + \sqrt{A^2 - B^2}}. \tag{A.4}
\]

In particular,

\[
A(a_+^* a_+ + a_-^* a_-) + B(a_+^* a_- + a_-^* a_+) + \kappa(a_+^* + a_-^*) + \bar{\kappa}(a_+ + a_-)
\geq \frac{1}{2}(A - \sqrt{A^2 - B^2})([a_+, a_-^*] + [a_-, a_+]^*) - \frac{2|\kappa|^2}{A + B}. \tag{A.5}
\]

**Proof.** The identity (A.1) is elementary. From here the inequality (A.5) follows by dropping the positive operator term \( D(b_+^* b_+ + b_-^* b_-) \). \[\square\]
B The explicit localization function

In this section we discuss the explicit choice of the localization function $\chi$ and its properties. Define

$$\zeta(y) = \begin{cases} \cos(\pi y), & |y| \leq 1/2, \\ 0, & |y| > 1/2, \end{cases}$$

and

$$\chi(x) = C_M (\zeta(x_1)\zeta(x_2)\zeta(x_3))^{M+2}. \tag{B.1}$$

Here $M \in 4\mathbb{N}$ is to be chosen large enough. The condition for the choice of $M$ is given in (D.29) below. The constant $C_M$ is chosen such that the normalization $\int \chi^2 = 1$ from (4.7) holds. We have $0 \leq \chi \in C^M(\mathbb{R}^3)$.

Lemma B.1. Let $\chi$ be the localization function from (B.1). Recall that by assumption $M/2 \in \mathbb{N}$. Then, for all $k \in \mathbb{R}^3$,

$$|\hat{\chi}(k)| \leq C_\chi (1 + |k|^2)^{-M/2}, \tag{B.2}$$

where

$$C_\chi = \int |(1 - \Delta)^{M/2} \chi| \tag{B.3}$$

In particular, when $|k| \geq \frac{1}{2}K''_H \ell^{-1}$, we have

$$|\hat{\Delta}(k)| = \ell^2 |\hat{\chi}(k\ell)| \leq C\ell^3 (K''_H)^{-M}. \tag{B.4}$$

The proof of Lemma B.1 is elementary and will be omitted.

The explicit choice of $\chi$ is important when we analyze the behavior of the small box localization function, i.e. it is relevant for the a priori bounds in Theorem 5.1 the proof of which was given in [18].

C Calculation of the Bogoliubov integral

In this appendix, we will estimate the integrals that appear when using Bogoliubov’s method. The first lemma, Lemma C.1, is a simple estimate that will be used several times in our a-priori estimates. The second lemma, Lemma C.2, gives the correct LHY correction. For completeness we give the details of this elementary but technical argument.

Lemma C.1. Consider functions $A, B : \mathbb{R}^3 \to \mathbb{R}$ with $A(p) \geq \kappa_A |p| - P_1 p_1^2 + 2K_1a$ and $|B(p)| \leq K_2a$ for constants $\kappa_A > 0, 0 < K_2 \leq K_1$, and $0 < P_1 < a^{-1}$ then there exists a universal constant $C > 0$ such that

$$\int \left(A(p) - \sqrt{A(p)^2 - B(p)^2}\right) dp \leq \frac{1}{2} \left(1 + CP_1 a\right) \kappa_A^{-1} \int_{\mathbb{R}^3} \frac{B(p)^2}{p^2} dp + C\frac{K_2^2}{K_1} a P_1^3$$

$$+ C(K_2a)^2 P_1 \kappa_A^{-1} \log((P_1 a)^{-1}) + C \min \left\{ (K_2a)^4 \kappa_A^{-3} P_1^{-3}, \kappa_A \right\} \int_{\mathbb{R}^3} \frac{B(p)^2}{p^2} dp \right\}. \tag{C.1}$$

Proof. Using that $|B|/A \leq 1/2$ we have

$$A(p) - \sqrt{A(p)^2 - B(p)^2} \leq C \frac{B(p)^2}{A(p)}. \tag{C.2}$$
We use this for $|p| < 2P_1$ and find
\[
\int_{|p| < 2P_1} \left( A(p) - \sqrt{A(p)^2 - B(p)^2} \right) dp \leq \text{(cst.)} \int_{|p| < 2P_1} \frac{B(p)^2}{A(p)} dp \leq \text{(cst.)} \frac{K_2^2}{K_1} \int_{|p| < 2P_1} 1 dp = C \frac{K_2^2}{K_1} a P_1^3.
\]
In the range $|p| > 2P_1$, we use
\[
A(p) - \sqrt{A(p)^2 - B(p)^2} \leq \frac{1}{2} \frac{B(p)^2}{A(p)} + C \frac{B(p)^4}{A(p)^3}.
\]
For $|p| > 2P_1$ we have
\[
\frac{B(p)^2}{A(p)} \leq \frac{1}{2} \frac{B(p)^2}{|p| - P_1^2} \leq \frac{1}{2} \frac{B(p)^2}{|p|^2} (1 + CP_1 |p|^{-1})
\]
and hence by splitting the integral over the error in $|p| < a^{-1}$ and $|p| > a^{-1}$ we obtain
\[
\int_{|p| > 2P_1} \frac{B(p)^2}{A(p)} dp \leq (1 + CP_1 a) \int_{|p| > 2P_1} \frac{B(p)^2}{p^2} dp + C(K_2 a)^2 P_1 \kappa_A^{-1} \log((P_1 a)^{-1}).
\]
Finally, to get the bound in the lemma we estimate either,
\[
\int_{|p| > 2P_1} \frac{B(p)^4}{A(p)^3} \leq (\text{cst.})(K_2 a)^4 \kappa_A^{-3} \int_{|p| > 2P_1} |p|^{-6} dp = (K_2 a)^4 \kappa_A^{-3} P_1^{-3},
\]
or
\[
\int_{|p| > 2P_1} \frac{B(p)^4}{A(p)^3} \leq \frac{K_2^2}{4 K_1} \int_{|p| > 2P_1} \frac{B(p)^2}{A(p)} dp
\]
and use (C.1). \[\square\]

**Lemma C.2.** Assume that \( \frac{\partial}{\partial \rho} \rho_\mu \leq \rho_\leq \frac{1}{P} \rho_\mu \) as well as Assumption D.1. We have the following estimate for sufficiently small \( \rho_\mu a^3 \), and with \( A, B \) as defined in (10.5),
\[
- \frac{1}{2} (2 \pi)^{-3} \ell^3 \int \left( A(k) - \sqrt{A(k)^2 - B(k)^2} \right) dk \\
\geq - \frac{\tilde{\omega}(0)}{2} \rho_\mu^2 \ell^3 + 4\pi \frac{128}{15 \sqrt{\pi}} \rho_\mu^2 a^3 \ell^3 - C \rho_\mu^2 a \ell^3 \left( \varepsilon(\rho_\mu) \sqrt{\rho_\mu a^3} + \frac{R a}{\ell^2} + \varepsilon_N \right)
\]
where the error term \( \varepsilon(\rho_\mu) \) was defined in (10.8).

**Proof.** We regularize the integral as
\[
\int A(k) - \sqrt{A(k)^2 - B(k)^2} dk \\
= \int A(k) - \sqrt{A(k)^2 - B(k)^2} - \rho_\mu^2 \frac{\widehat{W}_1(k)^2}{2(1 - \varepsilon_N)k^2} dk + \rho_\mu^2 \int \frac{\widehat{W}_1(k)^2}{2(1 - \varepsilon_N)k^2} dk.
\]
The last integral is controlled by (4.22) and contributes with the first and the last two terms in (C.2).
In the regularized integral in (C.3) we perform the change of variables $\sqrt{\rho z} a t = k$. In this way we get

$$\int \mathcal{A}(k) - \sqrt{\mathcal{A}(k)^2 - \mathcal{B}(k)^2} - \rho^2 \frac{\tilde{W}_1(k)^2}{2(1 - \varepsilon_N)k^2} \, dk = \rho^2 \sqrt{\rho z a^3 a I_1},$$

with

$$I_1 = \int \alpha(t) - \sqrt{\alpha(t)^2 - \beta(t)^2} - \frac{\beta(t)^2}{2(1 - \varepsilon_N)t^2} \, dt,$$

$$\alpha(t) = (1 - \varepsilon_N)\tilde{\tau}(t) + a^{-1} \tilde{W}_1(\sqrt{\rho z} at),$$

$$\beta(t) = a^{-1} \tilde{W}_1(\sqrt{\rho z} at),$$

$$\tilde{\tau}(t) = (1 - \varepsilon_T)[|t| - \frac{1}{2K_{\ell s}} \frac{(\rho_{\mu})^{1/2}}{\rho_z}]^2 + \varepsilon_T \left[ |t| - \frac{1}{2K_{\ell s}} \frac{(\rho_{\mu})^{1/2}}{\rho_z} \right]^2.$$  \hfill (C.5)

We further decompose $I_1$ as

$$I_1 = I_1' + I_1'',$$

with

$$I_1' := \int \alpha(t) - \frac{\beta(t)^2}{2\alpha(t)} - \sqrt{\alpha(t)^2 - \beta(t)^2} - \frac{\beta(t)^3}{2(1 - \varepsilon_N)t^2 \alpha(t)},$$

$$I_1'' := \int \frac{\beta(t)^2 \tilde{\tau}(t)}{2 \alpha(t)} dt.$$  \hfill (C.7)

We will prove that

$$\left| I_1' - \int \mathbb{R}^3 t^2 + 8\pi \frac{(8\pi)^2}{2t^2} - \sqrt{(t^2 + 8\pi)^2 - (8\pi)^2} \, dt \right| \leq C \left( (\rho_{\mu} a)^{1/2} \sqrt{R} + \varepsilon_T + (K_{\ell s})^{-1} + \varepsilon_N \right).$$  \hfill (C.8)

Notice that this is consistent with (C.2) with the error term $\varepsilon(\rho_{\mu})$ defined in (10.8) and that

$$\int \mathbb{R}^3 t^2 + 8\pi \frac{(8\pi)^2}{2t^2} - \sqrt{(t^2 + 8\pi)^2 - (8\pi)^2} \, dt = -64\pi^4 \frac{128}{15\sqrt{\pi}}.$$  \hfill (C.9)

We artificially introduce the factor $(1 - \varepsilon_N)$ in the integral (C.9) by scaling to get

$$\left| \int \mathbb{R}^3 (1 - \varepsilon_N) t^2 + 8\pi \frac{(8\pi)^2}{2(1 - \varepsilon_N)t^2} - \sqrt{((1 - \varepsilon_N)t^2 + 8\pi)^2 - (8\pi)^2} \, dt + 64\pi^4 \frac{128}{15\sqrt{\pi}} \right| \leq C\varepsilon_N.$$  \hfill (C.10)

This contributes with one of the error terms in (C.8).

We continue the proof of (C.8) by noticing that the part of both integrals—the one in (C.10) and $I_1'$—where $|t| \leq 10(K_{\ell s})^{-1}$ (notice that $(K_{\ell s})^{-1} \ll 1$ by (D.6)) is bounded by

$$C(K_{\ell s})^{-1},$$

for sufficiently small $\rho_{\mu}$ (using that $\rho_z \approx \rho_{\mu}$). This is another of the error terms in (C.8).
For $|t| \geq 10(K \varepsilon s)^{-1}$ we will use (by (4.20) and since $W_1$ is even)
\[ |\beta(t) - 8\pi| \leq C\rho_p a R^2 |t|^2, \quad 0 \leq t^2 - \tilde{r}(t) \leq \varepsilon_T t^2 + \frac{1}{K \varepsilon s} \left(\frac{\rho_p}{\rho_z}\right)^{1/2} |t|. \]  
(C.11)

Notice that it follows that $|\beta(t) - 8\pi| \leq C(\rho_p a)^{\frac{1}{2}} R^2 |t|^\frac{3}{2}$ and also that $\tilde{r} \geq \frac{1}{2} t^2$ when $\varepsilon_T$ is sufficiently small (since $\frac{\rho_p}{\rho_z}$ is close to 1).

We decompose the result of difference of integrals as
\[ \int_{\{|t| \geq 10(K \varepsilon s)^{-1}\}} \alpha - \frac{\beta^2}{2\alpha} - \sqrt{\alpha^2 - \beta^2} - \frac{\beta^3}{2(1 - \varepsilon_N)t^2\alpha} \, dt \]
\[ - \int_{\{|t| \geq 10(K \varepsilon s)^{-1}\}} (1 - \varepsilon_N)t^2 + 8\pi - \frac{(8\pi)^2}{2(1 - \varepsilon_N)t^2} - \sqrt{[(1 - \varepsilon_N)t^2 + 8\pi]^2 - (8\pi)^2} \, dt \]
\[ = J_1 + J_2, \]  
(C.12)

with
\[ J_2 := \int_{\{|t| \geq 10(K \varepsilon s)^{-1}\}} \frac{(8\pi)^3}{2(1 - \varepsilon_N)t^2[(1 - \varepsilon_N)t^2 + 8\pi]} - \frac{\beta^3}{2(1 - \varepsilon_N)t^2\alpha} \, dt, \]
\[ J_1 := \int_{\{|t| \geq 10(K \varepsilon s)^{-1}\}} \alpha_1 f\left(\frac{\beta_1}{\alpha_1}\right) - \alpha_2 f\left(\frac{\beta_2}{\alpha_2}\right) \, dt, \]  
(C.13)

with $f(x) := 1 - \frac{1}{2} x^2 - \sqrt{1 - x^2}$,
\[ \alpha_1 := \alpha, \quad \alpha_2 := (1 - \varepsilon_N)t^2 + 8\pi, \]
\[ \beta_1 := \beta, \quad \beta_2 := 8\pi. \]  
(C.14)

The integral $J_2$ is easily estimated (using that $\varepsilon_N \leq 1/2$ and the discussion around (C.11)), as
\[ |J_2| \leq C \left( (\rho_p a)^{\frac{1}{2}} \sqrt{R} + \varepsilon_T + (K \varepsilon s)^{-1} \right), \]  
(C.15)
in agreement with (C.8). We further decompose $J_1$ as
\[ J_1 = \left( \int_{\{|t| \leq 10(K \varepsilon s)^{-1} \leq |t| \leq 100\}} + \int_{\{|t| \geq 100\}} \right) \alpha_1 f\left(\frac{\beta_1}{\alpha_1}\right) - \alpha_2 f\left(\frac{\beta_2}{\alpha_2}\right) \, dt =: J_{1,1} + J_{1,2}. \]  
(C.16)

The integral over a bounded set, $J_{1,1}$, is estimated termwise using (C.11) and is easily seen to be consistent with (C.8).

To estimate $J_{1,2}$ we use that for $0 \leq x \leq y \leq \frac{1}{10}$, we have the elementary estimates
\[ |g(x)| \leq C x^4, \quad |g(x) - g(y)| \leq C y^3 |x - y|. \]  
(C.17)

Furthermore,
\[ \left| \frac{\beta_1}{\alpha_1} - \frac{\beta_2}{\alpha_2} \right| \leq \left| \frac{\beta_1}{\alpha_1} - \alpha_1 \right| + \left| \frac{\beta_1}{\alpha_1} - \alpha_2 \right| \leq \frac{1}{|\alpha_1|} |\beta_1| - \alpha_1 | + \frac{1}{|\alpha_2|} |\beta_1| - \alpha_2 |, \]  
(C.18)

as well as
\[ \min\{(1 - \varepsilon_N)^2 + \beta, (1 - \varepsilon_N)t^2 + 8\pi\} \geq \frac{1}{2} t^2, \]  
(C.19)
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for \(|t| \geq 100\). Therefore, using also (C.11),

\[
|J_{1,2}| \leq \int_{\{|t| \geq 100\}} C t^{-8} \left( \rho_\mu a R^2 |t|^2 + \varepsilon_T t^2 + \frac{1}{K_\lambda^8} (\frac{\rho_\mu}{\rho_\nu})^{1/2} |t| \right) dt \\
+ \int_{\{|t| \geq 100\}} C t^{-6} \left( \frac{1}{t^4} \rho_\mu a R^2 |t|^2 + \varepsilon_T t^2 + \frac{1}{K_\lambda^8} (\frac{\rho_\mu}{\rho_\nu})^{1/2} |t| \right) dt.
\] (C.20)

Since the integral is convergent, this is also seen to be in agreement with (C.8) (using that \(\rho_\mu a R^2 \leq 1\) by (D.16). This finishes the estimate of (C.8).

The integral \(I_1^t\) from (C.7) is split in 3 parts. For \(|t| \leq 10(K_\lambda^8)^{-1}\), we have \(0 \leq t^2 - \tilde{\tau}(t) \leq t^2\). Therefore,

\[
\left| \int_{\{|t| \leq 10(K_\lambda^8)^{-1}\}} \frac{\beta^2}{2} \frac{t^2 - \tilde{\tau}}{t^2 \alpha} \right| \leq C(K_\lambda^8)^{-1},
\] (C.21)

which is consistent with (C.2). For \(10(K_\lambda^8)^{-1} \leq |t| \leq 10(K_\lambda^8)^{-1}\), we have (C.11) above. Therefore,

\[
\left| \int_{\{10(K_\lambda^8)^{-1} \leq |t| \leq 10(K_\lambda^8)^{-1}\}} \frac{\beta^2}{2} \frac{t^2 - \tilde{\tau}}{t^2 \alpha} \right| \leq C \varepsilon_T (K_\lambda^8)^{-1} + C(K_\lambda^8)^{-1} \log(t^{-1}),
\] (C.22)

in agreement with (C.2).

Finally the case \(|t| \geq 10(K_\lambda^8)^{-1}\). Here, \(0 \leq t^2 - \tilde{\tau}(t) \leq C |t|((K_\lambda^8)^{-1} + \varepsilon_T (K_\lambda^8)^{-1})\) and \(\alpha \geq \frac{1}{2} t^2\). Therefore,

\[
\left| \int_{\{|t| \geq 10(K_\lambda^8)^{-1}\}} \frac{\beta^2}{2} \frac{t^2 - \tilde{\tau}}{t^2 \alpha} \right| \\
\leq C((K_\lambda^8)^{-1} + \varepsilon_T (K_\lambda^8)^{-1}) \int_{\{10(K_\lambda^8)^{-1} \leq |t| \leq (\rho_\mu a^3)^{-1/2}\}} |t|^{-3} \\
+ C((K_\lambda^8)^{-1} + \varepsilon_T (K_\lambda^8)^{-1})(\rho_\mu a^3)^{1/2} a^{-2} \int \frac{W_1(\sqrt{\rho_\mu a} t)^2}{t^2} \\
\leq C((K_\lambda^8)^{-1} + \varepsilon_T (K_\lambda^8)^{-1}) \left( \log \left( \frac{K_\lambda^8}{(\rho_\mu a^3)^{1/2}} \right) + 1 \right).
\] (C.23)

Since this estimate is also in agreement with (C.2) this finishes the proof of Lemma C.2.

**D The parameters involved in the proof of Theorem 4.1**

The data of our problem are the ‘chemical potential’ parameter \(\rho_\mu\) and the potential \(v\). The potential will appear in estimates in terms of the scattering length \(a\), the radius \(R\) of the support and integral \(\int v\).

In the proof we need a number of auxilliary dimensionless parameters

\[
0 < s, d, \varepsilon_T, \varepsilon_R, K_\lambda, \tilde{K}_M, K_H, K_B, K_N, K_R.
\] (D.1)

These will all be chosen at the end of this section as powers of the dimensionless diluteness parameter \(\rho_\mu a^3\). 65
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The parameter \( K_R \) also depends on the constant \( C \) from (4.3) and \( \varepsilon_R \) depends on \( R \). In the localized kinetic energy defined in (4.28) there is also a parameter \( b \), which in Theorem 4.5 is chosen as a (sufficiently small) universal constant and a parameter \( \varepsilon_N \) defined in (D.22) below in terms of \( K_N \). Furthermore, there is a choice of a specific localization function \( \chi \), defined in Appendix B, that depends on a regularity parameter \( M \in 4N \), which we will choose explicitly below. In order for the proof to work, the parameters have to satisfy a number of relations. We have collected these in Assumption D.1 below. After the statement of this assumption, we indicate key places where these assumptions are used. Finally, we make an explicit choice for which all the conditions are satisfied. Here and in the rest of the paper \( f \ll g \) is used in the precise meaning that \( (f/g) \leq (\rho \mu a^3)^\varepsilon \) for some positive \( \varepsilon \) and likewise for \( f \gg g \). Throughout the paper there will also be logarithmic factors. They are ignored here as they are always accommodated by the conditions given, since they can always be absorbed in the \( \varepsilon \) powers implicit in the \( \ll \)-signs.

The integral \( \int v \) satisfies (4.3), which we write in terms of the parameter \( K_R \) as

\[
\mathcal{R} = \frac{1}{8\pi a} \int v \leq K_R (\rho \mu a^3)^{-\frac{1}{2}}. \tag{D.2}
\]

This is simply saying that the parameter \( K_R \) is defined by the exponent \( \eta_2 \) and the constant \( C \) in Theorem 4.1 by

\[
K_R := C(\rho \mu a^3)^{-\eta_2}. \tag{D.3}
\]

**Assumption D.1.** The parameters satisfy

\[
0 < s, d, \varepsilon_T, \varepsilon_R \ll 1 \ll K_t, K_M, K_H', K_H'', K_B, K_N, K_R. \tag{D.4}
\]

Furthermore, they are interdependent by the conditions,

\[
(dK_t)^2 \ll \varepsilon_T K_t^{-2} \ll \varepsilon_T \ll sdK_t, \tag{D.5}
\]

\[
sK_t \gg 1, \tag{D.6}
\]

\[
 sdK_t \gg K_B^{-1}, \tag{D.7}
\]

\[
d^{-2} \ll K_H'' \ll K_H', \tag{D.8}
\]

\[
K_t^3(K_H')^3 \ll \tilde{K}_M. \tag{D.9}
\]

Their magnitudes are controlled, in terms of the diluteness parameter, by the conditions,

\[
K_B^3 K_t^2 \ll (\rho \mu a^3)^{-\frac{1}{4}}, \tag{D.10}
\]

\[
\tilde{K}_M K_B^3 K_t^2 \ll (\rho \mu a^3)^{-\frac{1}{4}}, \tag{D.11}
\]

\[
K_M^3 K_t^2 K_H' \ll (\rho \mu a^3)^{-\frac{1}{4}}, \tag{D.12}
\]

\[
\tilde{K}_M^3 K_R^3 K_H''(K_H')^3 \ll K_B^3 (\rho \mu a^3)^{-\frac{1}{4}}, \tag{D.13}
\]

\[
K_t d \gg (\rho \mu a^3)^{\frac{1}{2}}. \tag{D.14}
\]

Their relation to the radius \( R \) of the potential is controlled by the conditions,

\[
R/a \ll dK_t(\rho \mu a^3)^{-\frac{1}{4}}, \tag{D.15}
\]

\[
\rho \mu a R^2 \ll \varepsilon_R \ll K_t^{-2} K_B^{-3} \ll 1. \tag{D.16}
\]
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Finally, their relation to the regularity parameter \( M \) is given by the conditions\(^2\)

\[
d^{-5}s^M - 2 \ll 1, \tag{D.17}
\]

\[
d^{2M} + (K''_H)^{-M/2} + (d^2K''_H)^{-2M} + \left( \frac{K''_H}{K''_H} \right)^M \ll \tilde{K}^{-1}_M, \tag{D.18}
\]

\[
d^{2M} \ll (\rho\mu a^3)^{1/2}, \tag{D.19}
\]

\[
(K''_H)^{4-M}K^2_\ell \ll (\rho\mu a^3)^{3/2}. \tag{D.20}
\]

**Discussion of parameters.** The proof starts by localizing. This introduces the length scale \( \ell \) defined by

\[
\ell := K_\ell (\rho_\mu a)^{-1/2}, \tag{D.21}
\]

with \( K_\ell \gg 1 \), and the localization function \( \chi \) depending on the regularity parameter \( M \).

In order to achieve the necessary a priori bounds in Theorem 5.1, we perform a second localization to smaller boxes of scale \( d\ell \) with \( d \ll 1 \). This double localization procedure requires the additional parameters \( \varepsilon_T, s \ll 1 \) and \( K_B \gg 1 \), satisfying the relations (D.17), (D.5), (D.6), (D.15), (D.14) and (D.7). The localization also depends on the parameter \( b \) (see Theorem 4.5) which is chosen as a (sufficiently small) universal constant. The conditions (D.14) and (D.15) are used in the small boxes in Section 4.

By (D.15) the length scale of the small box has to be longer than the radius of the potential. Condition (D.14) is a weak condition that assures that the small boxes are not too small.

The condition (D.10) ensures that the a priori bounds on the particle number and expected number of excited particles are both correct to leading order (see (5.2) and (5.3)).

Compared to [18], the localized kinetic energy in (4.27) includes a new term with the parameter \( \varepsilon_N \). This we define to be

\[
\varepsilon_N := K^{-1}_N \sqrt{\rho_\mu a^3}, \tag{D.22}
\]

in terms of the parameter \( K_N \gg 1 \), in order for this extra term not to change calculations up to LHY precision.

A next important step is to use the technique of localization of large matrices, here in the form of Proposition 6.1 to restrict to the subspace where the momentum localized excitations, \( n^L_+ \) is bounded. For this we need some more parameters. The operator \( n^L_+ \) itself is defined in (5.12) in terms of the parameter \( K''_H \gg 1 \) and the kinetic energy. For later estimates it is preferable to work with a momentum localization which is given in terms of a closely related parameter \( K''_H \gg 1 \). We will assume (D.8), where the first condition makes the regions of low and high momentum in (5.5) disjoint, and the second is needed in Lemma 5.2 to dominate the momentum localization by the kinetic energy localization. It is useful to note in passing the following consequences of (D.5) and (D.8),

\[
K_\ell \ll sd^{-1} \ll d^{-1} \ll d^{-2} \ll K''_H, \tag{D.23}
\]

\[
\varepsilon_T(ds)^{-2} \ll (K''_H)^2. \tag{D.24}
\]

The bound from the localization of large matrices is given in terms of \( M^L \) which we define as

\[
M^L := \tilde{K}^{-1}_M \rho_\mu \ell^3, \tag{D.25}
\]

\(^2\)The condition (D.17) also appeared in [18] as (5.3) but with the erroneous power as \( d^{-5}s^M + 1 \ll 1 \). This minor error affects the choice of \( M \) in that paper, that should have been 33 instead of 30.
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with \( \tilde{K}_M \gg 1 \), since \( \mathcal{M}_L \) has to be much smaller than the number of particles in the box. The condition (D.11) states that the upper bound \( \mathcal{M}_L \) on the number of excited particles must be much bigger than the expected number of these particles, which in Theorem 5.1 is shown to be not much worse than \( K_B^2 K^2 \rho \mu \ell^3 (\rho \mu \ell^3)^{1/2} \).

Furthermore, in the localization of large matrices-argument, Proposition 6.1, we need (D.12) and (D.13), where (D.12) is a weak condition that determines the relative size of two error terms, whereas (D.13) is crucial for the localization error to be smaller that the LHY-term.

The condition (D.9) is crucial in order to absorb the error term from (8.18) in the kinetic energy gap.

After introducing second quantization it turns out to be useful to do \( c \)-number substitution in the spirit of [24]. This is done in Section 8. After \( c \)-number substitution, where the annihilation operator for the constant functions is replaced by a number \( z \), we need to control that the parameter \( \rho_z = |z|^2 / \ell^3 \), which represents the density in the \( c \)-number substituted condensate, is sufficiently close to \( \rho \mu \). This is done in Section 9. To help in this control, in the case of potentials with large support, we introduced in Section 8 a new parameter \( \varepsilon_R \) —satisfying (D.16)—and a corresponding quadratic term in (8.28). Notice that this is a modification compared to [18].

The conditions (D.18), (D.19) and (D.20) are used to control localization errors from Fourier space, using the finite but high regularity \( M \) of the function \( \chi \).

Notice that the parameter \( K_R \) is defined in (D.3) in terms of the parameter \( \eta_2 > 0 \) the existence of which has to be established.

Choice of parameters

We will choose to let all the parameters except \( \varepsilon_R \) depend on a small parameter \( X \ll 1 \) in the following way

\[
\begin{align*}
    s &= X, \quad d = X^6, \quad \varepsilon_T = X^{23/4}, \quad K_\ell = X^{-3/2}, \quad K_B = X^{-6}, \quad K_N = X^{-1}, \quad K_R = C X^{-1}, \\
    K_H'' &= X^{-13}, \quad K_H' = X^{-14}, \quad \tilde{K}_M = X^{-46}.
\end{align*}
\]

Then the conditions (D.5)–(D.9) will be satisfied.

We now choose

\[
X = (\rho \mu a^3)^{\min\left\{ \frac{1}{2\kappa^2}, \frac{1}{\kappa^2} \right\}},
\]

where \( \kappa \) is the parameter from (4.3). With this choice (D.10)–(D.15) are satisfied. Notice that with this choice we get \( \eta_2 = 5 \eta_1 \) with \( \eta_1 \) given by (1.12) as an explicit choice for the parameter \( \eta_2 \), the existence of which is part of the statement of Theorem 4.1.

We choose

\[
\varepsilon_R := \sqrt{\rho \mu a R^2 K_\ell^{-2} K_B^{-3}}.
\]

With this choice (D.16) is satisfied.

Finally, (D.17)–(D.20) are satisfied if we choose

\[
M > \max\left\{ 79, \frac{11}{12} \kappa^{-1} \right\}.
\]

E Proof of Theorem 5.1

In this appendix we will prove Theorem 5.1. This will be done in two steps. First we prove the a priori bound on the expectation value of \( n_+ \) in (5.3) this requires a localization to smaller boxes where certain errors due to the number of excited particles can be absorbed into a large Neumann gap. This is done in Subsection E.1. Armed with the a priori estimate
on $n_+$ we are able to repeat the analysis in the large box $\Lambda$ to get the a priori bounds on $n$ and $Q_4^\text{rep}$ in (5.2) and (5.4). This is done in Subsection E.2. The arguments in the two subsections are very similar and are indeed very similar to Appendix B in [18].

E.1 Proof of the a priori bound on $n_+$

The Hamiltonian $\mathcal{H}_\Lambda(\rho_\mu)$ defined in (4.31) is localized to the box $\Lambda := \Lambda(0) = \left[-\ell/2, \ell/2\right]^3$. In order to arrive at the a priori bounds in Theorem 5.1 we will localize again to boxes with a length scale $\ell d \ll (\rho a)^{-1/2}$. The reason for this second localization is that we need a larger Neumann gap in order to absorb errors. We therefore introduce a new family of boxes (some of which will have a rectangular shape) given by

$$B(u) = \left[-\ell/2, \ell/2\right]^3 \cap \left(\ell du + [-\ell d/2, \ell d/2]^3\right), \quad u \in \mathbb{R}^3. \tag{E.1}$$

The functions that localize to these boxes are

$$\chi_{B(u)}(x) = \chi\left(\frac{x}{\ell}\right) \chi\left(\frac{x}{d}\ell - u\right), \quad u \in \mathbb{R}^3, \tag{E.2}$$

where $\chi$ is given in (B.1) in terms of the positive integer $M$. Observe that

$$\int\int \chi_{B(u)}(x)^2 dx du = \ell^3. \tag{E.3}$$

We consider the projections

$$P_{B(u)} \varphi = |B(u)|^{-1} \langle 1_{B(u)}, \varphi \rangle 1_{B(u)}, \quad Q_{B(u)} \varphi = 1_{B(u)} \varphi - P_{B(u)} \varphi.$$

In these small boxes we consider the Hamiltonian

$$\mathcal{H}_{B(u)}(\rho_\mu) = \sum_{i=1}^{N} \left((1 - \varepsilon N) T_{B(u),i} - \rho_\mu \int w_{1,B(u)}(x_i, y) dy\right) + \frac{1}{2} \sum_{i \neq j} w_{B(u)}(x_i, x_j), \tag{E.4}$$

where (omitting the index $u$)

$$T_B = \frac{1}{2} \varepsilon T (1 + \pi^{-2})^{-1} Q_B + Q_B \chi B \left[\sqrt{-\Delta} - (ds\ell)^{-1}\right]^{-1} \chi B Q_B, \tag{E.5}$$

and

$$w_B(x, y) = \chi_B(x) W^s(x - y) \chi_B(y), \quad w_{1,B}(x, y) = \chi_B(x) W^s_1(x - y) \chi_B(y), \tag{E.6}$$

with (where the superscript $s$ refers to small and where we need the definitions (4.17))

$$W^s(x) = \frac{W(x)}{\chi \ast \chi(x/(d\ell))}, \quad W^s_1(x) = \frac{W_1(x)}{\chi \ast \chi(x/(d\ell))}. \tag{E.7}$$

Here we use that $R < d\ell/2$ by (D.15). As in the large boxes we will also need

$$w_{2,B}(x, y) = \chi_B(x) W^s_2(x - y) \chi_B(y), \quad W^s_2(x) = \frac{W_2(x)}{\chi \ast \chi(x/(d\ell))}. \tag{E.8}$$

Since $\omega \leq 1$ we have

$$\int W^s_2(x) \leq 2 \int W^s_1(x) \leq C\alpha. \tag{E.9}$$
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Similarly to (4.20) we get

\[ 0 \leq W_s^1(x) - g(x) \leq C g(x) \frac{|x|^2}{d^2 \ell^2} \tag{E.10} \]

and with an identical proof we get a result similar to (4.22), but with the length scale \( \ell \) replaced by \( \ell d \), i.e.,

\[ |(2\pi)^{-3} \int_{\mathbb{R}^3} \frac{\hat{W}^2(p)^2}{2p^2} dp - \hat{\check{g}}(0)| \leq C \frac{R a^2}{(d\ell)^2}. \tag{E.11} \]

We have by a Schwarz inequality that

\[ \iint w_{1,B}(x,y)dxdy \leq \iint \chi_B(x)^2 W_s^1(x-y)dxdy \leq (\text{cst.}) \alpha \int \chi_B^2 \leq C a|B|. \tag{E.12} \]

Observe also that

\[ \iiint w_{1,B(u)}(x,y)dxdydu = \ell^3 \int g = 8\pi a \ell^3. \tag{E.13} \]

It can be inferred from the proof of Theorem 3.10 in [12] that the operator \( \mathcal{H}_\Lambda(\rho_\mu) \) can be bounded below by (we are for the lower bound ignoring the first term in \( T \) in (4.27) and the fourth term in \( \hat{T} \) in (4.28))

\[ \mathcal{H}_\Lambda(\rho_\mu) \geq \sum_{i=1}^N (1 - \epsilon_N) \frac{b}{2} Q_\lambda, i \ell^{-2} + \int_{\mathbb{R}^3} \mathcal{H}_{B(u)}(\rho_\mu)du, \tag{E.14} \]

if

\[ \epsilon_T, s, ds^{-1}, \text{ and } (s^{-2} + d^{-3})(sd)^{-2} s^{-M} \tag{E.15} \]

are smaller than some universal constant. Note that, if \( \rho_\mu a^3 \) is small enough, this is satisfied for our choices in Section D, in particular, due to (D.17).

In the integral above the operators \( \mathcal{H}_{B(u)}(\rho_\mu) \) are, however, not unitarily equivalent. Depending on \( u \) the boxes \( B(u) \) can be rather small and rectangular. We denote by \( \lambda_1(u) \leq \lambda_2(u) \leq \lambda_3(u) \leq d\ell \) the side lengths of the boxes \( B(u) \). To avoid boxes that are very small, in particular that \( \lambda_1(u) \leq R \), we will restrict the integral in (E.14) to \( u \) such that

\[ \|\ell du\|_{\infty} \leq \frac{\ell}{2}(1 + d) - \lambda, \]

with

\[ \lambda = \frac{1}{10} d\ell. \tag{E.16} \]

Note that since the full integral would be over the set where \( \|\ell du\|_{\infty} \leq \frac{\ell}{2}(1 + d) \) the restriction implies that all boxes will satisfy \( \lambda_1(u) \geq \lambda \).

For the kinetic energy and the repulsive potential this restriction will only give a further lower bound. For the chemical potential term we will use the following result.

**Lemma E.1.** For all \( x \in \Lambda \) we have the estimate\(^3\)

\[ -\rho_\mu \iint w_{1,B(u)}(x,y)dydu \]

\[ \geq -\rho_\mu \int \{\|u\|_{\infty} - \frac{1}{2}(d+1) \leq -\frac{\lambda}{\alpha}\} \iint w_{1,B(u)}(x,y)dydu \]

\[ -7 \rho_\mu \int \{-2 \lambda \leq \|u\|_{\infty} - \frac{1}{2}(d+1) \leq -\frac{\lambda}{\alpha}\} \iint w_{1,B(u)}(x,y)dydu. \tag{E.17} \]

\(^3\)A similar estimate was also given in [13] as Lemma B.1, but with the minor error that 7 was replaced by 3.
Proof. The estimate above follows if we can show that for all \( x, y \in \Lambda \) we have

\[
\chi * \chi \left( \frac{x - y}{\ell d} \right) \leq \int_{\{\|u\|_{\infty} < \frac{1}{2}(\frac{1}{a} + 1)\leq -\frac{1}{a}\}} \chi \left( \frac{x}{\ell d} - u \right) \chi \left( \frac{y}{\ell d} - u \right) du
\]

\[+ 7 \int_{\{-2\frac{a}{a} \leq \|u\|_{\infty} < \frac{1}{2}(\frac{1}{a} + 1)\leq -\frac{1}{a}\}} \chi \left( \frac{x}{\ell d} - u \right) \chi \left( \frac{y}{\ell d} - u \right) du. \tag{E.18}
\]

We have

\[
\chi * \chi \left( \frac{x - y}{\ell d} \right) - \int_{\{\|u\|_{\infty} < \frac{1}{2}(\frac{1}{a} + 1)\leq -\frac{1}{a}\}} \chi \left( \frac{x}{\ell d} - u \right) \chi \left( \frac{y}{\ell d} - u \right) du
\]

\[= \int_{\{\|u\|_{\infty} < \frac{1}{2}(\frac{1}{a} + 1)\leq -\frac{1}{a}\}} \chi \left( \frac{x}{\ell d} - u \right) \chi \left( \frac{y}{\ell d} - u \right) du. \tag{E.19}
\]

Since \( x, y \in \Lambda \), the integral on the right is supported on \( \|u\|_{\infty} < \frac{1}{2}(\frac{1}{a} + 1) \leq 0 \). Using the fact that by \((E.16)\) \( \lambda < \ell d/4 \) and that \( \chi \) is a product of symmetric decreasing functions of the coordinates \( u_1, u_2, u_3 \) respectively, we may observe that for fixed \( u_2, u_3 \) we have

\[
\max_{\frac{1}{2}(\frac{1}{a} + 1) - \frac{\lambda}{\ell d} \leq |u_1| \leq \frac{1}{2}(\frac{1}{a} + 1)} \chi \left( \frac{x}{\ell d} - u \right) \chi \left( \frac{y}{\ell d} - u \right) \leq \min_{\frac{1}{2}(\frac{1}{a} + 1) - \frac{\lambda}{\ell d} \leq |u_1| \leq \frac{1}{2}(\frac{1}{a} + 1)} \chi \left( \frac{x}{\ell d} - u \right) \chi \left( \frac{y}{\ell d} - u \right). \tag{E.20}
\]

Using this repeatedly (also with \( u_1, u_2 \) and \( u_1, u_3 \) fixed) gives the result in the lemma. \( \Box \)

As a consequence of the lemma we find from \((E.14)\), if \((E.15)\) is satisfied, that

\[
\mathcal{H}_A(\rho) \geq \frac{b}{2} \ell^{-2} \sum_{i=1}^{N} Q_{A,i} + \int_{\|\ell du\|_{\infty} \leq \frac{1}{2}(1 + d) - \lambda} \mathcal{H}_{B(u)}(m(u)\rho) du, \tag{E.21}
\]

where \( m(u) = 1 \) if \( \|\ell du\|_{\infty} \leq \frac{1}{2}(1 + d) - 2\lambda \) and \( m(u) = 8 \) otherwise, i.e., for \( u \) near the boundary.

The goal in the rest of this section is to give a lower bound on the ground state energy of the operators \( \mathcal{H}_{B(u)}(m(u)\rho) \) to conclude an a priori lower bound on the ground state energy of \( \mathcal{H}_A(\rho) \). We may now assume that the shortest side length of \( B(u) \) satisfies \( \lambda_1(u) \geq \lambda \) and we will make use of the fact that the range \( R \) of the potential satisfies \( R \ll \lambda \) by \((1.15)\). For simplicity we will often omit the parameter \( u \). A main ingredient in getting a lower bound is to get a priori bounds on the operators

\[
n = \sum_{i=1}^{N} 1_{B,i}, \quad n_0 = \sum_{i=1}^{N} P_{B,i}, \quad n_+ = \sum_{i=1}^{N} Q_{B,i}. \tag{E.22}
\]

Note that the operator \( n \) commutes with \( \mathcal{H}_B \), so we may consider \( n \) a number.

Applying the decomposition of the potential energy in Subsection 4.4 to the small boxes we arrive at the following lemma.

**Lemma E.2.** There is a constant \( C > 0 \) such that on any small box \( B \) we have

\[
-\rho \sum_{i=1}^{N} w_{1,B}(x, y) dy + \frac{1}{2} \sum_{i \neq j} w_{B}(x_i, x_j) \geq A_0 + A_2 - C a(\rho_0 + n_0 |B|^{-1}) n_+ \tag{E.23}
\]
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where

\[
A_0 = \frac{n_0(n_0 - 1)}{2|B|^2} \int w_{2,B}(x, y) \, dx \, dy
- \left( \rho_\mu \frac{n_0}{|B|} + \frac{1}{4} \left( \rho_\mu - \frac{n_0 - 1}{|B|} \right)^2 \right) \int w_{1,B}(x, y) \, dx \, dy
\]

and

\[
A_2 = \frac{1}{2} \sum_{i \neq j} P_{B,i} P_{B,j} w_{1,B}(x_i, x_j) Q_{B,i} Q_{B,j} + h.c.
\]

Proof. Lemma [E.2] is identical to [18 Lemma 3.2], so we omit the proof here. Moreover, we give an almost identical proof of a slightly stronger result in the case of the large box \( \Lambda \) in Lemma [E.7] below.

We express the term \( A_2 \) from the lemma in second quantization. Introducing the operators

\[
d_p^\dagger = |B|^{-1/2} a^\dagger (Q_B \chi_B e^{-ipx}) a_0
\]

we can write

\[
A_2 = \frac{1}{2} (2\pi)^{-3} \int \hat{W}_i^\dagger(p)(d_p^\dagger d_{-p}^\dagger + d_{-p} d_p) dp.
\]

We shall control \( A_2 \) using Bogoliubov’s method. In order to do this we will add and subtract a term

\[
A_1 = (2\pi)^{-3} K_{[]} a \int (d_p^\dagger d_p + d_{-p}^\dagger d_{-p}) dp,
\]

with the universal constant \( K_{[]} > 0 \) chosen appropriately below. Note that we have

\[
A_1 \leq K_{[]} a n_0 + 1 \frac{|B|}{|B|} n + \| \chi_B \|_\infty^2 \leq CK_{[]} a n_0 + 1 \frac{|B|}{|B|} n_+.
\]

Lemma E.3 (Bogoliubov’s method in small boxes). If the parameters \( \varepsilon_N, s, d, \) and \( K_\ell \) satisfy Assumption [D.1] then there exists a constant \( C > 0 \) such that if \( \rho_\mu a^3 \leq C^{-1} \) then

\[
(1 - \varepsilon_N) \sum_{i = 1}^N Q_{B,i} \chi_{B,i} [\sqrt{-\Delta_i} - (d\ell s\ell)^{-1}]^2 \chi_{B,i} Q_{B,i} + A_2 \geq
- \frac{1}{2} \hat{g} \omega(0) \frac{(n + 1)n}{|B|^2} \int \chi_B - C a \left( \frac{Ra}{(d\ell \ell)^2} + a(d\ell s\ell)^{-1} \log(d\ell s\ell a^{-1}) \right) \frac{(n + 1)n}{|B|^2} \int \chi_B
- C \left( a^4 (d\ell s\ell)^3 \left( \frac{n + 1}{|B|} \right)^3 + a(d\ell s\ell)^{-3} \right) \frac{n}{|B|} \int \chi_B - C a \frac{n + 1}{|B|} n_+.
\]

Proof. We add \( A_1 \) from (E.26) to the term we want to estimate. Using \( n_0 \leq n \) we may write

\[
(1 - \varepsilon_N) \sum_{i = 1}^N Q_{B,i} \chi_{B,i} [\sqrt{-\Delta_i} - (d\ell s\ell)^{-1}]^2 \chi_{B,i} Q_{B,i} + A_1 + A_2 \geq (2\pi)^{-3} \frac{1}{2} \int h(p) dp,
\]

where \( h \) is the operator

\[
h(p) = A(p)(d_p^\dagger d_p + d_{-p}^\dagger d_{-p}) + B(p)(d_p^\dagger d_{-p} + d_{-p} d_p).
\]
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with

\[ A(p) = (1 - \varepsilon_N) \frac{|B|}{n+1} |p| - (d\bar{s}l)^{-1} + 2K a, \quad B(p) = \bar{W}^2_1(p). \]

Here we have used that for any function \( f(p) \) we have

\[
(2\pi)^{-3} \int f(p)d^\prime p = |B|^{-1}(n_0 + 1) \sum_j \left( Q_B \chi_B f(\chi_B a) \right)_j
\]

\[
\leq |B|^{-1}(n + 1) \sum_j \left( Q_B \chi_B f(\chi_B a) \right)_j.
\]

We observe that

\[
[d_p, d^\prime_p] \leq n_0 |B|^{-1} \int \chi_B^2 \leq n |B|^{-1} \int \chi_B^2.
\]

We have by (E.9) that

\[
|B(p)| = |\bar{W}^2_1(p)| \leq \int W^s_1 \leq C_0 a.
\]

If we therefore choose \( K_\eta = C_0 \) we see that \( |B|/A \leq 1/2 \), and we get the following lower bound from Theorem A.1.

\[
h(p) \geq - (A(p) - \sqrt{A(p)^2 - B(p)^2}) n |B|^{-1} \int \chi_B^2.
\]

We also see that all the assumptions are satisfied in order to apply Lemma C.1 to estimate the integral in (E.29). Note, in particular, that \( \varepsilon_N \leq a(d\bar{s}l)^{-1} \leq 1/2 \) by (D.4), (D.5), (D.7), (D.10), and (D.22) with \( K_N \gg 1 \). Together with the estimates (E.11) and (E.27) this proves (E.28).

To estimate the energy in the small boxes it is important to establish the result in the following lemma on the integrals in (E.24).

**Lemma E.4.** There is a constant \( C > 0 \) such that if \( R < \ell d/2 \) and if \( \lambda_1 \) denotes the shortest length of the box \( B \) then

\[
\int \int w_{1,B}(x,y) dx dy \geq 8\pi a \left( 1 - C \left( \frac{R}{\lambda_1} \right)^2 \right) \int \chi_B^2.
\]

\[
\int \int w_{2,B}(x,y) dx dy \geq \int \int w_{1,B}(x,y) dx dy + g\omega(0) \int \chi_B^2 - C \frac{R a}{\lambda_1^2} \int \chi_B^2.
\]

**Proof.** The estimate (E.30) follows from

\[
\int \int w_{1,B}(x,y) dx dy \geq \int W^s_1(x) \left( \int \chi_B^2 - C R^2 ||\nabla^2 \chi_B||_{\infty} \int \chi_B \right)
\]

\[
\geq (1 - C(R\lambda_1^{-1})^2) \int g(x) dx \int \chi_B^2
\]

where we have used that \( W \) is spherically symmetric, (E.10), \( |B|^{-1} (\int \chi_B)^2 \leq \int \chi_B^2 \), and that

\[
||\partial_i \partial_j \chi_B||_{\infty} \leq C_M \lambda_1^2 |B|^{-1} \int \chi_B.
\]
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which is a simple exercise (see (B.37) and Appendix C in [18]). We do not need to assume that $1 - C(R\lambda_1^{-1})^2 > 0$ since otherwise the inequality is trivially true. We conclude using $\int f = 8\pi a$. The proof of (E.31) uses the same ideas as well as (3.7), as follows.

\[
\int \int w_{2, B}(x, y) dxdy - \int \int w_{1, B}(x, y) dxdy - \int \omega(x) W^1_{a}(x) dx \int \chi_B^2 \\
\geq -C \int \omega(x) W^1_{a}(x)|x|^2 dx \|\nabla^2 \chi_B\|_{\infty} \int \chi_B \\
\geq -C \frac{a^2 R}{\lambda_1^2} \int \chi_B^2, \tag{E.33}
\]

where we in particular used (E.9), (E.32) and (3.7) to get the last estimate. Finally, (E.31) now easily follows upon using (E.10).

Note that the error $R^2/\lambda_1^2$ in (E.30) is worse than the error $Ra/\lambda_1^2$ in (E.31). Below we shall however only use (E.30) to conclude that $\int \int w_{1, B}(x, y) dxdy \geq ca \int \chi_B^2$, which follows if $R/\lambda_1$ is small enough.

We are now ready to give the bound on the energy in the small boxes.

**Theorem E.5** (Lower bound on energy in small boxes). Assume $B$ is a box with shortest side length $\lambda_1 \geq \lambda$, where $\lambda$ is given in (1.16). Assume moreover that the parameters $\varepsilon_T, s, d, K_N, K_t$, and $K_B$ satisfy Assumption (D.1) and that $R$ satisfies (D.15). Then there are universal constants $C > 0$ and $0 < c < 1/2$ such that if $\rho_\mu a^3 < C^{-1}$ we have for the Hamiltonian defined in (E.4) that

\[
\mathcal{H}_B(\rho_\mu) \geq -\frac{1}{2} \rho_\mu^2 \int \int w_{1, B}(x, y) dxdy - C K_B^2 \rho_\mu^2 a \sqrt{\rho_\mu a^3} \int \chi_B^2 - C \rho_\mu a. \tag{E.34}
\]

**Proof.** From (D.4), (D.5), (D.7), (D.15) and (D.22) we may for all $C' > 0$ assume $\rho_\mu a^3$ small enough such that

\[
(\rho_\mu a)^{-1/2} K_B^{-1} \leq \frac{sd\ell}{\ln(ds(\varepsilon_T a)^{-1})} \leq d\ell \leq \frac{\varepsilon_T^{1/2}}{C'} (\rho_\mu a)^{-1/2}, \quad \varepsilon_N \leq 1/2 \tag{E.35}
\]

This, in particular, implies that

\[
(1 - \varepsilon_N) \sum_{i=1}^N \frac{1}{2} \varepsilon_T (1 + \pi^{-2})^{-1} (\ell d)^{-2} Q_{B,i} \geq \frac{1}{2} C'^2 (1 + \pi^{-2})^{-1} \rho_\mu an. \tag{E.36}
\]

We shall make a choice for $C'$ below.

We may of course assume that $n > 0$ as the inequality we want to prove is obviously satisfied if $n = 0$ since the operator is 0 whereas the lower bound is negative in this case. Observe that by (D.14) we may also assume that $\rho_\mu \lambda_1^3 \geq 1$ and hence $\rho_\mu |B| \geq 1$. In fact, $\rho_\mu |B| \gg 1$.

For all $\Xi > 2$ we can choose an integer $n'$ in the interval $[\Xi \rho_\mu |B|, (\Xi + 1)\rho_\mu |B|)$ and we may write $n = mn' + n''$ with $m, n', n''$ non-negative integers and $n'' < n' < (\Xi + 1)\rho_\mu |B|$. We will choose $\Xi = 3$ below (see estimate (E.42)).

We will get a lower bound on the energy if in the Hamiltonian we think of dividing the particles in $m$ groups of $n'$ particles and one group of $n''$ particles ignoring the positive interaction between the groups. It is not important that the Hamiltonian is no longer symmetric between the particles as we are not considering it as an operator on the symmetric subspace,
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but only calculating its expectation value in a symmetric state. We arrive at the conclusion that if we denote by \( e_B(n, \rho_\mu) \) the ground state energy of \( \mathcal{H}_B(\rho_\mu) \) restricted to states with \( n \) particles in the box \( B \), then

\[
e_B(n, \rho_\mu) \geq me_B(n', \rho_\mu) + e_B(n'', \rho_\mu). \tag{E.37}
\]

We will estimate the energy for different groups of particles using Lemmas E.2 and E.3. We have that both \( n' \) and \( n'' \) are less than \( (\Xi + 1)\rho_\mu |B| \leq 2\Xi \rho_\mu |B| \). We shall therefore first give a general estimate on \( e_B(\tilde{n}, \rho_\mu) \) assuming that \( \tilde{n} \leq 2\Xi \rho_\mu |B| \). Notice that in this case the last term in (E.21) and (E.28) can be absorbed in the positive term from (E.36) if we make the choice \( C' \geq C |B|^{1/2} \). Using (E.11) we see that the same is also true for the errors we get by replacing \( n_0 = \tilde{n} - n_+ \) by \( \tilde{n} \) everywhere in \( A_0 \) in (E.21). Notice that by (D.4), (E.16), (D.15), (D.3), and (D.7) we have

\[
\frac{Ra}{(dl)^2} \leq \frac{Ra}{\lambda^2} \leq (dK\ell)^{-1} \sqrt{\rho_\mu a^3} \leq K_B \sqrt{\rho_\mu a^3}, \tag{E.38}
\]

\[
a(dsl)^{-3} \rho_\mu = (dsK\ell)^{-3} \rho_\mu a \sqrt{\rho_\mu a^3} \leq K_B^3 \rho_\mu a \sqrt{\rho_\mu a^3}, \tag{E.39}
\]

\[
a^4(dsl)^{-3} \rho_\mu^4 = (dsK\ell)^{-3} \rho_\mu^4 a \sqrt{\rho_\mu a^3} \leq \rho_\mu^4 \sqrt{\rho_\mu a^3}. \tag{E.40}
\]

Using also (E.35) we arrive at

\[
e_B(\tilde{n}, \rho_\mu) \geq \left( \frac{n_0}{2|B|} \right)^2 \int \int w_{2, B}(x, y) dxdy - \left( \rho_\mu |B| + \frac{1}{4} \left( \rho_\mu - \frac{n_0}{|B|} \right)^2 \right) \int \int w_{1, B}(x, y) dxdy
\]

\[- \int w_{1, B}(x, y) dxdy - C\Xi^4 + \Xi^3 K_B + \Xi K_B^3 \rho_\mu a \sqrt{\rho_\mu a^3} \int \chi_B^2 - C\Xi \rho_\mu a |B|^{-1} \int \chi_B^2. \tag{E.41}
\]

The last term is due to the error in replacing \( \tilde{n} \pm 1 \) by \( \tilde{n} \) in several terms. If we now use (E.31) and (E.38) we obtain

\[
e_B(\tilde{n}, \rho_\mu) \geq \left( \frac{1}{4} \left( \frac{n_0}{|B|} - \rho_\mu \right)^2 - \frac{1}{2} \rho_\mu^2 \right) \int \int w_{1, B}(x, y) dxdy
\]

\[- C\Xi^4 + \Xi^3 K_B + \Xi K_B^3 \rho_\mu a \sqrt{\rho_\mu a^3} \int \chi_B^2 - C\Xi \rho_\mu a |B|^{-1} \int \chi_B^2. \tag{E.42}
\]

In the case of the \( m \) groups of \( n' \) particles, i.e., for \( \tilde{n} = n' \) it follows using \( n' \geq \Xi \rho_\mu |B| \) that if we choose \( \Xi = 3 \) then

\[
e_B(n', \rho_\mu) \geq \frac{1}{2} \rho_\mu^2 \int \int w_{1, B}(x, y) dxdy - CK_B^3 \rho_\mu a \sqrt{\rho_\mu a^3} \int \chi_B^2 - C\rho_\mu a |B|^{-1} \int \chi_B^2.
\]

Since \( R/\lambda \leq R/(dl) \ll 1 \) by (E.16) and (D.15) we may if \( \rho_\mu a^3 \) is small enough assume from (E.30) that

\[
\int \int w_{1, B}(x, y) dxdy \geq \frac{1}{2} a \int \chi_B^2.
\]

It then follows from (D.14) (which implies \( |B|^{-1} \ll \rho_\mu \)) and (D.11) (which implies \( K_B \ll (\rho_\mu a^3)^{1/6} \)) that if \( \rho_\mu a^3 \) is small enough then

\[
e_B(n', \rho_\mu) \geq 0.
\]

The estimate in the theorem follows if we now use (E.37) together with (E.42) (with the choice \( \Xi = 3 \)) for \( \tilde{n} = n'' \) to estimate \( e_B(n'', \rho_\mu) \) from below. \( \square \)
We will now apply the small box estimate from the previous theorem to get an a priori bound on the energy and on the number of particles \( n \) and excited particles \( n_+ \) in the large box.

**Theorem E.6** (A priori bound on \( n_+ \)). Assume that the parameters \( \varepsilon_T, \varepsilon_N, s, d, K_\ell, \) and \( K_B \) satisfy Assumption D.1 and that \( R \) satisfies (D.15). Then there is a constant \( C > 0 \) such that if \( \rho_\mu a^3 \leq C^{-1} \) then

\[
\mathcal{H}_\Lambda(\rho_\mu) \geq -4\pi \rho_\mu^2 a^3 (1 + C K_B^3 (\rho_\mu a^3)^{1/2}) + \frac{b}{2\ell^2} n_+.
\]

(E.43)

Moreover, if there exists a normalized \( \Psi \in \mathcal{F}_s(L^2(\Lambda)) \) with \( n \) particles in \( \Lambda \), such that (5.1) holds then the a priori bound on \( n_+ \) in (5.3) holds.

**Proof.** We use (E.21) together with the estimate in Theorem E.5. We will denote by \( n(u), n_0(u), \) and \( n_+(u) \) the operators defined in (E.22). The corresponding operators in the large box \( \Lambda \) will be denoted \( n, n_0, \) and \( n_+ \). On the set

\[
\mathcal{I} = \left\{ u \in \left[ -\frac{1}{2}(1 + \frac{1}{d}), \frac{1}{2}(1 + \frac{1}{d}) \right] \mid \frac{1}{2} \ell(1+d) - 2\lambda \leq \|\ell du\|_\infty \leq \frac{1}{2} \ell(1+d) - \lambda \right\}
\]

we have by (E.21) that \( \rho_\mu \) is replaced by \( 8\rho_\mu \). On this set we have according to (C.6) in [18] that

\[
\int_\mathcal{I} \int_\mathcal{I} \chi_{B(u)}(x)^2 dx du \leq C(\lambda/\ell)^M (\ell d)^{-3} \leq C(\lambda/\ell)^{2M} \ell^3.
\]

(E.44)

If we use Theorem E.5, (E.30), and the assumption (D.11) to get the rough estimate

\[
\mathcal{H}_B(8\rho_\mu) \geq -C\rho_\mu^2 a \int \chi_B^2 - C\rho_\mu a
\]

we obtain

\[
\int_\mathcal{I} \mathcal{H}_B(8\rho_\mu) \geq -C\rho_\mu^2 a(\lambda/\ell)^2M \ell^3 - C\rho_\mu ad^{-3} \geq -CK_B^3 \rho_\mu^2 a^3 \sqrt{\rho_\mu a^3},
\]

(E.45)

where we have used (E.44) and that (E.16), (D.4) and (D.19) give

\[
(\lambda/\ell)^{2M} \leq d^{2M} \leq K_B^3 \sqrt{\rho_\mu a^3}
\]

and by (D.7)

\[
\rho_\mu ad^{-3} = (K_\ell d)^{-3} \rho_\mu^2 a^3 \sqrt{\rho_\mu a^3} \leq K_B^3 \rho_\mu^2 a^3 \sqrt{\rho_\mu a^3}
\]

Using again this last estimate together with (E.21), (E.13), (E.19), and the estimate in Theorem E.5 we arrive at (E.43). The a priori bound on \( n_+ \) follows immediately from this since

\[
\ell^2 K_B^3 \rho_\mu^2 a^3 \sqrt{\rho_\mu a^3} = K_B^3 K_B^3 \rho_\mu a^3 \sqrt{\rho_\mu a^3}.
\]
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E.2 Proof of the a priori bounds on \( n \) and \( Q_4^{\text{ren}} \)

The purpose of Theorem E.6 was to prove an a priori bound on the number of excited particles \( n_+ \) in the large box \( \Lambda \). We did this by localizing into smaller boxes \( B \) where errors involving the number of excited particles in the small boxes could be absorbed into the Neumann gap.

Our goal is now to get the a priori bounds on the total number of particles \( n \) and the positive term \( Q_4^{\text{ren}} \) in the large box. We no longer have a sufficiently large gap at our disposal, but we now have an appropriate a priori bound on \( n_+ \).

We prove the a priori bounds by giving a lower bound on the Hamiltonian \( H_\Lambda(\rho_\mu) \) defined in (4.31). The approach is essentially identical to what we did in the small boxes adjusted to the easier case of the large box.

Applying the decomposition of the potential energy in Lemma 4.8 we arrive at the following lemma by, in particular, applying a Cauchy-Schwarz inequality to absorb \( Q_3^{\text{ren}} \) in the positive \( Q_4^{\text{ren}} \)-term. The following lemma is essentially [11, Lemma 6.3] or [18, Lemma B.2]. The only difference is that we keep a part of \( Q_4^{\text{ren}} \).

**Lemma E.7.** There is a constant \( C > 0 \), depending only on the localization function \( \chi \), such that if \( \rho_\mu \) satisfies (D.15), then

\[
-\rho_\mu \sum_{i=1}^N \int w_1(x, y) \, dy + \frac{1}{2} \sum_{i \neq j} w(x_i, x_j) \geq A_0 + A_2 + \frac{1}{2} Q_4^{\text{ren}} - C \alpha (\rho_\mu + n_0 \ell^{-3}) n_+ \tag{E.46}
\]

where

\[
A_0 = \frac{n_0(n_0 - 1)}{2 \ell^3} (\hat{g}(0) + \hat{g}_\omega(0)) - \left( \rho_\mu \frac{n_0}{\ell^3} + \frac{1}{4} \left( \rho_\mu - \frac{n_0 - 1}{\ell^3} \right)^2 \right) \ell^3 \hat{g}(0) \tag{E.47}
\]

and

\[
A_2 = \frac{1}{2} \sum_{i \neq j} P_i P_j w_1(x_i, x_j) Q_i Q_j + \text{h.c.} \tag{E.48}
\]

**Proof.** We use the identity (4.44) and note that, since \( P \) is the projection onto constant functions in the box,

\[
Q_0^{\text{ren}} = \frac{n_0(n_0 - 1)}{2 \ell^3} \int \int w_2(x, y) \, dxdy - \rho_\mu \frac{n_0}{\ell^3} \int \int w_1(x, y) \, dxdy
\]

\[
= \frac{n_0(n_0 - 1)}{2 \ell^3} (\hat{g}(0) + \hat{g}_\omega(0)) - \rho_\mu n_0 \hat{g}(0), \tag{E.49}
\]

where we used (4.18) and (4.19) to get the last identity.

We will show below that

\[
Q_1^{\text{ren}} + Q_3^{\text{ren}} + \frac{1}{2} Q_4^{\text{ren}} \geq - \frac{1}{4} \left( \rho_\mu - \frac{n_0 - 1}{\ell^3} \right)^2 \int \int w_1(x, y) \, dxdy - C \alpha (\rho_\mu + n_0 \ell^{-3}) n_+, \tag{E.50}
\]

and that

\[
Q_2^{\text{ren}} \geq A_2 - C \alpha (\rho_\mu + n_0 \ell^{-3}) n_+. \tag{E.51}
\]

Combining (E.49), (E.50), and (E.51) and again using (4.18) we easily get

\[
Q_0^{\text{ren}} + Q_2^{\text{ren}} + Q_1^{\text{ren}} + Q_3^{\text{ren}} + \frac{1}{2} Q_4^{\text{ren}} \geq A_0 + A_2 - C \alpha (\rho_\mu + n_0 \ell^{-3}) n_+, \tag{E.52}
\]
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which inserted into the identity \[ (E.44) \] implies the result in the lemma.

To prove \((E.50)\) and \((E.51)\) we observe using Lemma 4.3 that,

\[
0 \leq \sum_{i,j} P_i Q_j w_1(x_i, x_j) Q_j P_i = n_0 \epsilon^{-3} \sum_j Q_j \chi_A(x_j) W_1 \ast \chi_A(x_j) Q_j \leq C n_0 n_+ \epsilon^{-3} \| \chi_A \|_\infty^2
\]

or more generally using again Cauchy-Schwarz inequalities, Lemma 4.3 \(0 \leq \omega \leq 1\) (see \((E.54)\)), and \(\| \chi_A \|_\infty \leq C\), we have for all \(k \in \mathbb{N} \cup \{0\}\)

\[
0 \leq \sum_{i,j} P_i Q_j (w_1 \omega^k)(x_i, x_j) Q_j P_i \leq C n_0 \epsilon^{-3} a n_+,
\]  

\[
\pm \left( \sum_{i,j} P_i Q_j (w_1 \omega^k)(x_i, x_j) P_j Q_i + h.c. \right) \leq 2 \sum_{i,j} P_i Q_j (w_1 \omega^k)(x_i, x_j) Q_j P_i
\]

\[
\leq C n_0 \epsilon^{-3} a n_+,
\]  

\[
\pm \left( \sum_{i,j} Q_i P_j (w_1 \omega^k)(x_i, x_j) P_j P_i + h.c. \right) \leq \sum_{i,j} Q_i P_j (w_1 \omega^k)(x_i, x_j) P_j Q_i
\]

\[
\leq \sum_{i,j} P_i P_j (w_1 \omega^k)(x_i, x_j) P_j P_i
\]

\[
\leq C n_0 \epsilon^{-3} n_+ + C n_0 \epsilon^{-3} a n_+,
\]  

where we have abbreviated \((w_1 \omega^k)(x_1, x_2) = w_1(x_1, x_2) \omega(x_1 - x_2)^k\). We have

\[
\sum_{i,j} P_i Q_j w_1(x_i, x_j) Q_j P_i = \sum_{i,j} \left( P_i Q_j w_1(x_i, x_j) \left[ Q_j Q_i + \omega(x_i - x_j) (P_j P_i + P_j Q_i + Q_j P_i) \right] \right)
\]

\[
- \sum_{i,j} \left( P_i Q_j w_1(x_i, x_j) \omega(x_i - x_j) (P_j P_i + P_j Q_i + Q_j P_i) \right)
\]  

\[
+E.56
\]

and the same identity for the Hermitian conjugates. We estimate the first term in \((E.56)\) (and its Hermitian conjugate) using a Cauchy-Schwarz inequality

\[
\pm \sum_{i,j} \left( P_i Q_j w_1(x_i, x_j) \left[ Q_j Q_i + \omega(x_i - x_j) (P_j P_i + P_j Q_i + Q_j P_i) \right] + h.c. \right)
\]

\[
\leq \frac{1}{2} Q_1^\text{ren} + C \sum_{i \neq j} P_i Q_j w(x_i, x_j) (1 - \omega(x_i - x_j))^2 Q_j P_i
\]

\[
\leq \frac{1}{2} Q_1^\text{ren} + C n_0 \epsilon^{-3} a n_+,
\]  

where we have used that \(w(x_i, x_j)(1 - \omega(x_i - x_j))^2 = w_1(x_i, x_j)(1 - \omega(x_i - x_j))\) and then \((E.53)\) in the last inequality. We estimate the second term in \((E.56)\) (and its Hermitian conjugate) also using \((E.53)\) and \((E.54)\) arriving at

\[
Q_3^\text{ren} + \frac{1}{2} Q_4^\text{ren} \geq - \sum_{i \neq j} \left( P_i Q_j w_1(x_i, x_j) P_j P_i + h.c. \right) - C n_0 \epsilon^{-3} n_+.
\]  

\[
(E.58)
\]

Notice that if we rewrite \(Q_1^\text{ren}\) as in \((E.51)\) then the first term on the right side of \((E.58)\) cancels the second line of \((E.51)\). Using the exact commutation relation between \(n_+\) and the
Proof of Theorem 5.1

We complete the proof of (E.50) by estimating the last term in (E.59)

\[ \ell^{-3}(n_0 - \rho_\ell \ell^3) \sum_i Q_i \chi_\Lambda(x_i) W_i \ast \chi_\Lambda(x_i) P_i + \text{h.c.} \]

\[ = \ell^{-3}(n_0^{1/2} - (\rho_\ell \ell^3)^{1/2}) \sum_i Q_i \chi_\Lambda(x_i) W_1 \ast \chi_\Lambda(x_i) P_i (|n_0 - 1|^{1/2} - (\rho_\ell \ell^3)^{1/2}) + \text{h.c.} \]

\[ \geq -4\ell^{-3} \left( n_0^{1/2} + (\rho_\ell \ell^3)^{1/2} \right) \sum_i Q_i \chi_\Lambda(x_i) W_1 \ast \chi_\Lambda(x_i) Q_i \]

\[ - \frac{1}{4} \ell^{-3} \left( |n_0 - 1|^{1/2} - (\rho_\ell \ell^3)^{1/2} \right) \sum_i P_i \chi_\Lambda(x_i) W_1 \ast \chi_\Lambda(x_i) P_i. \]  

The first term above we estimate as

\[ -4\ell^{-3} \left( n_0^{1/2} + (\rho_\ell \ell^3)^{1/2} \right) \sum_i Q_i \chi_\Lambda(x_i) W_1 \ast \chi_\Lambda(x_i) Q_i \]

\[ \geq -C \ell^{-3}(n_0 + \rho_\ell \ell^3)n_+ \|\chi_\Lambda\|_\infty^2. \]

We complete the proof of (E.60) by estimating the last term in (E.59)

\[ - \frac{1}{4} \frac{n_0}{\ell^3} \left( |n_0 - 1|^{1/2} - (\rho_\ell \ell^3)^{1/2} \right)^2 \int \int w_1(x, y) \ dx \ dy \]

\[ = - \frac{1}{4} \frac{n_0}{\ell^3} \left( |n_0 - 1| - (\rho_\ell \ell^3)^{2/3} \right)^2 \int \int w_1(x, y) \ dx \ dy \]

\[ \geq - \frac{1}{4} \left( \frac{n_0 - 1}{\ell^3} - \rho_\ell \right)^2 \int \int w_1(x, y) \ dx \ dy, \]  

using that \( \rho_\ell \ell^3 \geq 1. \)

To prove (E.51) we recall that \( w_2 = w_1(1 + \omega) \leq 2w_1 \) and estimate the first two terms in \( Q_2^{\text{ren}} \) by (E.53) and (E.54). Finally, the one-body term in \( Q_2^{\text{ren}} \) is estimated as

\[ \rho_\ell \sum_i Q_i \int w_1(x_i, y) \ dy Q_i + \text{h.c.} \leq C \rho_\ell n_+ \|\chi_\Lambda\|_\infty^2. \]  

We now repeat the simple Bogoliubov argument in Lemma E.3 in our present situation to arrive at the following lower bound on the kinetic energy \( \mathcal{T} \) given in (4.27), and appearing in the Hamiltonian \( \mathcal{H}_\Lambda(\rho_\ell) \) from (4.31).

Lemma E.8 (Bogoliubov’s method in the large box). If the parameters \( \varepsilon_N, s, d, \) and \( K_{\ell} \) satisfy Assumption D.1 then there exists a constant \( C > 0 \) such that if \( \rho_\ell a^3 \leq C^{-1} \) then

\[ \sum_{i=1}^N \mathcal{T}^{(i)} + A_2 \geq -\frac{1}{2} \tilde{g}_0(n+1)n\ell^{-3} - C a \left( \frac{R_\ell}{\ell^2} + a(d\ell)^{-1} \log(d\ell a^{-1}) \right) (n+1)n\ell^{-3} \]

\[ - C \left( a^4 (d\ell)^3 (n+1)\ell^{-3} + a(d\ell)^{-3} \right) n - C a\ell^{-3}(n+1)n. \]

Proof. We have the lower bound

\[ \mathcal{T} \geq (1 - \varepsilon_N)\mathcal{T}' \geq (1 - \varepsilon_N)Q_\Lambda \chi_\Lambda [\sqrt{\Delta - (d\ell)^{-1}}]^2 \chi_\Lambda Q_\Lambda. \]
Proof of Theorem 5.1

At this point we again shift to a second quantized formalism to use a simple version of Bogoliubov’s method. Introducing the operators
\[ d_p^\dagger = \ell - \frac{3}{2} a^\dagger (Q \chi \Lambda e^{-ipx}) a_0 \]
we can write
\[ A_2 = \frac{1}{2} (2\pi)^{-3} \int \tilde{W}_1(p)(d_p^\dagger d_{-p}^\dagger + d_{-p} d_p) dp. \]

We shall control \( A_2 \) using Bogoliubov’s method. In order to do this we will add and subtract a term
\[ A_1 = (2\pi)^{-3} K_\Lambda a \int (d_p^\dagger d_p + d_{-p}^\dagger d_{-p}) dp, \]  
(E.65)

with the constant \( K_\Lambda > 0 \) chosen appropriately. Note that we have
\[ A_1 \leq K_\Lambda a \frac{n_0 + 1}{\ell^3} n_+ \| \chi \Lambda \|_{\infty}^2 \leq CK_\Lambda a \frac{n_0 + 1}{\ell^3} n_+. \]  
(E.66)

Using \( n_0 \leq n \) we may write
\[ \sum_{i=1}^N T^{(i)} + A_1 + A_2 \geq (2\pi)^{-3} \frac{1}{2} \int h(p) dp, \]
where \( h \) is the operator
\[ h(p) = (1 - \varepsilon) \frac{\ell^3}{n + 1} \| p \| - (d s \ell)^{-1} \| \chi \Lambda \|_{\infty}^2 + 2K_\Lambda a \). \]

We observe that
\[ [d_p, d_p^\dagger] \leq n_0 \ell^{-3} \int \chi_\Lambda^2 \leq n. \]

We will now apply the simple case of Bogoliubov’s method in Theorem A.1 with
\[ A(p) = (1 - \varepsilon) \frac{\ell^3}{n + 1} \| p \| - (d s \ell)^{-1} \| \chi \Lambda \|_{\infty}^2 + 2K_\Lambda a, \quad B(p) = \tilde{W}_1(p). \]

We have by (4.20) that
\[ |B(p)| = |\tilde{W}_1(p)| \leq \int W_1 \leq C_0 a. \]

If we therefore choose \( K_\Lambda \geq C_0 \) we see that \(|B|/A \leq 1/2\), and we get the following lower bound from Theorem A.1
\[ h(p) \geq \left( A(p) - \sqrt{A(p)^2 - B(p)^2} \right) n. \]

The final estimate in (E.66) now follows from Lemma C.1 if we use (E.64) and (E.66). We note as in the proof of Lemma E.3 that \( \varepsilon \leq a(d s \ell)^{-1} \leq 1/2 \) by (D.14), (D.15), (D.22), and (D.22) with \( K_N \gg 1 \).

We are now ready to prove the a priori bounds on \( n \) and \( Q_{\text{ren}}^4 \) from Theorem 5.1. The proof is very similar to the proof Theorem E.5 just adapted to the large box.

Theorem E.9 (A priori bounds on \( n \) and \( Q_{\text{ren}}^4 \)). Assume that the parameters \( \varepsilon_T, s, d, K_\ell, K_N \) and \( K_B \) satisfy Assumption D.1 and that \( R \) satisfies (D.15). Then there is a constant \( C > 0 \) such that if \( \rho_\mu a^3 \leq C^{-1} \) and if there exists a normalized \( n \)-particle \( \Psi \in \mathcal{F}_n(L^2(\Lambda)) \) such that (5.1) holds then the a priori bounds on \( n \) and \( Q_{\text{ren}}^4 \) in (5.2) and (5.4) hold.
Proof. Observe that according to (D.11) we may assume from (5.1) that $\langle \Psi, \mathcal{H}_A(\rho_{\mu}) \Psi \rangle < 0$. Hence we must have $n > 0$. Since $\rho_{\mu} \ell^3 = K^3(\rho_{\mu} a^3)^{1/2}$ we may assume this number to be bigger than 1. We proceed as in Theorem E.6. For all $\Xi > 2$ we can choose an integer $n'$ in the interval $[\Xi \rho_{\mu} \ell^3, (\Xi + 1) \rho_{\mu} \ell^3]$ and we may write $n = mn' + n''$ with $m, n', n''$ non-negative integers and $n'' < n' < (\Xi + 1) \rho_{\mu} \ell^3$. We will choose $\Xi = 3$ below.

We are aiming at giving a lower bound for $\langle \Psi, \mathcal{H}_A(\rho_{\mu}) \Psi \rangle$. From Theorem E.6 we know that (5.3) holds for the expectation value of $n_+$ in $\Psi$.

As in the proof of Theorem E.3 we divide the particles into $m$ groups of $n'$ particles and one group of $n''$ particles. For $\bar{n} \leq n$ we denote by $\Gamma_{\bar{n}}^{\Psi}$ the $\bar{n}$-particle reduced state of $\Psi$. Ignoring the positive interaction between the particles in different groups we have

$$\langle \Psi, \mathcal{H}_A(\rho_{\mu}) \Psi \rangle \geq m \text{tr} \left[ \Gamma_{n'}^{\Psi} \mathcal{H}_A(\rho_{\mu}) \right] + \text{tr} \left[ \Gamma_{n''}^{\Psi} \mathcal{H}_A(\rho_{\mu}) \right].$$

(E.67)

Observe also that for any $\bar{n} \leq n$ we have

$$\langle \Psi, n_+ \Psi \rangle = \langle \Psi \sum_i Q_i \Psi \rangle \geq \text{tr} \left[ \Gamma_{\bar{n}}^{\Psi} \sum_i Q_i \right] = \text{tr} \left[ \Gamma_{\bar{n}}^{\Psi} n_+ \right].$$

(E.68)

We have that both $n'$ and $n''$ are less than $(\Xi + 1) \rho_{\mu} |B| \leq 2 \Xi \rho_{\mu} |B|$. To treat both cases simultaneously we shall therefore first give a general estimate on $\text{tr} \left[ \Gamma_{n'}^{\Psi} \mathcal{H}_A(\rho_{\mu}) \right]$ assuming that $\bar{n} \leq 2 \Xi \rho_{\mu} |B|$ We estimate the energy using Lemmas E.7 (ignoring for now the positive $Q^{\text{ren}}_{4}$-term) and E.8. Observe that using (5.3) and (E.68) we see that the last terms in (E.46) and (E.64) can be estimated by

$$C \Xi K_B^3 K_{\mu}^2 \rho_{\mu} a \ell^3 \sqrt{\rho_{\mu} a^3}.$$

We get the same error in replacing $n_0$ by $\bar{n}$ everywhere in (E.46). The error we get by replacing $\bar{n} \pm 1$ by $\bar{n}$ in several terms is bounded by $C \Xi \rho_{\mu} a$ which is smaller than the above error. Hence using (3.10) we arrive at

$$\text{tr} \left[ \Gamma_{n'}^{\Psi} \mathcal{H}_A(\rho_{\mu}) \right] \geq - 4 \pi \rho_{\mu}^2 a \ell^3 + 2 \pi (\bar{n} \ell^{-3} - \rho_{\mu})^2 a \ell^3$$

$$- C (\Xi^3 + \Xi^2 K_B + \Xi K_B^3 K_{\mu}^2) \rho_{\mu}^2 a \ell^3 \sqrt{\rho_{\mu} a^3} + \frac{1}{2} \text{tr} \left[ \Gamma_{\bar{n}}^{\Psi} Q^{\text{ren}}_{4} \right],$$

(E.69)

where we have used (E.35), (E.38) (and $d > 1$), (E.39), and (E.40). Hence with $\Xi = 3$ we see from (E.67) and (E.10) that for $\rho_{\mu} a^3$ small enough

$$\langle \Psi, \mathcal{H}_A(\rho_{\mu}) \Psi \rangle \geq - 4 \pi \rho_{\mu}^2 a + 3 \pi \rho_{\mu}^2 a \ell^3 + 2 \pi (n'' \ell^{-3} - \rho_{\mu})^2 a \ell^3$$

$$- C K_B^3 K_{\mu}^2 \rho_{\mu}^2 a \ell^3 \sqrt{\rho_{\mu} a^3} + \frac{1}{2} \text{tr} \left[ \Gamma_{n''}^{\Psi} Q^{\text{ren}}_{4} \right],$$

where we used that $Q^{\text{ren}}_{4} \geq 0$. We see from (5.1) that we must have $m = 0$ and hence $n = n''$ and $\Gamma_{n''}^{\Psi} = |\Psi\rangle \langle \Psi|$ and that the a priori bounds (5.2) and (5.4) must hold.

\section{Proofs}

In this section we give the proofs of Lemma 5.2 and Lemma 5.3.
F.1 Proof of Lemma 5.2

Proof of Lemma 5.2. To have a unified proof, we let $\tilde{\chi}_\Lambda$ denote either the function $\chi_\Lambda$ or $\mathbb{1}_\Lambda$. We easily get, using Cauchy-Schwarz and the definition (5.10) of $Q'_L$,

$$Q\tilde{\chi}_\Lambda \mathbb{1}_{\{ |p| \leq K_H^\ell \}} \tilde{\chi}_\Lambda Q \leq 2\| \tilde{\chi}_\Lambda \|_2^2 Q'_L + 2Q'_H \tilde{\chi}_\Lambda \mathbb{1}_{\{ |p| \leq K_H^\ell \}} \tilde{\chi}_\Lambda Q'_H. \quad (F.1)$$

So it suffices to prove that

$$\left\| Q'_H \tilde{\chi}_\Lambda \mathbb{1}_{\{ |p| \leq K_H^\ell \}} \right\| \leq C \left( \frac{K_H'}{K_H} \right)^{\frac{M}{2}} + C \varepsilon^\frac{4}{N}. \quad (F.2)$$

Where norm denotes the operator norm from $L^2(\mathbb{R}^3)$ to $L^2(\Lambda)$. By scaling, we may assume that $\ell = 1$, so in the rest of the proof $\Lambda$ denotes the unit box, i.e. $\Lambda = (-\frac{1}{2}, \frac{1}{2})^3$. We will denote by $\tilde{\chi}$ the scaled $\tilde{\chi}_\Lambda$. We will in this proof slightly abuse notation and denote by $\theta$ the indicator function of the open unit box, i.e. $\theta(x) = \mathbb{1}_{(-\frac{1}{2}, \frac{1}{2})^3}(x)$.

From the definition of $Q'_H$ and the spectral theorem, we have the bound

$$\| T^{-s} Q'_H \| \leq (K'_H)^{-2s}, \quad (F.3)$$

for all $s > 0$.

We rewrite

$$T = (1 - \varepsilon_N)Q (A_1 + A_2 + A_3 + A_4 + A_5) Q$$
$$= (1 - \varepsilon_N) (A_5 + A'), \quad (F.4)$$

with $A'$ defined by the above identity, and

$$A_1 := \left( \frac{1}{2} + b \right) \varepsilon T d^{-2} + b,$$
$$A_2 := -\frac{1}{2} \varepsilon T d^{-4} (-\Delta^N + d^{-2})^{-1},$$
$$A_3 := -b \varepsilon T d^{-2} \theta \mathbb{1}_{[0,d^{-2}] \{ |p| \}} \theta,$$
$$A_4 := \chi \tau(p) \chi,$$
$$A_5 := \varepsilon_N \chi \chi, \quad (F.5)$$

where we use the notation, $\varepsilon'_N := \frac{\varepsilon_N}{1 - \varepsilon_N}$ and $\tau$ from (4.30) (with $\ell = 1$). Let us note in passing that for the self-adjoint operator $T$ has domain given by the domain of the Neumann-Laplace operator. Let $\varphi \in L^2(\Lambda), \psi \in L^2(\mathbb{R}^3)$ be normalized (where we keep the notation $\Lambda$ for the scaled (i.e. unit) box $(-\frac{1}{2}, \frac{1}{2})^3$). We will prove below that as long as $2s + 2 \leq \frac{M}{2}$, we have that

$$\psi_s := (A')^s \tilde{\chi}_\Lambda \mathbb{1}_{\{ |p| \leq K_H^\ell \}} \psi \in H^2(\Lambda), \quad (F.6)$$

and, for all $\alpha \in \mathbb{N}_0^3$, with $|\alpha| \leq 2$,

$$\| \partial^\alpha \psi_s \|_{L^2(\Lambda)} \leq C_s (K'_H)^{2s + |\alpha|}. \quad (F.7)$$

We start by showing how Lemma 5.2 follows using (F.6) and (F.7).

We now use that $\mathcal{D}(T) = \mathcal{D}(\Delta^N) = \mathcal{D}(A_5)$, hence

$$Q'_H = TT^{-1} Q'_H = (1 - \varepsilon_N) A_5 T^{-1} Q'_H + (1 - \varepsilon_N) A' T^{-1} Q'_H.$$
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If we use this identity $N = M/2 \in \mathbb{N}$ times, and that $A'$ is symmetric on $H^2(\Lambda) \supseteq D(\Delta N)$, we get

\[
\langle Q'_{H} \varphi, \tilde{1}_{\{p \leq K'_H\}} \psi \rangle = (1 - \varepsilon_N) \langle A_5 T^{-1} Q'_{H} \varphi, \psi_0 \rangle + (1 - \varepsilon_N) \langle T^{-1} Q'_{H} \varphi, A' \psi_0 \rangle
\]

\[
= (1 - \varepsilon_N) \langle A_5 T^{-1} Q'_{H} \varphi, \psi_0 \rangle + (1 - \varepsilon_N)^2 \langle A_5 T^{-2} Q'_{H} \varphi, \psi_1 \rangle + (1 - \varepsilon_N)^2 \langle T^{-2} Q'_{H} \varphi, \psi_2 \rangle
\]

\[
= \sum_{j=0}^{N-1} (1 - \varepsilon_N)^j \langle A_5 T^{-j-1} Q'_{H} \varphi, \psi_j \rangle + (1 - \varepsilon_N)^N \langle T^{-N} Q'_{H} \varphi, \psi_N \rangle.
\]

(F.8)

Here the powers of $(1 - \varepsilon_N)$ are clearly unimportant, since $\varepsilon_N \leq 1/2$.

Using (F.7) and (F.3) we immediately get

\[
|\langle T^{-N} Q'_{H} \varphi, \psi_N \rangle| \leq C(K'_H)^{-2N} (K''_H)^{2N},
\]

(F.9)

in agreement with (F.2).

For the other terms, we will prove that

\[
|\langle A_5 T^{-j-1} Q'_{H} \varphi, \psi_j \rangle| \leq C \varepsilon_N^j \frac{K''_H}{K'_H}^{2j+2},
\]

(F.10)

and (F.2) (and therefore the lemma) will follow.

We integrate by parts, using (F.6), to get

\[
\langle A_5 T^{-j-1} Q'_{H} \varphi, \psi_j \rangle = \varepsilon_N \langle T^{-j-1} Q'_{H} \varphi, (-\Delta) \psi_j \rangle + \varepsilon_N \int_{\partial \Lambda} T^{-j-1} Q'_{H} \varphi(x) \partial_n \psi_j \, d\sigma(x),
\]

(F.11)

where $\partial_n$ denotes the normal derivative, $\sigma$ is the surface measure and where we used that $T^{-1}$ maps into the domain of the Neumann Laplace operator to notice that one of the boundary terms vanishes. Notice in passing that for $j = 0$ the other boundary term also vanishes and this could be used to marginally improve our conclusion, but we will not use this fact.

Therefore, using Cauchy-Schwarz and standard trace theorems,

\[
|\langle A_5 T^{-j-1} Q'_{H} \varphi, \psi_j \rangle| \\
\leq \varepsilon_N^j C \left( \| T^{-j-1} Q'_{H} \varphi \| \| \psi_j \|_{H^2(\Lambda)} + \| T^{-j-1} Q'_{H} \varphi(x) \|_{H^{1/2}(\Lambda)} \| \psi_j \|_{H^{3/2}(\Lambda)} \right) \\
\leq \varepsilon_N C \left( \| T^{-j-1} Q'_{H} \varphi \| \| \psi_j \|_{H^2(\Lambda)} \\
+ \| T^{-j-1} Q'_{H} \varphi(x) \|^{1/2} \| \nabla T^{-j-1} Q'_{H} \varphi(x) \|^{1/2} \| \psi_j \|_{H^{1/2}(\Lambda)} \| \psi_j \|_{H^{1/2}(\Lambda)} \right) \),
\]

(F.12)

where the last inequality follows from the interpolation inequalities recalled in Lemma (F.1) below, and a Poincaré inequality using that the range $T^{-1}$ is orthogonal to constants.

Notice now that $\| \nabla T^{-j-1} Q'_{H} \varphi(x) \|^2 \leq (\varepsilon'_N)^{-1} \| T^{-j-1} Q'_{H} \varphi(x) \|^2$, since $A_5 \leq T$. Inserting this, together with (F.7) and the spectral bound (F.3) gives (F.10).

We will now prove the claims (F.6) and (F.7). We can write $A'^s$ as a finite sum of terms of the form

\[
\left( \frac{1}{2} + b \right) a d^{-2} + b \prod_{j=1}^{k} QA_{\sigma(j)} Q,
\]
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for some $\sigma : \{1, \ldots, k\} \to \{2, 3, 4\}$ and where $k \leq s$. Notice that the prefactor satisfies \((\frac{1}{2} + b)\varepsilon_T d^{-2} + b)^{s-k} \leq C(K_H''')^{2s-2k} \text{ by (D.8)}. \) So it suffices to prove that
\[
\left\| \partial^\alpha \prod_{j=1}^k QA_{\sigma(j)} Q \chi_{\{\|p\| \leq K_H''\}} \right\| \leq C(K_H''')^{2k+|\alpha|}, \quad (F.13)
\]
for all $|\alpha| \leq 2$ and where norm denotes the operator norm from $L^2(\mathbb{R}^3)$ to $L^2(\Lambda)$.

We will split such a product at each occurrence of a factor of $A_3$. Thereby, it clearly suffices to prove the estimates
\[
b \varepsilon_T d^{-2} \left\| \partial^\alpha \left( \prod_{j=1}^k QA_{\sigma(j)} Q \right) \theta 1_{[0, d^{-2}]}(|p|) \right\| \leq C(K_H''')^{2k+2+|\alpha|}, \quad (F.14)
\]
and
\[
\left\| \partial^\alpha \left( \prod_{j=1}^k QA_{\sigma(j)} Q \right) \tilde{\chi}_{\{\|p\| \leq K_H''\}} \right\| \leq C(K_H''')^{2k+|\alpha|}, \quad (F.15)
\]
for all $|\alpha| \leq 2$, $2k+2 \leq \frac{M}{2}$ and $\sigma : \{1, \ldots, k\} \to \{2, 4\}$ and where norms denote the operator norm from $L^2(\mathbb{R}^3)$ to $L^2(\Lambda)$.

We will only explicitly consider (F.15), the estimate (F.14) being similar since $d^{-2} \ll K_H''$ by (D.8). By the interpolation inequality (F.29) of Lemma F.4, it suffices to consider the cases $|\alpha| \in \{0, 2\}$.

Let $f \in C_0^\infty(\mathbb{R}^3)$ with $\varepsilon_T \equiv 0$ outside $\Lambda$.

Consider first, for $s_1, t_1 \in \mathbb{N}$, with $2s_1 \leq \frac{M}{2}$, the operator $(Q\chi\tau\chi Q)^{s_1}(-\Delta^N + d^{-2})^{-t_1}$. If $s_1 \geq t_1$, we have the following identity when acting on $H^2(s_1-t_1)(\mathbb{R}^3)$,
\[
(Q\chi\tau\chi Q)^{s_1} Q(-\Delta^N + d^{-2})^{-t_1} f
= \left( (Q\chi\tau\chi Q)^{s_1}(-\Delta^N + d^{-2})^{-s_1} Q \right) (-\Delta + d^{-2})^{s_1-t_1} f. \quad (F.16)
\]
This uses that $Q$ commutes with $-\Delta^N$ and that the vanishing on the boundary of the multiplication operator $f$ assures that the boundary conditions are satisfied, so one can replace $\Delta^N$ by $\Delta$ in the rightmost term. Notice that $(Q\chi\tau\chi Q)^{s_1}(-\Delta^N + d^{-2})^{-s_1}$ can be bounded as an operator on $L^2(\Lambda)$ using Lemma [F.2] writing $Q = 1 - P$ on $L^2(\Lambda)$ and that $\chi$ has $M$ bounded derivatives.

Iterating this argument, we find with $[t]_\pm := \max\{0, \pm t\} \geq 0$,
\[
(Q\chi\tau\chi Q)^{s_1} Q(-\Delta^N + d^{-2})^{-t_1} Q(Q\chi\tau\chi Q)^{s_2} Q(-\Delta^N + d^{-2})^{-t_2} f
= \left\{ (Q\chi\tau\chi Q)^{s_1}(-\Delta^N + d^{-2})^{-s_1} Q \right\} (-\Delta^N + d^{-2})^{[s_1-t_1]} \times \left\{ (-\Delta + d^{-2})^{[s_1-t_1]} (Q\chi\tau\chi Q)^{s_2} (-\Delta^N + d^{-2})^{-s_2-[s_1-t_1]} Q \right\} \times (-\Delta^N + d^{-2})^{[s_2-t_2+[s_1-t_1]+]} \times \left. (-\Delta + d^{-2})^{[s_2-t_2+[s_1-t_1]+]} f. \quad (F.17)
\]
Therefore, for $k' \geq 2$ and $|\alpha| \in \{0, 2\}$, consider $s_1, t_{k'} \in \mathbb{N}_0$ and $s_2, \ldots, s_{k'}, t_1, \ldots, t_{k'-1} \in \mathbb{N}$ with $|\alpha| + 2 \sum_j s_j \leq \frac{M}{2}$, and define
\[
\delta_1 := s_1 - t_1 + \frac{|\alpha|}{2}, \quad \delta_j := [s_j - t_j + [\delta_{j-1}]+], \quad \text{for } j \geq 2. \quad (F.18)
\]
Notice in passing the trivial bound
\[
\delta_j \leq \frac{|\alpha|}{2} + \sum_{j'=1}^j s_{j'}.
\] (F.19)

Then, for all $\varphi \in H^{2[\delta_k]+}$, and with $t_{tot} := \sum t_j$,
\[
\partial^\alpha \left( \prod_{j=1}^{k'} (Q\chi\tau\chi) s_j Q (\frac{1}{2} d^{-4})^{t_j} (-\Delta^N + d^{-2})^{-t_j} Q \right) f\varphi
= (\frac{1}{2} d^{-4})^{t_{tot}} \left( \partial^\alpha (Q\chi\tau\chi) s_1 (-\Delta^N + d^{-2})^{-s_1 - \frac{|\alpha|}{2}} \right)
\times \left( \prod_{j=2}^{k'} (-\Delta + d^{-2})^{[\delta_{j-1}] + (Q\chi\tau\chi) s_j (-\Delta^N + d^{-2})^{-s_j - [\delta_{j-1}] + Q(-\Delta^N + d^{-2})^{-[\delta_j]}} \right)
\times (-\Delta + d^{-2})^{[\delta_k] +} f\varphi.
\] (F.20)

In particular, still for all $\varphi \in H^{2[\delta_k]+}(\Lambda)$,
\[
\left\| \partial^\alpha \left( \prod_{j=1}^{k'} (Q\chi\tau\chi) s_j Q (\frac{1}{2} d^{-4})^{t_j} (-\Delta^N + d^{-2})^{-t_j} Q \right) f\varphi \right\|
\leq C (\frac{1}{2} d^{-4})^{t_{tot}} \left\| (-\Delta + d^{-2})^{[\delta_k] +} f\varphi \right\|,
\] (F.21)

since all the other factors are bounded (uniformly in $d \leq 1$) operators on $L^2$.

Now we can prove (F.15). We split the proof in two cases depending on whether $\sigma(k) = 2$ or 4.

If $\sigma(k) = 4$, we clearly have
\[
A_{\sigma(k)} Q \tilde{\chi} 1_{\{|p| \leq K'_H\}} = \chi\tau\chi(1 - P) \tilde{\chi} 1_{\{|p| \leq K'_H\}},
\] (F.22)

where $\tau\chi(1 - P) \tilde{\chi} 1_{\{|p| \leq K'_H\}}$ has range in $H^{M-2}(\mathbb{R}^3)$. Recall that $\tilde{\chi}$ denotes either $1_{(-\frac{1}{2},\frac{1}{2})^3}$ or $\chi$ and that the bound (F.19) implies that in the present case $\delta_k \leq (k - 1) + \frac{|\alpha|}{2} \leq \frac{M}{2} - 1$. Therefore, using that $\chi$ satisfies the assumptions on the function $f$ above, we can apply (F.21) on the first $k - 1$ factors to get
\[
\left\| \partial^\alpha \left( \prod_{j=1}^{k} Q A_{\sigma(j)} \right) \tilde{\chi} 1_{\{|p| \leq K'_H\}} \right\|
\leq C (\frac{1}{2} d^{-4})^{t_{tot}} \left\| (-\Delta + d^{-2})^{[\delta_{k-1}] +} \chi\tau\chi(1 - P) \tilde{\chi} 1_{\{|p| \leq K'_H\}} \right\|.
\] (F.23)

Using furthermore (D.8), we therefore clearly get the desired estimate (F.15) in this case.

If $\sigma(k) = 2$, we will apply Lemma [F.4] below. For this we start by noticing that (F.15) is very simple if $\sigma(j) = 2$ for all $j$—using in particular Lemma [F.2] and (D.8). Therefore, we may assume that there exists a largest $k < k$ such that $\sigma(k) = 4$. Thus, we write
\[
\partial^\alpha \left( \prod_{j=1}^{k} Q A_{\sigma(j)} \right) \tilde{\chi} 1_{\{|p| \leq K'_H\}}
= (\frac{1}{2} d^{-4})^{k-1} \partial^\alpha \left( \prod_{j=1}^{k-1} Q A_{\sigma(j)} \right) Q\chi\tau\chi(-\Delta^N + d^{-2})^{-(k-1)} Q \tilde{\chi} 1_{\{|p| \leq K'_H\}}.
\] (F.24)
Here we split the last factor of $\chi$ as $\chi = f^2$, using the assumption (D.8) on the structure of $\chi$. Using Lemma F.4, we see that $f(-\Delta^N + d^{-2}-(k-k')Q\chi I_{\{p|\leq k''\}})$ maps into $H^{\frac{D}{2}}(\Lambda)$. Therefore, we can apply (F.21) on the first $k - 1$-factor to get

$$\left\| \partial^a \left( \prod_{j=1}^k Q A_{\sigma(j)} Q \right) \tilde{\chi} I_{\{p|\leq k''\}} \right\| \leq C \left( \frac{1}{2} \varepsilon T d^{-\frac{1}{2}} \right)^{t_{\text{tot}}} \left\| \left( -\Delta + d^{-2}[\delta_k + Q\chi T f] \right) f(-\Delta^N + d^{-2}-(k-k')Q\chi I_{\{p|\leq k''\}}) \right\|, \quad (F.25)$$

where, by a slight abuse of notation, $t_{\text{tot}} := \{|j: \sigma(j) = 2\}|$ and where by (D.19) we have $\delta_k + 1 \leq \{|j: \sigma(j) = 4\}| + |\alpha|$. By Lemma F.4 and (D.8) we estimate the last term as

$$\left\| \left( -\Delta + d^{-2}[\delta_k + Q\chi T f] \right) f(-\Delta^N + d^{-2}-(k-k')Q\chi I_{\{p|\leq k''\}}) \right\| \leq C(K^2)\alpha + 2. \quad (F.26)$$

Therefore, using (D.8) again, we see that (F.15) is also true in this case.

This finishes the proof of (F.15) and therefore of (F.6) and (F.7), which was all that remained in order to finish the proof of Lemma 5.2.

**Lemma F.1.** We have the interpolation inequalities, with $\Lambda = \left( -\frac{1}{2}, \frac{1}{2} \right)^3$,

$$\| f \|_{H^{\frac{3}{2}}(\Lambda)} \leq C \| f \|_{H^1(\Lambda)} \| f \|_{H^2(\Lambda)}, \quad (F.27)$$

$$\| f \|_{H^1(\Lambda)} \leq C \| f \|_{L^2(\Lambda)} \| f \|_{H^1(\Lambda)}, \quad (F.28)$$

and for all $i \in \{1, 2, 3\}$,

$$\| \partial_i f \|_{L^2(\Lambda)} \leq C \left( \| f \|_{L^2(\Lambda)} + \| f \|_{L^2(\Lambda)} \| \partial_i^2 f \|_{L^2(\Lambda)} \right). \quad (F.29)$$

**Proof.** These are all standard inequalities, but we state them for easy reference. The last inequality (F.29) is given in [22] Theorem 13.52.

The proofs of the two other inequalities are similar, so we only explicitly consider (F.27). It follows from results on extensions and the similar inequality in $\mathbb{R}^3$, which is simple by the Fourier transform: Let $E: L^2(\Lambda) \to L^2(\mathbb{R}^3)$ be a total extension operator, the existence of which is guaranteed by [2] Theorem 5.24. In particular, $E$ restricts as a bounded map $H^s(\Lambda) \to H^s(\mathbb{R}^3)$ for $s \in \{1, 2\}$. We then have, using the interpolation inequality in $\mathbb{R}^3$,

$$\| f \|_{H^{\frac{3}{2}}(\Lambda)} \leq \| Ef \|_{H^{\frac{3}{2}}(\mathbb{R}^3)} \leq C \| Ef \|_{H^1(\mathbb{R}^3)} \| Ef \|_{H^2(\mathbb{R}^3)} \leq C' \| f \|_{H^1(\Lambda)} \| f \|_{H^2(\Lambda)},$$

where the last step uses the boundedness of $E$ in $H^s$ for $s \in \{1, 2\}$ and which finishes the proof of (F.27).

**Lemma F.2.** Let $k \in \mathbb{N}$. The operator $(-\Delta^N + d^{-2})^{-k}$ is bounded from $L^2((-\frac{1}{2}, \frac{1}{2})^3)$ to $H^{2k}((-\frac{1}{2}, \frac{1}{2})^3)$. More precisely, we have the bound

$$\| \partial^\beta (-\Delta^N + d^{-2})^{-k} \| \leq C d^{2k-|\beta|}, \quad (F.30)$$

with the operator norm from $L^2((-\frac{1}{2}, \frac{1}{2})^3)$ to itself and for all $|\beta| \leq 2k$ and where the constant is independent of $d \leq 1$.

**Proof.** This is an easy consequence of writing the operator in terms of its basis of explicit eigenfunctions and we leave the details to the reader.
Remark F.3. Lemma F.4 below is a kind of elliptic regularity result. Notice that for non-smooth domains, such as the box $(-\frac{1}{2}, \frac{1}{2})^3$, the Neumann resolvent $(-\Delta^N + 1)^{-1}$ is in general not a bounded map from $H^1$ to $H^3$ or between other high order Sobolev spaces (see e.g. [13]). Therefore, one cannot immediately propagate smoothness through (powers of) the resolvent. However, this is a problem near the boundary only, which we can circumvent, since in our application we only need regularity after multiplying by a function $f$ that vanishes to high order on the boundary. Lemma F.4 below states that in that case the vanishing on the boundary of $f$ cancels the possible explosion near the boundary of the resolvent.

Lemma F.4. Let $m \in \mathbb{N}_0$ and $k \in \mathbb{N}$. Suppose that $f \in C^m(\mathbb{R}^3)$, that $\text{supp } f \subseteq [-\frac{1}{2}, \frac{1}{2}]^3$, and let $\Lambda := (-\frac{1}{2}, \frac{1}{2})^3$. Suppose that $d \leq 1$ and $d^{-2} \leq K_H^{\prime\prime}$.

Then, the operator $f(-\Delta^N + d^{-2})^{-k}\mathbb{1}_{[0,K_H^{\prime\prime}]}(|p|)$ is bounded from $L^2(\mathbb{R}^3)$ to $H^{m}(\Lambda)$ with

$$
\|f(-\Delta^N + d^{-2})^{-k}\mathbb{1}_{[0,K_H^{\prime\prime}]}(|p|)\|_{B(L^2(\mathbb{R}^3);H^m(\Lambda))} \leq C \left( \max_{\{0 \leq m \}} \|\partial^\alpha f\|_\infty \right) (K_H^{\prime\prime})^{m-2k}.
$$

(F.31)

Proof. We will actually prove the slightly stronger statement that for all $|\beta| \leq m + 2k$, the expression

$$
A_{f,\beta} := f\partial^\beta(-\Delta^N + d^{-2})^{-k}\mathbb{1}_{[0,K_H^{\prime\prime}]}(|p|),
$$

defines a bounded map from $L^2(\mathbb{R}^3)$ to itself with

$$
\|A_{f,\beta}\| \leq C \left( \max_{\{0 \leq m \}} \|\partial^\alpha f\|_\infty \right) (K_H^{\prime\prime})^{m-|\beta|+2k}.
$$

(F.33)

From this we easily get the statement of the lemma using Leibniz’ rule.

We will use the following elementary consideration in the proof. For a multi-index $\beta = (\beta_1, \beta_2, \beta_3) \in \mathbb{N}_0^3$, we define

$$
s_{\beta}(x) = s_{\beta}(x_1, x_2, x_3) := \prod_{j=1}^{3} \cos(\pi x_j)^{\beta_j}.
$$

(F.34)

If $f$ satisfies the assumptions of the lemma and $|\beta| \leq m - 1$, then the quotient $s_{\beta}^{-1}f$ defines a function which vanishes outside $(-\frac{1}{2}, \frac{1}{2})^3$ and has $m - |\beta|$ continuous derivatives (using e.g. Taylor’s formula).

We will prove (F.33) by induction in $m$ for fixed $k$. For $m = 0$ there is nothing to prove by Lemma F.2.

Suppose the statement is proved for all $m \leq m_0$ for some $m_0 \geq 0$. Let $f$ have $m_0 + 1$ continuous derivatives vanishing on the boundary of the box. Let $|\beta| \leq m_0 + 1 + 2k$ be a multiindex. We may assume that $|\beta| = m_0 + 1 + 2k$, since otherwise the desired result follows by the induction hypothesis. Decompose $\beta = \beta^\prime + \beta^\prime\prime$, for some multiindices $\beta^\prime, \beta^\prime\prime$ with $|\beta^\prime\prime| = 2k$. Let $\varphi \in L^2(\mathbb{R}^3)$ be normalized. Clearly, $\varphi' := \mathbb{1}_{[0,K_H^{\prime\prime}]}(|p|)\varphi \in C^\infty((-\frac{1}{2}, \frac{1}{2})^3)$. So by interior elliptic regularity $(-\Delta^N + d^{-2})^{-k}\varphi' \in C^\infty((-\frac{1}{2}, \frac{1}{2})^3)$. Therefore, we only have to prove the suitable bound on the $L^2$-norm on $f\partial^\beta(-\Delta^N + d^{-2})^{-k}\varphi'$, not the existence of the derivatives.

Let $h \in C^\infty(\mathbb{R})$ be non-decreasing and satisfy that $h(t) = 0$ for all $t \leq \frac{1}{2}$ and $h(t) = 1$ for all $t \geq 1$. For $T > 0$, define

$$
h_{TS}(x) = \prod_{j=1}^{3} h \left( (x_j + \frac{1}{2})T \right) h \left( (\frac{1}{2} - x_j)T \right).
$$

(F.35)
Then, \( h_T \in C_0^\infty((\frac{1}{2}, \frac{1}{2})^3) \) and \( h_T \equiv 1 \) in the box except on a \( T^{-1} \)-neighborhood of the boundary. By monotone convergence it suffices to prove the \( L^2 \)-bound on \( h_T A_{f,\beta} \varphi \), uniformly in \( T \geq 2 \).

We will start by proving, using the induction hypothesis, that for all \( |\beta| \leq 2k \), and with \( C \) independent of \( T \),

\[
\left\| \partial^\beta h_T f \partial^\gamma (-\Delta^N + d^{-2})^{-k} \varphi' \right\| \leq C \left( \max_{\{\alpha \leq m\}} \| \partial^\alpha f \|_\infty \right) (K_H'' \||\beta| + |\beta| - 2k - 1|_+) . \tag{F.36}
\]

To prove (F.36) notice first that, by Leibniz’ formula, for some constants \( c_{\gamma, \delta, \eta} \) and introducing the functions \( s_\delta \) as defined in (F.34),

\[
h_T f \partial^\beta - \partial^\beta h_T f = \sum_{\gamma+\delta+\eta=\beta, \gamma<\beta} c_{\gamma, \delta, \eta} \partial^\delta h_T (s_\delta^{-1} \partial^\eta f) \partial^\gamma . \tag{F.37}
\]

Here the function \( (s_\delta \partial^\delta h_T) \) is uniformly bounded in \( T \) and the function \( (s_\delta^{-1} \partial^\eta f) \) satisfies the assumptions of the lemma with \( m = m_0 + 1 - |\eta| - |\delta| \). Notice that \( |\gamma + \beta'| = |\beta'| + |\beta| - |\delta + \eta| \leq m_0 + 1 + 2k - |\delta| - |\gamma| \). Due to the sharp inequality in the summation over mutliindices, this implies that we can apply the induction hypothesis termwise when the sum acts on \( \partial^\beta (-\Delta^N + d^{-2})^{-k} \varphi' \), resulting in (F.36).

Using (F.36), we may write

\[
h_T A_{f, \beta} \varphi = \partial^\beta h_T f \partial^\gamma (-\Delta^N + d^{-2})^{-k} \varphi' + \psi'_T , \tag{F.38}
\]

where \( \psi'_T \) satisfies

\[
\| \psi'_T \| \leq C \left( \max_{\{\alpha \leq m\}} \| \partial^\alpha f \|_\infty \right) (K_H' \||\beta| - 2k - 1|_+ . \tag{F.39}
\]

So it suffices to prove that (uniformly in \( T \)),

\[
\| \partial^\beta h_T f \partial^\gamma (-\Delta^N + d^{-2})^{-k} \varphi' \| \leq C \left( \max_{\{\alpha \leq m\}} \| \partial^\alpha f \|_\infty \right) (K_H'' \||\beta| - 2k|_+ . \tag{F.40}
\]

For this we use the commutator formula,

\[
\partial^\beta h_T f \partial^\gamma (-\Delta^N + d^{-2})^{-k} \varphi' = \left( \partial^\beta (-\Delta^N + d^{-2})^{-k} \right) h_T f \partial^\gamma \varphi' + \partial^\beta (-\Delta^N + d^{-2})^{-k}[(\Delta^N + d^{-2})^k, h_T f \partial^\gamma ](-\Delta^N + d^{-2})^{-k} \varphi' . \tag{F.41}
\]

Here we can easily estimate the first term on the right as follows, using the presence of \( h_T \) to remove the localization \( \theta \) in \( \varphi' \),

\[
\| \partial^\beta (-\Delta^N + d^{-2})^{-k} h_T f \partial^\gamma \varphi' \| \leq \| \partial^\beta (-\Delta^N + d^{-2})^{-k} h_T f \partial^\gamma \| \| h_T f \partial^\gamma \|_1 [0, K_H' \|\|] \phi \| \leq C (K_H')^{|\beta| . \tag{F.42}
\]

with \( C \) independent of \( T \), where we used Lemma (F.2) in the last step.

To estimate the commutator term in (F.41) we notice that due to the presence of \( h_T \), the boundary conditions are automatically satisfied and

\[
((-\Delta^N + d^{-2})^k, h_T f \partial^\gamma) = [(-\Delta + d^{-2})^k, h_T f \partial^\gamma] = [(-\Delta + d^{-2})^k, h_T f \partial^\gamma]
\]
is just a differential operator of order \( 2k - 1 + |\beta'| = m_0 \). Now we can use (F.36) and the assumption \( d^{-2} \leq K_H' \) to finish the proof.

\[\square\]
F.2 Proof of Lemma 5.3

Recall that \( R \) is the radius of the support of the potential \( v \) and that \( \varepsilon_N \) is the parameter defined in (4.22) involved in the definition of the kinetic energy \( T \) from (4.27).

**Proposition F.5.** Suppose that Assumption D.1 is satisfied and \( \rho_p a^3 \) is sufficiently small. Let \( T \) be as defined in (4.27). Then,

\[
T \geq \varepsilon_N (\Delta^N) + \frac{1}{4} Q_{\chi\Lambda}(\Delta^N)_{\chi\Lambda} Q - C \varepsilon_T (ds\ell)^{-2}, \tag{F.43}
\]

and

\[
T^2 \geq \frac{1}{2} \varepsilon_N^2 (\Delta^N)^2 + \frac{1}{4} \varepsilon_N Q_{\chi\Lambda} |p|^4_{\chi\Lambda} Q + \frac{1}{2} (1 - \varepsilon_N)^2 (Q_{\chi\Lambda} T(p)_{\chi\Lambda} Q)^2 - C \varepsilon_T^2 (ds\ell)^{-4}. \tag{F.44}
\]

**Proof.** Notice first that \( T \) is self-adjoint with domain given by \( D(\Delta^N) \) and quadratic form domain \( H^1(\Lambda) \).

We write the kinetic energy as

\[
T := \varepsilon_N (\Delta^N) + (1 - \varepsilon_N) Q_{\chi\Lambda} T(p)_{\chi\Lambda} Q + A'' \tag{F.45}
\]

where

\[
A'' := (1 - \varepsilon_N) \left\{ \frac{1}{2} \varepsilon_T (ds\ell)^{-2} \frac{-\Delta^N}{\Delta^N + (ds\ell)^{-2}} + b \ell^{-2} Q + b \varepsilon_T (ds\ell)^{-2} Q_{1(d-2\ell^{-1},\infty)(\sqrt{-\Delta})} \right\} \tag{F.46}
\]

is bounded and \( T(p) \) from (4.30).

Notice that

\[
0 \leq p^2 - T(p) \leq |p|(sl)^{-1} (1 - \varepsilon_t + \varepsilon_T d^{-1}) + \frac{1}{4(s\ell)^2} (1 - \varepsilon_T + \varepsilon_T d^{-2}). \tag{F.47}
\]

Clearly \( A'' \) is positive, so using (D.5) and applying a simple bound on \( T(p) \), we find (F.43).

We next calculate \( T^2 \). Using a Cauchy-Schwarz inequality, and that \( \chi_{\Lambda} \) vanishes on \( \partial \Lambda \), we see that

\[
T^2 \geq \frac{1}{2} \varepsilon_N^2 (\Delta^N)^2 + \frac{1}{4} \varepsilon_N Q_{\chi\Lambda} T(p)_{\chi\Lambda} Q^2 + \varepsilon_N (1 - \varepsilon_N) Q (2\chi_{\Lambda} p^2 T(p)_{\chi\Lambda} + [-\Delta^N, \chi_{\Lambda}] T(p)_{\chi\Lambda} - \chi_{\Lambda} T(p)_{\chi\Lambda} (-\Delta^N, \chi_{\Lambda}) ) Q - C(A'')^2.
\]

We continue the calculation on the commutators,

\[
[-\Delta^N, \chi_{\Lambda}] T(p)_{\chi\Lambda} - \chi_{\Lambda} T(p)_{[-\Delta^N, \chi_{\Lambda}]} = C_1 + C_2 \tag{F.48}
\]

with

\[
C_1 := ((\Delta \chi_{\Lambda}) T(p)_{\chi\Lambda} + \chi_{\Lambda} T(p) (\Delta \chi_{\Lambda})),
\]

\[
C_2 := 2 (-i) \sum_{j=1}^3 ((\partial_{x_j} \chi_{\Lambda}) p_j T(p)_{\chi\Lambda} - \chi_{\Lambda} p_j T(p) (\partial_{x_j} \chi_{\Lambda})). \tag{F.49}
\]

We will prove that

\[
\pm ([-\Delta^N, \chi_{\Lambda}] T(p)_{\chi\Lambda} - \chi_{\Lambda} T(p)_{[-\Delta^N, \chi_{\Lambda}])} \leq \chi_{\Lambda} p_4^{3} \chi_{\Lambda} + C(s\ell)^{-4} (\varepsilon_T d^{-2})^2. \tag{F.50}
\]
Recall for later use that \( s \ll 1 \) and \( \varepsilon_T d^{-2} \gg 1 \) by (D.5).

By Cauchy-Schwarz and \( 0 \leq \tau(p) \leq p^2 \), we find

\[
C_1 \leq \frac{1}{2} \chi \Lambda p^2 \tau(p) \chi_{\Lambda} + C \ell^{-4}, \tag{F.51}
\]

so (F.50) is valid for \( C_1 \).

We rewrite \( C_2 \) as

\[
C_2 = C_{2,1} + C_{2,2}, \tag{F.52}
\]

with

\[
C_{2,1} := 2(-i) \sum_{j=1}^{3} \left( (\partial_{x_j} \chi_{\Lambda} \partial_j (-\Delta) \chi_{\Lambda} - \chi \Lambda p_j (-\Delta) (\partial_{x_j} \chi_{\Lambda}) \right),
\]

\[
C_{2,2} := 2(-i) \sum_{j=1}^{3} \left( (\partial_{x_j} \chi_{\Lambda} \partial_j (\tau(p) - p^2) \chi_{\Lambda} - \chi \Lambda p_j (\tau(p) - p^2) (\partial_{x_j} \chi_{\Lambda}) \right). \tag{F.53}
\]

On \( C_{2,1} \) we commute again, to get

\[
C_{2,1} = 2(-i) \sum_{j=1}^{3} \left( [\partial_{x_j} \chi_{\Lambda}, p_j (-\Delta)] \chi_{\Lambda} + [p_j (-\Delta), \chi_{\Lambda}] \partial_{x_j} \chi_{\Lambda} \right)
= 2 \sum_{j,k} \left( [\partial_{x_j} \chi_{\Lambda}, \partial_j \partial_k^2] \chi_{\Lambda} + [\partial_j \partial_k^2, \chi_{\Lambda}] (\partial_{x_j} \chi_{\Lambda}) \right). \tag{F.54}
\]

At this point we use that \( \chi \) can be written as \( \chi = f^2 \), where \( f \) has \( M/2 \) bounded derivatives. Therefore, with \( f_{\Lambda}(x) := f(x/\ell) \), we find \( (\partial_{j} \chi_{\Lambda}) = 2 f_{\Lambda}(\partial_{j} f_{\Lambda}) \), so we can organize the terms as

\[
C_{2,1} = \sum_{j,k} (f_k^2 p_j \partial_j R_{j,k}^{(0)} + h.c.) + (f_{\Lambda} p_j R_j^{(1)} + h.c.) + R^{(2)}, \tag{F.55}
\]

where \( |R^{(i)}| \leq C \ell^{-i-2} \). Therefore, using a standard IMS-like commutator formula in the second step,

\[
\pm C_{2,1} \leq \sum_{j,k} \frac{1}{100} f_k^2 p_j^2 \partial_j^2 f_{\Lambda}^2 + \ell^{-2} \sum_{j=1}^{3} f_{\Lambda} p_j^2 f_{\Lambda} + C \ell^{-4}
= \frac{1}{100} \chi \Lambda p^4 \chi_{\Lambda} + \ell^{-2} \sum_{j=1}^{3} (f_k^2 p_j^2 + p_j^2 f_{\Lambda}^2 - (\partial_j f_{\Lambda})^2) + C \ell^{-4}
\leq \frac{1}{50} \chi \Lambda p^4 \chi_{\Lambda} + C \ell^{-4}. \tag{F.56}
\]

So \( C_{2,1} \) is also compatible with (F.50).

To finally estimate \( C_{2,2} \) we use (F.47). Therefore, by repeated Cauchy-Schwarz, and that \( \varepsilon_T d^{-2} \gg 1 \) by (D.5), we see that

\[
\pm C_{2,2} \leq \frac{1}{100} \chi \Lambda p^4 \chi_{\Lambda} + C(s \ell)^{-2} (1 + \varepsilon_T d^{-1})^2 \ell^{-2} + \ell^{-2} \frac{1}{100} \chi \Lambda p^2 \chi_{\Lambda} + C(s \ell)^{-4} (1 + \varepsilon_T d^{-2})^2
\leq \frac{1}{50} \chi \Lambda p^4 \chi_{\Lambda} + C(s \ell)^{-4} (\varepsilon_T d^{-2})^2, \tag{F.57}
\]

in agreement with (F.50).

Therefore, inserting (F.50) and using again (F.47), we find (F.44). This finishes the proof of Proposition F.5.
From Proposition F.5 and the definition of $Q_L'$ we immediately get the following estimates, since $Q\varphi = Q_L'\varphi = \varphi$ for $\varphi \in \text{Ran } Q_L'$.

**Corollary F.6.** Suppose that Assumption D.1 is satisfied and $\rho_n a^3$ is sufficiently small. If $\varphi \in \text{Ran } Q_L'$ and is normalized in $L^2$, then

$$\|\nabla \varphi\|_2 \leq C\varepsilon^{-1/2}K_H^{-1}\epsilon^{-1}, \quad \|(-\Delta_N)\varphi\|_2 \leq C\varepsilon^{-1}(K_H^{-1}\epsilon^{-1})^2, \quad (F.58)$$

and

$$\|\nabla (\chi_N \varphi)\|_2 \leq CK_H^{-1}, \quad \|\Delta (\chi_N \varphi)\|_2 \leq C\varepsilon^{-1/2}(K_H^{-1}\epsilon^{-1})^2. \quad (F.59)$$

We also need the following Sobolev-type inequality$^4$.

**Lemma F.7.** There exists a uniform constant $C > 0$ such that the following is true. For $L > 0$, let $\Delta_N^N$ denote the Neumann Laplace operator on $[-\frac{L}{2}, \frac{L}{2}]^3$. Then, for all $f \in D(-\Delta_N^N)$ with $\int_{[-\frac{L}{2}, \frac{L}{2}]^3} f(x) \, dx = 0$, we have

$$\|f\|_\infty \leq C \|\nabla f\|_{L^2([-\frac{L}{2}, \frac{L}{2}]^3)}^\frac{1}{2} - \Delta_N f\|_{L^2([-\frac{L}{2}, \frac{L}{2}]^3)}^\frac{1}{2}. \quad (F.60)$$

Also, for all $f \in H^2(\mathbb{R}^3)$,

$$\|f\|_\infty \leq C \|\nabla f\|_{L^2(\mathbb{R}^3)}^\frac{1}{2} - \Delta f\|_{L^2(\mathbb{R}^3)}^\frac{1}{2}. \quad (F.61)$$

**Proof.** We will only prove (F.60), the case of $\mathbb{R}^3$ in (F.61) follows easily using the same ideas and the Fourier transform. We use the well-known $L^2$-normalized eigenfunctions $u_n$ of $-\Delta_N^N$, for $n \in \mathbb{N}_0$ with eigenvalues $\lambda_n = \frac{\pi^2 n^2}{L^2}$. Notice the uniform bounds $|u_n(x)| \leq C_0 L^{-3/2}$ for all $x$ and $L$.

Let $f \in D(-\Delta_N^N)$ with $\int_{[-\frac{L}{2}, \frac{L}{2}]^3} f(x) \, dx = 0$ be given. By scaling invariance of (F.60), we may assume that $\|\nabla f\|_{L^2([-\frac{L}{2}, \frac{L}{2}]^3)} = \| - \Delta_N f\|_{L^2([-\frac{L}{2}, \frac{L}{2}]^3)}$, so it suffices to show that

$$\|f\|_2^2 \leq C \left( \|\nabla f\|_{L^2([-\frac{L}{2}, \frac{L}{2}]^3)}^2 \right) + \| - \Delta_N f\|_{L^2([-\frac{L}{2}, \frac{L}{2}]^3)}^2 \right), \quad (F.62)$$

with $C$ independent of $f$ and $L$.

But using the expansion of $f$ in eigenfunctions, with $c_n = (f, u_n)$, and noticing that $c_0 = 0$, we get by Cauchy-Schwarz,

$$|f(x)|^2 \leq C_0 L^{-3} \left( \sum_{n \neq 0} (\lambda_n + \lambda_n^2)^{-\frac{1}{2}} \right) \left( \sum_{n \neq 0} (\lambda_n + \lambda_n^2)^{-\frac{1}{2}} \right) \left( \sum_{n \neq 0} (\lambda_n + \lambda_n^2)^{-1} \right) \left( \sum_{n \neq 0} (\lambda_n + \lambda_n^2)^{-1} \right) \left| c_n \right|^2. \quad (F.63)$$

Therefore, it suffices to prove that $L^{-3} \sum_{n \neq 0} (\lambda_n + \lambda_n^2)^{-1}$ is bounded uniformly in $L$. But clearly,

$$L^{-3} \sum_{n \neq 0} (\lambda_n + \lambda_n^2)^{-1} \leq L^{-3} \sum_{n \neq 0} \lambda_n^{-2} = L \sum_{n \neq 0} \pi^{-4} n^{-4}, \quad (F.64)$$

so it suffices to consider the case of large values of $L$. When $L \to \infty$ the sum converges to the convergent integral $\int_{\mathbb{R}^3} (\pi^2 k^2 + \pi^4 k^4)^{-1} \, dk$. This finishes the proof.

$^4$The authors are grateful to Rupert Frank for communicating (F.61) to them.
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