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Abstract. We identify the exit path $\infty$-category of the reductive Borel–Serre compactification as the nerve of a 1-category defined purely in terms of rational parabolic subgroups and their unipotent radicals. As immediate consequences, we identify the fundamental group of the reductive Borel–Serre compactification, recovering a result of Ji–Murty–Saper–Scherk, and we obtain a combinatorial incarnation of constructible complexes of sheaves on the reductive Borel–Serre compactification as elements in a derived functor category.
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1. Introduction

Background. Let \(G\) be a connected reductive linear algebraic group defined over \(\mathbb{Q}\) whose centre is anisotropic over \(\mathbb{Q}\). Let \(\Gamma \leq G(\mathbb{Q})\) be a neat arithmetic group and consider the symmetric space \(X\) of maximal compact subgroups of \(G(\mathbb{R})\) on which \(\Gamma\) acts by conjugation. The locally symmetric space \(\Gamma \backslash X\) is a smooth manifold and a model for the classifying space of \(\Gamma\); it is compact if and only if the \(\mathbb{Q}\)-rank of \(G\) is zero. The problem of compactifying such locally symmetric spaces has given rise to a number of different compactifications well suited for different purposes. In this paper we study the Borel–Serre and reductive Borel–Serre compactifications.

The Borel–Serre compactification \(\Gamma \backslash X^{BS}\), introduced in 1973 by Borel and Serre, is a compactification of \(\Gamma \backslash X\) with the same homotopy type ([BS73]). This construction enabled Borel to calculate the rank of the \(K\)-groups \(K_i(O_K)\), where \(O_K\) is the ring of integers in a number field \(K\) ([Bor74]). Quillen also used the Borel–Serre compactification to show that these same \(K\)-groups, \(K_i(O_K)\), are finitely generated ([Qui73a]).

The reductive Borel–Serre compactification \(\Gamma \backslash X^{RBS}\) was introduced by Zucker in 1982 to facilitate the study of \(L^2\)-cohomology of \(\Gamma \backslash X\) ([Zuc83], see also [GHM94]). It is a quotient of the Borel–Serre compactification, \(\Gamma \backslash X^{BS} \to \Gamma \backslash X^{RBS}\), and it remedies the failure of \(\Gamma \backslash X^{BS}\) to support \(L^2\)-partitions of unity. The reductive Borel–Serre compactification has been studied extensively and has come to play a central role in the theory of compactifications. It is well-suited for studying the \(L^p\)-cohomology of \(\Gamma \backslash X\) ([Zuc01]), it dominates all Satake compactifications ([BJ06, III.15.2]), and it plays an important role in parametrising the continuous spectrum of \(\Gamma \backslash X\) ([JM02]). It is used to define weighted cohomology ([GHM94]) which is the main ingredient in the topological trace formula ([GM92, GM03]) exploiting the fact that \(L^2\)-cohomology can be expressed locally on the reductive Borel–Serre compactification. It has moreover motivated the theory of \(L\)-modules ([Sap05a, Sap05b]) which is used to prove a conjecture of Rapoport ([Rap86]) and Goresky–MacPherson ([GM88]) relating the intersection cohomology of the reductive Borel–Serre compactification with that of certain Satake compactifications.

We will study these spaces as stratified topological spaces and determine their stratified homotopy type, or more precisely their exit path \(\infty\)-categories. The Borel–Serre compactification \(\Gamma \backslash X^{BS}\) is naturally stratified as a manifold with corners over the poset of \(\Gamma\)-conjugacy classes of rational parabolic subgroups of \(G\). This stratification descends along the quotient map \(\Gamma \backslash X^{BS} \to \Gamma \backslash X^{RBS}\), equipping the reductive Borel–Serre compactification with a natural stratification.
Given a sufficiently nice stratified space $X$, one can define its exit path $\infty$-category $\Pi^\text{exit}_\infty(X)$ ([Lur17, Definition A.6.2 and Theorem A.6.4]); this is a natural analogue of the fundamental $\infty$-groupoid for topological spaces. Intuitively, the exit path $\infty$-category has as objects the points of the stratified space and as morphisms the paths which can only move “upwards” in the stratification, i.e. if $X_i \subset X_j$ for two distinct strata $X_i, X_j \subset X$, then a path can move from $X_i$ to $X_j$, but not the other way. The higher simplices are stratum preserving homotopies between such “exit paths”, and stratum preserving homotopies between such homotopies etc.

The most important feature of the exit path $\infty$-category is that it classifies constructible sheaves, that is, sheaves which are locally constant on each stratum. This generalises the classical result that for a sufficiently nice topological space $X$, the monodromy functor gives an equivalence between representations of the fundamental groupoid and locally constant sheaves on $X$. It was observed by MacPherson that for stratified spaces, one can define an exit path category which in the same way classifies constructible sheaves ($1$-categorically). Treumann gave a $2$-categorical version of this result ([Tre09]), and Lurie developed the $\infty$-categorical setting, defining the exit path $\infty$-category and generalising MacPherson’s observation ([Lur17, Theorem A.9.3]).

**Main results.** Let $G$, $\Gamma$ and $X$ be as above and assume that $G$ has positive $\mathbb{Q}$-rank so that $\Gamma \backslash X$ is non-compact. Let $\mathcal{P}$ denote the poset of rational parabolic subgroups of $G$. For all $P \in \mathcal{P}$, let $N_P \leq P$ denote the unipotent radical of $P$ and write $\Gamma_{N_P} := \Gamma \cap N_P(\mathbb{Q})$.

Our main theorem is the following.

**Theorem 4.3.** The exit path $\infty$-category of the reductive Borel–Serre compactification $\Gamma \backslash X^{RBS}$ is equivalent to the nerve of its homotopy category. This in turn is equivalent to the category $\mathcal{C}^{RBS}_\Gamma$ with objects the rational parabolic subgroups of $G$ and hom-sets

$$\mathcal{C}^{RBS}_\Gamma(P, Q) = \{ \gamma \in \Gamma \mid \gamma P \gamma^{-1} \leq Q \}/\Gamma_{N_P},$$

for all $P, Q \in \mathcal{P}$, where $\Gamma_{N_P}$ acts by right multiplication, and composition is given by multiplication of representatives.

The two important things to note here, is that the exit path $\infty$-category is equivalent to a $1$-category, and that the definition of this $1$-category makes no reference to the space $\Gamma \backslash X^{RBS}$, but is defined purely in terms of the poset of rational parabolic subgroups, their unipotent radicals and the conjugation action of $\Gamma$ on this poset. As an intermediate step towards this identification, we identify the exit path $\infty$-categories of the partial Borel–Serre compactification $X^{BS}$ of $X$ and the Borel–Serre compactification $\Gamma \backslash X^{BS}$ of $\Gamma \backslash X$. We also show that the equivalences can be chosen to be compatible with the quotient maps $X^{BS} \to \Gamma \backslash X^{BS} \to \Gamma \backslash X^{RBS}$ by choosing compatible basepoints.

We have the following corollaries of the main theorem.

**Corollary 5.1.** The reductive Borel–Serre compactification $\Gamma \backslash X^{RBS}$ is weakly homotopy equivalent to the geometric realisation of $\mathcal{C}^{RBS}_\Gamma$. 
This immediately recovers the following result of Ji–Murty–Saper–Scherk ([JMSS15, Corollary 5.3]).

**Corollary 5.2.** The fundamental group of the reductive Borel–Serre compactification $\Gamma \backslash X^{RBS}$ is isomorphic to the group $\Gamma / E_{\Gamma}$, where $E_{\Gamma} \triangleleft \Gamma$ is the normal subgroup generated by the subgroups $\Gamma_{NP} \leq \Gamma$ as $P$ runs through all rational parabolic subgroups of $G$.

For a stratified space $X$ and an associative ring $R$, let $D(\text{Shv}_1(X, R))$ denote the classical derived category of sheaves on $X$ with values in left $R$-modules, and let $\text{LMod}_R^1$ denote the category of left $R$-modules. Let $D_{\text{ch}}(\text{Shv}_1(X, R))$ denote the full subcategory spanned by the complexes whose homology is constructible, and let $D_{\text{ch}, \text{cpt}}(\text{Shv}_1(X, R))$ denote the full subcategory spanned by the complexes whose homology is constructible and whose stalk complexes are perfect chain complexes. As another corollary, we get the following expression of these derived categories of sheaves as derived functor categories.

**Corollary 5.6.** Let $R$ be an associative ring. There is an equivalence of categories

$$D_{\text{ch}}(\text{Shv}_1(\Gamma \backslash X^{RBS}, R)) \simeq D(\text{Fun}(\mathcal{E}_{\Gamma}^{RBS}, \text{LMod}_R^1))$$

which restricts to an equivalence

$$D_{\text{ch}, \text{cpt}}(\text{Shv}_1(\Gamma \backslash X^{RBS}, R)) \simeq D_{\text{cpt}}(\text{Fun}(\mathcal{E}_{\Gamma}^{RBS}, \text{LMod}_R^1)),$$

where $D_{\text{cpt}}(\text{Fun}(\mathcal{E}_{\Gamma}^{RBS}, \text{LMod}_R^1)) \subset D(\text{Fun}(\mathcal{E}_{\Gamma}^{RBS}, \text{LMod}_R^1))$ is the full subcategory spanned by the complexes of functors $F_{\bullet}$ such that $F_{\bullet}(x)$ is a perfect complex for all $x \in X$.

This can be interpreted as a combinatorial incarnation of constructible complexes of sheaves on the reductive Borel–Serre compactification. In fact, we get an $\infty$-categorical result (see Theorem 5.5), but we state the $1$-categorical consequence here as this speaks of the more classical constructible derived category which has been studied in for example [Sap05a, Sap05b] and [GHM94].

The definition of the category $\mathcal{E}_{\Gamma}^{RBS}$ generalises to a purely algebraic setting of a group acting on a poset. We make this precise in Section 6 and note that this generalisation recovers some well-known categories appearing in the literature: in the setting of finite groups with a split BN-pair of characteristic $p$, we recover (the opposite of) the orbit category on the collection of $p$-radical subgroups, an object that has been studied extensively in finite group theory ([Alp87, AF90, Bou84, JMO92a, JMO92b, Gro02, Gro18], see also Section 6.2); for the mapping class group acting on (the opposite of) the augmented curve complex, we recover (the opposite of) the Charney–Lee category introduced in [CL84] and appearing also in [EG08] and [CL21] where it is shown that the homotopy type of the Deligne–Mumford compactification is given by this category. We believe that the Charney–Lee category is in fact (the opposite of) the exit path category of the Deligne-Mumford compactification which would strengthen the results of [CL84, EG08, CL21]. These types of categories also appear in joint work with Dustin Clausen, where they are introduced as models for unstable algebraic K-theory (see further comments below).
**Calculational tools.** In order to identify the exit path $\infty$-category of the reductive Borel–Serre compactification, we develop some calculation tools. Following ideas of Woolf ([Woo09]), we identify the mapping spaces in the exit path $\infty$-category as the fibres of certain fibrations, namely the end point evaluation fibrations out of the so-called *homotopy link* from the theory of homotopically stratified sets developed by Quinn ([Qui88]). With a little extra data, the resulting long exact sequences of homotopy groups enable us to identify the homotopy types of the mapping spaces. In particular, we can use this to determine whether the mapping spaces have contractible components, implying that the exit path $\infty$-category is equivalent to the nerve of its homotopy category.

We go on to study group actions on stratified spaces and to identify the exit path $\infty$-categories of the resulting quotient stratified spaces in particularly nice cases. This is done in Theorems 3.9 and 3.14 and we believe that these results should be applicable to a larger class of interesting stratified spaces. They should moreover be compared with a result of Chen–Looijenga ([CL21, Theorem 1.7]): we rephrase and slightly strengthen their result in certain situations, and the conditions that need to be satisfied for our result to apply are a local version of their conditions (see also Remark 3.20). It should be stressed, however, that the settings differ a great deal and that, apart from allowing local conditions and local data, ours is the more restrictive setting since we do not deal with the cases where the quotient stratified space is an orbispace.

**Further work.** In joint work with Dustin Clausen, we investigate how generalisations of the categories $\mathcal{C}^{RBS}_\Gamma$ model unstable algebraic K-theory ([CJ21]). For an associative ring $A$ and any finitely generated projective $A$-module $M$, we introduce a category $\text{RBS}(M)$ which is defined purely in terms of linear algebra internal to $M$ and which naturally generalises $\mathcal{C}^{RBS}_\Gamma$.

We show that if $A$ is a ring with many units, e.g. a local ring with infinite residue field, and every split submodule of $M$ is free, then the geometric realisation $|\text{RBS}(M)|$ recovers the plus-construction of $B\text{GL}(M)$. In the case of finite fields, the model we introduce is in a certain sense better than the one given by the plus-construction as it gets rid of the complicated unstable $\mathbb{F}_p$-homology of $\text{GL}_n(k)$ for $k$ a finite field of characteristic $p$. We also show that these categories in a natural way stabilise to provide a model for the (stable) algebraic K-theory space $K(A)$.

**Acknowledgements.** I would like to thank Dustin Clausen for proposing the question that has resulted in this paper and for the many fruitful conversations we have had related to this work. This paper is part of my PhD thesis at the University of Copenhagen and I would also like to thank my advisor Søren Galatius for his encouragement and helpful discussions throughout my PhD studies.

**Notation and conventions.** By $\infty$-category we mean quasicategory, that is, a simplicial set satisfying the extension property for all inner horn inclusions. We refer to [Lur09] for details.
By the homotopy category of an $\infty$-category $\mathcal{C}$, we mean the 1-category $h\mathcal{C}$ with objects the 0-simplices of $\mathcal{C}$ and morphisms the 1-simplices subject to certain relations given by the 2-simplices (see [Lur09 §1.2.3]).

Given a (1)-category $\mathcal{C}$, we define its geometric realisation $|\mathcal{C}|$ as the geometric realisation of its nerve $N^{\bullet}\mathcal{C}$. We reserve the term classifying space for groups and monoids, i.e. the classifying space $BM$ of a group $M$ is the geometric realisation of the one object category with morphisms the elements of $M$.

For a group $G$, an element $g \in G$ and a subgroup $H \leq G$, we write $gH = gHg^{-1}$ and $H^g = g^{-1}Hg$ for the conjugated subgroups, and similarly for algebraic groups and subgroups.

For a set $A$ and a subset $B \subset A$, we denote the set difference by $A - B$.

We write $[n] = \{0 < 1 < \cdots < n\}$ for the linearly ordered poset with $n + 1$ elements.

2. Stratified homotopy theory

We recall the definitions of conically stratified (poset-stratified) spaces and exit path $\infty$-categories following Lurie ([Lur17 Appendix A]). We also recall the homotopy link from the theory of homotopically stratified sets introduced by Quinn ([Qui88]) and two important properties of this space, as these will be essential for developing our calculational tools. We state the main property of the exit path $\infty$-category, namely the fact that constructible sheaves are equivalent to representations of it, and we show that this result can be extended to the constructible derived category.

2.1. Poset-stratified spaces. In the following, all posets are topologised by the Alexandroff topology, i.e. the open sets are the upwards closed sets. For a given poset $I$ and a fixed $i \in I$, we will write $I_{>i} = \{ j \in I \mid j > i \}$, and similarly $I_{\geq i}, I_{<i}, I_{\leq i}$.

**Definition 2.1.** A poset-stratified space (or simply stratified space) is a continuous map $s: X \to I$, where $X$ is a topological space and $I$ a poset. The poset $I$ is called the poset of strata and the subspace $X_i = s^{-1}(i)$ is called the $i$’th stratum. A stratum preserving (or stratified) map from $s: X \to I$ to $r: Y \to J$ is a pair of continuous maps $(f: X \to Y, \theta: I \to J)$ such that $r \circ f = \theta \circ s$.

**Remark 2.2.** When no confusion can occur, we omit the poset of strata and refer to a stratified space $s: X \to I$ simply by $X$. If we want to stress that $X$ is stratified over the poset $I$, then we say that $X$ is an $I$-stratified space. Similarly, when considering a stratum preserving map $(f, \theta)$, we may omit the order-preserving map $\theta$.

The strata $X_i, i \in I$, define a partition of $X$, and continuity of $s$ is equivalent to requiring the upward unions of strata to be open in $X$, i.e. $\bigcup_{j \geq i} X_j \subset X$ is open for all $i \in I$. The closure relations in the partition translate to poset relations in $I$: if $X_i \subset X_j$, then $i \leq j$. It will often be the case in naturally occurring examples that $X_i \subset X_j$ if and only if $i \leq j$. 

Definition 2.3. Let \( s: Y \to I \) be a stratified space. The (open) cone on \( Y \) is the stratified space \( s^\ast: C(Y) \to I^\ast \) defined as follows: the poset of strata is \( I^\ast := I \cup \{-\infty\} \) with \(-\infty \leq i\) for all \( i \in I \); as a set \( C(Y) = (Y \times (0, 1)) \coprod * \), and \( U \subseteq C(Y) \) is open, if and only if:

(i) \( U \cap (Y \times (0, 1)) \) is open;
(ii) * \( \in U \) implies \( Y \times (0, \varepsilon) \subseteq U \) for some \( \varepsilon > 0 \).

The stratification map \( s^\ast \) is given by \( s^\ast(x, t) = s(x) \) and \( s^\ast(*) = -\infty \).

Remark 2.4. The topology of \( C(Y) \) above coincides with the teardrop topology on the open cone of \( Y \) (see for example [HTWW00]). If \( Y \) is compact Hausdorff, then \( C(Y) \) is homeomorphic to the pushout \((Y \times [0, 1]) \coprod_{Y \times \{0\}} * \).

Note that if \( Y \) is metrisable, then by [HTWW00, Lemma 3.15], so is the stratified cone \( C(Y) \).

Definition 2.5. An \( I \)-stratified space \( X \) is conically stratified at \( x \in X_i \subseteq X \), if there exists:

(i) a topological space \( V \),
(ii) an \( I_{>i} \)-stratified space \( L \),
(iii) and a stratified homeomorphism \((\varphi, \theta): V \times C(L) \xrightarrow{\cong} U \) onto a neighbourhood \( U \) of \( x \) in \( X \), where \( \theta: (I_{>i})^a \to I \) is the canonical identification of \((I_{>i})^a\) with \( I_{\geq i} \subseteq I \).

We say that \( X \) is metrisably conically stratified at \( x \), if there exists a conical neighbourhood as above such that the union \( V \cup X_j \) is metrisable for all \( j > i \).

A stratified space \( X \) is conically stratified if it is conically stratified at all points, and it is metrisably conically stratified if it is metrisably conically stratified at all points.

Remark 2.6. We will often write that a point \( x \in X_i \) admits a conical neighbourhood \( \varphi: V \times C(L) \xrightarrow{\cong} U \), in which case we implicitly assume that \( L \) is an \( I_{>i} \)-stratified space, \( V = U \cap X_i \) and \( \varphi \) is a stratified homeomorphism identifying \( I_{>i}^a \) with \( I_{\geq i} \).

We call \( L \) a link space of \( x \) in \( X \). We cannot in general speak of the link space of \( x \), although in many cases it will be well-defined up to some sort of equivalence. If a stratified space \( X \) is equipped with link bundles (in the sense of [GHM94]), then \( X \) is conically stratified and link spaces of any two points \( x, x' \in X_i \) are stratified homeomorphic. If \( X \) is homotopically stratified (in the sense of [Qu88]), then \( X \) is conically stratified and link spaces of any two points \( x, x' \in X_i \) are homotopy equivalent.

Example 2.7. Let \( M \) be a smooth manifold with corners of dimension \( n \), i.e. a space modelled smoothly upon open subsets of a quadrant in \( \mathbb{R}^n \). A point \( x \in M \) has index \( j \), if there is a chart \((U, \varphi)\) on \( M \), such that \( \varphi(x) \) has exactly \( j \) coordinates equal to zero. Let \( M_j \subseteq M \) denote the subspace consisting of points of index \( j \); it is a smooth manifold of dimension \( n - j \). The standard stratification of \( M \) as a manifold with corners is by the path components of the \( M_j, j = 0, \ldots, n \). Let \( N \subseteq M_j \subseteq M \) be a stratum, that is a path component, and let \( x \in N \). \( N \) is of codimension \( j \) in \( M \), and there is a conical neighbourhood \( x \in U \cong V \times C(\Delta^{j-1}) \), where \( \Delta^{j-1} \) is the standard \((j - 1)\)-simplex stratified as a manifold with corners.
Manifolds with corners have more rigorous structure, namely mapping cylinder neighbourhoods of each stratum, not just conical neighbourhoods of points — this is the case for many naturally occurring stratified spaces, but we will only need to local data, so we refrain from going into this.

**Definition 2.8.** The *standard stratified $n$-simplex* is the standard $n$-simplex

$$\Delta^n = \{(t_0, \ldots, t_n) \in [0,1]^n \mid \sum t_i = 1\}$$

stratified by the map $s_n : \Delta^n \to [n]$ defined by

$$s_n(t_0, \ldots, t_k, 0, \ldots, 0) = k \quad \text{if} \quad t_k \neq 0.$$

In other words, $s_n$ maps the subspace $\Delta^0, \ldots, k - \Delta^0, \ldots, k - 1 \subset \Delta^n$ to $k$, where $\Delta^0, \ldots, j$ denotes the face spanned by the vertices $0, 1, \ldots, j$.

**Remark 2.9.** Note that the standard stratified simplex is not stratified as a manifold with corners, but rather in a way that retains the combinatorial information. It can be identified with the $(n + 1)$-fold stratified closed mapping cone of a point, where the closed mapping cone is the stratified space obtained by replacing $(0,1)$ by $(0,1]$ in Definition 2.3.

### 2.2. Homotopy links

It will be convenient for us to use a homotopical version of link spaces, namely the homotopy link defined by Quinn in his study of homotopically stratified sets ([Qui88]).

**Definition 2.10.** Let $X$ be a topological space and $Y \subseteq X$ a subspace. The *homotopy link* of the pair $(X,Y)$ is the subspace

$$H(X,Y) = \{\gamma : [0,1] \to X \mid \gamma(0) \in Y, \gamma((0,1]) \subseteq X - Y\} \subseteq C([0,1], X)$$

of the path space of $X$ equipped with the compact-open topology.

Let $X$ be a topological space and $Y \subseteq X$ a closed subspace. If we stratify $X$ over $\{0 < 1\}$ by sending $Y$ to $0$ and $X - Y$ to $1$, then the points of $H(X,Y)$ can be identified with the stratum preserving maps $\sigma : \Delta^1 \to X$ starting in $Y$ and ending in $X - Y$.

We need two fundamental facts about the homotopy link which hold when the pair $(X,Y)$ is sufficiently nice:

(i) the end point evaluation map

$$e : H(X,Y) \to Y \times (X - Y), \quad \gamma \mapsto (\gamma(0), \gamma(1)),$$

is a fibration (see Corollary A.3 and Proposition 2.11);

(ii) the homotopy link serves as a homotopical replacement for link spaces or more generally for neighbourhoods admitting a nearly strict deformation retraction (see Proposition A.8 and Proposition 2.12).

These results are well-known, but we have been unable to locate a source which does not work in a much more general or slightly different setting so for the sake of self-containment, we have chosen to include the proofs in this fairly elementary point-set topological setting (see...
Appendix [A]. These proofs also explain our need to work with metrisably conically stratified spaces.

The following is a direct consequence of Corollary [A.3], since the evaluation at zero map $e_0: H(Y \times C(Z), Y \times \{\ast\}) \to Y$ is a fibration for any topological spaces $Y$ and $Z$.

**Proposition 2.11.** Let $X$ be an $I$-stratified space. Let $i \in I$, $x \in X_i$ and $j > i$. Suppose $x$ has a conical neighbourhood $U$ and set $V = U \cap X_i$. If the union $V \cup X_j$ is metrisable, then the end point evaluation map $e: H(X_j \cup V, V) \to V \times X_j$ is a fibration.

Let $X$ be an $I$-stratified space and suppose $x \in X_i$ has a conical neighbourhood $\varphi: V \times C(L) \xrightarrow{\cong} U$.

Then the map

$$U \times [0, 1] \to U, \quad (\varphi(v, [l, s]), t) \mapsto \varphi(v, [l, st])$$

is a (stratum preserving) nearly strict direct application of Proposition [A.8], since the map $\Psi^j_{\varphi, \varepsilon}$ is the composition of the following three maps:

(i) the inclusion at $\varepsilon$, $V \times L_j \to V \times L_j \times (0, 1)$, $(v, l) \mapsto (v, l, \varepsilon)$;

(ii) the homeomorphism $V \times L_j \times (0, 1) \xrightarrow{\cong} U \cap X_j$ given by $\varphi$;

(iii) and the map $U \cap X_j \to H(X_j \cup V, V)$ of Proposition [A.8].

**Proposition 2.12.** Let $X$ be an $I$-stratified space. Let $i \in I$, $x \in X_i$ and $j > i$. Suppose $x$ has a conical neighbourhood $\varphi: V \times C(L) \xrightarrow{\cong} U$. If the union $V \cup X_j$ is metrisable, then for any choice of $\varepsilon \in (0, 1)$, the map $\Psi^j_{\varphi, \varepsilon}: V \times L_j \to H(X_j \cup V, V)$ defined above is a homotopy equivalence. In particular, if $V$ is weakly contractible, then the map $L_j \to H(X_j \cup V, V)$, $l \mapsto \gamma_{x, l, \varepsilon}$, is a weak homotopy equivalence.

2.3. **Exit path $\infty$-categories and constructible sheaves.** Following the work of Lurie, we recall the definitions of the exit path $\infty$-category and the classification of constructible sheaves as representations of the exit path $\infty$-category ([Lur17, Appendix A]).

In the following $s_n: \Delta^n \to [n]$ will denote the standard stratified $n$-simplex as defined in Definition [2.8] and $\text{Sing}(X)$ denotes the singular set of a topological space.

**Definition 2.13.** Let $s: X \to I$ be a conically stratified space. The exit path $\infty$-category of $X \to I$ is the subsimplicial set $\Pi^\text{exit}_\infty(X, I) \subset \text{Sing}(X)$ whose $n$-simplices are the maps $\sigma: \Delta^n \to X$ for which there is an order preserving map $\theta: [n] \to I$ such that $s \circ \sigma = \theta \circ s_n$. 

Remark 2.14. If $\theta$ and $\theta'$ satisfy $\theta \circ s_n = \theta' \circ s_n$, then $\theta = \theta'$, so we can also define the exit path $\infty$-category as the simplicial set with $n$-simplices the stratum preserving maps $\sigma : \Delta^n \to X$.

The stratified spaces considered in this paper come equipped with natural stratifications, so from now on, we write $\Pi^{\text{exit}}_\infty(X) = \Pi^{\text{exit}}_\infty(X, I)$, letting the poset $I$ be implicit in the notation.

The following theorem justifies the name and notation.

**Theorem 2.15** ([Lur17, Theorem A.6.4]). For a conically stratified space $X$, the simplicial set $\Pi^{\text{exit}}_\infty(X)$ is an $\infty$-category.

Thus we have a functor $\Pi^{\text{exit}}_\infty : \text{Strat} \to \text{Cat}_\infty$ (of 1-categories).

**Definition 2.16.** We define the exit path 1-category of a conically stratified space $X$ as the homotopy category of the exit path $\infty$-category of $X$ and we denote it by $\Pi^{\text{exit}}_1(X)$. ◄

**Remark 2.17.** Note that we are not taking the enriched homotopy category, but just the underlying 1-category; we deal with the higher homotopy in the mapping spaces of $\Pi^{\text{exit}}_\infty(X)$ separately.

The following remark should provide some intuition for the exit path $\infty$-category.

**Remark 2.18.** Let $X$ be a conically $I$-stratified space.

* The 0-simplices of $\Pi^{\text{exit}}_\infty(X)$ are the points of $X$.
* Identifying $\Delta^1 \cong [0, 1]$, the 1-simplices of $\Pi^{\text{exit}}_\infty(X)$ are the paths $\sigma : [0, 1] \to X$ which satisfy $\sigma(0) \in X_i$ and $\sigma(1) \in X_j$ for some $i \leq j$ in $I$. In other words, the exit paths either stay within one stratum or leave the deeper stratum instantaneously entering the stratum containing the end point. We see that the homotopy link $H(X_i \cup X_j, X_i)$ of $X_i$ in $X_i \cup X_j$ is a subset of the 1-simplices of $\Pi^{\text{exit}}_\infty(X)$.
* The morphisms in $\Pi^{\text{exit}}_\infty(X)$ are represented by 1-simplices of $\Pi^{\text{exit}}_\infty(X)$ as described above, but composition is hard to describe concretely. Intuitively, however, we can think of the composite of two such paths in $\Pi^{\text{exit}}_\infty(X)$ as the concatenation.
* For all $i \in I$, $\Pi^{\text{exit}}_\infty(X)$ contains the fundamental $\infty$-groupoid $\text{Sing}(X_i)$ as the full subcategory spanned by the points of $X_i$. ◄

The most important feature of the exit path $\infty$-category is that for sufficiently well-behaved stratified spaces, it classifies constructible sheaves. We state this for sheaves with values in any compactly generated $\infty$-category. Lurie proves it for space-valued sheaves, but the generalisation is well-known and quite elementary to prove. However, since we have been unable to locate a proof in the literature, we have included a detailed proof in the appendix, also in the hope that it makes these results more accessible to a reader without a background in $\infty$-categories. We refer to Appendix B and [Lur17, Section A.5] for proofs and details.

For a topological space $X$ and a compactly generated $\infty$-category $\mathcal{C}$, we denote by $\text{Shv}(X, \mathcal{C})$ the $\infty$-category of $\mathcal{C}$-valued sheaves on $X$ (see Appendix B.1).
Definition 2.19. Let $X$ be an $I$-stratified space and let $\mathcal{C}$ be a compactly generated $\infty$-category. A sheaf $\mathcal{F} \in \text{Shv}(X, \mathcal{C})$ is constructible if for every $i \in I$, the restriction $\mathcal{F}|_{X_i}$ is a locally constant sheaf in $\text{Shv}(X_i, \mathcal{C})$. We denote by $\text{Shv}_{\text{cbl}}(X, \mathcal{C})$ the full subcategory spanned by the constructible sheaves.

We will need impose some condition on the stratifying poset in order to classify constructible sheaves in terms of the exit path $\infty$-category:

Definition 2.20. A poset $I$ is said to satisfy the ascending chain condition if every non-empty subset of $I$ has a maximal element.

The following theorem generalises the monodromy equivalence which classifies locally constant sheaves as representations of the fundamental $\infty$-groupoid.

Theorem 2.21 ([Lur17, Theorem A.9.3] and Theorem B.9). Let $\mathcal{C}$ be a compactly generated $\infty$-category. Suppose $X$ is a conically $I$-stratified space which is paracompact and locally contractible, and that $I$ satisfies the ascending chain condition. Then there is an equivalence of $\infty$-categories

$$\Psi_X : \text{Fun}(\Pi_{\infty}^{\text{exit}}(X), \mathcal{C}) \to \text{Shv}_{\text{cbl}}(X, \mathcal{C}).$$

Remark 2.22. The result is stated in [Lur17] for spaces which are locally of singular shape, but we wish to avoid going into the technicalities involved in defining this notion here, so we restrict ourselves to locally contractible spaces.

We have the following corollary.

Corollary 2.23 ([Lur17, Corollary A.9.4]). Suppose $X$ is a conically $I$-stratified space which is paracompact and locally contractible and where $I$ satisfies the ascending chain condition. The inclusion $\Pi_{\infty}^{\text{exit}}(X) \hookrightarrow \text{Sing}(X)$ is a weak homotopy equivalence of simplicial sets, i.e. the induced map of geometric realisations $|\Pi_{\infty}^{\text{exit}}(X)| \to |\text{Sing}(X)|$ is a homotopy equivalence.

2.4. The constructible derived category of sheaves. If the exit path $\infty$-category is equivalent to the nerve of its homotopy category, then the classification of constructible sheaves as representations of the exit path $\infty$-category can be extended to give an expression of the constructible derived category of sheaves (of $R$-modules) in terms of the exit path $1$-category. The observations made in this section are quite elementary for anyone with a background in $\infty$-categories. We have chosen to be quite detailed for the sake of other potential readers.

For a Grothendieck abelian category $\mathcal{A}$ we denote by $\mathcal{D}(\mathcal{A})$ the (unbounded) derived $\infty$-category of $\mathcal{A}$ (see [Lur17 §1.3]). The homotopy category of $\mathcal{D}(\mathcal{A})$ is the classical (unbounded) derived $(1)$-category $D(\mathcal{A})$ of $\mathcal{A}$.

Let $R$ be an associative ring and let $\text{LMod}^1_R$ denote the $1$-category of left $R$-modules. Viewing $R$ as a discrete $\mathbb{E}_1$-ring, let $\text{LMod}_R$ denote the $\infty$-category of left $R$-module spectra. Then

$$\mathcal{D}(\text{LMod}^1_R) \simeq \text{LMod}_R$$
by [Lur17, Proposition 7.1.1.16]. In particular, the derived category $D(R) := D(\text{LMod}_R^1)$ is equivalent to the homotopy category of $\text{LMod}_R$. By [Lur17, Proposition 7.2.4.2], the $\infty$-category $\text{LMod}_R$ is compactly generated and the subcategory of compact objects is the $\infty$-category $\text{Perf}_\infty(R)$ of perfect modules ([Lur17, §7.2.4]). Under the equivalence above, $\mathcal{D}(\text{LMod}_R^1) \cong \text{LMod}_R$, perfect modules correspond to perfect chain complexes, i.e. complexes which are quasi-isomorphic to bounded chain complexes whose terms are finitely generated projective modules (Corollary 7.2.4.5 and Example 7.2.4.25 of [Lur17]). Let $\text{Perf}_1(R) \subseteq D(R)$ denote the full subcategory spanned by the perfect chain complexes.

Let $\text{Shv}_1(X, R)$ denote the 1-category of sheaves on $X$ with values in $\text{LMod}_R^1$. This is a Grothendieck abelian category, and we consider the derived $\infty$-category $\mathcal{D}(\text{Shv}_1(X, R))$.

**Remark 2.24.** The canonical functor

$$
\mathcal{D}(\text{Shv}_1(X, R)) \to \text{Shv}(X, \mathcal{D}(R)) \simeq \text{Shv}(X, \text{LMod}_R)
$$

is fully faithful with essential image the full subcategory $\text{Shv}^{\text{hyp}}(X, \text{LMod}_R)$ of hypercomplete sheaves, that is, sheaves which satisfy descent with respect to any hypercovering not just covering sieves ([Lur09, §6.5.2], see also the discussion at [mat]).

Constructible sheaves are hypercomplete by [Lur17, Proposition A.5.9], and we note that the subcategory $\text{Shv}_{\text{cbl}}(X, \text{LMod}_R) \subseteq \text{Shv}^{\text{hyp}}(X, \text{LMod}_R)$

corresponds to the full subcategory $\mathcal{D}_{\text{cbl}}(\text{Shv}_1(X, R)) \subseteq \mathcal{D}(\text{Shv}_1(X, R))$ spanned by the complexes whose homology sheaves are constructible. Similarly, we see that the subcategory of constructible compact-valued sheaves (i.e. whose stalk complexes are compact objects in $\text{LMod}_R$, see Definition B.8)

$$
\text{Shv}_{\text{cbl, cpt}}(X, \text{LMod}_R) \subseteq \text{Shv}_{\text{cbl}}(X, \text{LMod}_R)
$$

corresponds to the subcategory $\mathcal{D}_{\text{cbl, cpt}}(\text{Shv}_1(X, R)) \subseteq \mathcal{D}_{\text{cbl}}(\text{Shv}_1(X, R))$ spanned by the complexes whose homology sheaves are constructible and whose stalk complex is a perfect chain complex.

**Definition 2.25.** The **constructible derived category of sheaves** on $X$ with values in left $R$-modules is the full subcategory

$$
D_{\text{cbl}}(\text{Shv}_1(X, R)) \subseteq D(\text{Shv}_1(X, R))
$$

spanned by the complexes of sheaves with constructible homology sheaves. The **constructible compact-valued derived category of sheaves** on $X$ with values in left $R$-modules is the full subcategory

$$
D_{\text{cbl, cpt}}(\text{Shv}_1(X, R)) \subseteq D(\text{Shv}_1(X, R))
$$

spanned by the complexes of sheaves with constructible homology sheaves and whose stalk complex is a perfect chain complex.

We give two examples which are of interest in the study of the reductive Borel-Serre compactification, but first we make the following observation.
Remark 2.26. Suppose $R$ is a regular Noetherian ring of finite Krull dimension. Then it has finite global dimension, and thus any bounded below chain complex whose terms are finitely generated is quasi-isomorphic to a bounded complex whose terms are finitely generated projective. Therefore a constructible complex of sheaves in the sense of \cite[§1.4]{GM83} is a constructible compact-valued sheaf in the sense of Definition B.8.

Example 2.27.

(i) Let $X$ be a topological pseudomanifold with a fixed stratification and let $k$ be a field. Intersection homology of $X$ can be defined as the hypercohomology of a complex of sheaves $IC_p(X)$ on $X$ taking values in $k$-vector spaces \cite{GM80, GM83}. The complexes $IC_p(X)$ are constructible and compact-valued \cite[§3]{GM83}.

(ii) The weighted cohomology of the arithmetic group $\Gamma$ is defined as the hypercohomology of a complex of sheaves $W^pC^\bullet(E)$ on the reductive Borel–Serre compactification associated with $\Gamma$ taking values in complex vector spaces \cite{GHM94}. The complexes $W^pC^\bullet(E)$ are constructible and compact-valued \cite[Theorem 17.6]{GHM94}.

We have the following theorem.

Theorem 2.28. Let $X$ be a paracompact, locally contractible conically $I$-stratified space with $I$ satisfying the ascending chain condition, and let $R$ be an associative ring. Suppose the exit path $\infty$-category $\Pi^{exit}_\infty(X)$ is equivalent to the nerve of its homotopy category $\Pi^{exit}_1(X)$. Then there is an equivalence of $\infty$-categories

$$\Shv_{cbl}(X, \LMod_R) \simeq \mathcal{D}(\Fun(\Pi^{exit}_1(X), \LMod^1_R)),$$

which restricts to an equivalence

$$\Shv_{cbl,cpt}(X, \LMod_R) \simeq \mathcal{D}_{cpt}(\Fun(\Pi^{exit}_1(X), \LMod^1_R)),$$

where $\mathcal{D}_{cpt}(\Fun(\Pi^{exit}_1(X), \LMod^1_R))$ is the full subcategory spanned by the complexes of functors $F_\bullet$ such that $F_\bullet(x)$ is a perfect complex for all $x \in X$.

Proof. Propositions 1.3.4.25 and 1.3.5.15 of \cite{Lur17} give us the first of the following two equivalences, and the second is the one of Theorem 2.21.

$$\mathcal{D}(\Fun(\Pi^{exit}_1(X), \LMod^1_R)) \xrightarrow{\sim} \Fun(\Pi^{exit}_\infty(X), \LMod_R) \xrightarrow{\sim} \Shv_{cbl}(X, \LMod_R).$$

The restriction to compact objects is a consequence of Corollary B.12.

Taking homotopy categories, we get the following corollary.

Corollary 2.29. In the situation of Theorem 2.28 there is an equivalence of 1-categories

$$D_{cbl}(\Shv_1(X, R)) \simeq D(\Fun(\Pi^{exit}_1(X), \LMod^1_R))$$

which restricts to an equivalence

$$D_{cbl,cpt}(\Shv_1(X, R)) \simeq D_{cpt}(\Fun(\Pi^{exit}_1(X), \LMod^1_R))$$

where $D_{cpt}(\Fun(\Pi^{exit}_1(X), \LMod^1_R))$ is the full subcategory spanned by the complexes of functors $F_\bullet$ such that $F_\bullet(x)$ is a perfect complex for all $x \in X$. 


3. Calculational tools

If $X$ is a metrisably conically stratified space, then the end point evaluation maps from appropriately chosen homotopy links are fibrations (Proposition 2.11). We identify the mapping spaces of the exit path $\infty$-category $\Pi^\text{exit}_\infty(X)$ with the fibres of these fibrations and exploit the resulting long exact sequences of homotopy groups. This follows ideas of Woolf ([Woo09]). We apply these tools to determine the exit path $\infty$-category of quotients of sufficiently contractible stratified spaces under well-behaved group actions — this recovers and strengthens results of of Chen–Looijenga ([CL21]).

3.1. Mapping spaces, fibrations and long exact sequences. Recall the definition of the homotopy link given in Section 2 for a topological space $X$ and a subspace $Y \subseteq X$, the homotopy link of $Y$ in $X$ is the subspace of paths (equipped with the compact-open topology)

$$H(X,Y) = \{\gamma : I \to X \mid \gamma(0) \in Y, \gamma((0,1]) \subseteq X - Y\} \subset C(I,X).$$

We have already observed that the homotopy link is a subset of the 1-simplices in the exit path $\infty$-category. It turns out that the mapping spaces in the exit path $\infty$-category can be identified with subspaces of the homotopy link. Note that we are not yet requiring the stratified space to be metrisably conically stratified.

**Proposition 3.1.** Let $X$ be a conically $I$-stratified space, let $i < j$ in $I$ and choose $x \in X_i$, $y \in X_j$. Let $V$ be a neighbourhood of $x$ in $X_i$. The mapping space $M(x,y)$ of the exit path $\infty$-category $\Pi^\text{exit}_\infty(X)$ can be identified with the fibre $F(x,y) = e^{-1}(x,y)$ of the end point evaluation map $e : H(V \cup X_j, V) \to V \times X_j$, $\gamma \mapsto (\gamma(0), \gamma(1))$.

**Proof.** Write $S := \Pi^\text{exit}_\infty(X)$. We use the following model for the mapping space:

$$M(x,y) = \{x\} \times_S \Delta_i^1 \times_S \{y\}.$$

That is, an $n$-simplex of $M(x,y)$ is a simplicial map $\sigma : (\Delta^n \times \Delta^1)_\bullet \to S$ which satisfies $\sigma(\Delta^n_x \times \{0\}) = \{x\}$ and $\sigma(\Delta^n_x \times \{1\}) = \{y\}$ (see [Lur09 §1.2.2]).

The simplicial sets $(\text{Sing} X)^{\Delta^1_i}$ and $\text{Sing}(X|^{\Delta^1_i})$ are isomorphic via the adjunction $|-\dashv \text{Sing}$ and the exponential law for topological spaces. By translating the conditions on the sub-simplicial sets $M(x,y) \subseteq (\text{Sing} X)^{\Delta^1_i}$ and $\text{Sing}(F(x,y)) \subseteq \text{Sing}(X|^{\Delta^1_i})$ across this isomorphism, we see that it restricts to an isomorphism $M(x,y) \cong \text{Sing}(F(x,y))$. \hfill $\Box$

**Remark 3.2.** Let $X$ be a conically $I$-stratified space, let $i,j \in I$, $x \in X_i$, $y \in X_j$ and let $V$ be a neighbourhood of $x$ in $X_i$. The proposition above implies that if $i \neq j$, then $M(x,y) \subseteq H(V \cup X_j, V)$. If $i = j$, then $M(x,y) \cap H(V \cup X_i, V) = \emptyset$, as $V$ is a neighbourhood of $x$ in $X_i$. In this case, however, $M(x,y)$ is the mapping space in the $\infty$-category $\text{Sing}(X_i)$ which can be identified with the fibre of the path space fibration of $X_i$ with respect to the basepoint $x$. Hence, $M(x,y)$ is either empty or homotopy equivalent to the loop space $\Omega(X_i, x)$. \hfill $\circ$
The end point evaluation map from the homotopy link is a fibration in certain situations, for example when the stratified space is metrisably conically stratified (Proposition 2.11). The following proposition simply rewrites the long exact sequence of homotopy groups arising from this fibration. To state the proposition, we need to fix some notation and various basepoints and maps — this is done in what we for future reference will call a preamble (there is a picture below which might help to clarify the situation).

**Preamble 3.3.** Let $X$ be a conically $I$-stratified space and let $i < j$ in $I$. Fix points $x_i \in X_i$, $x_j \in X_j$ and suppose there is a conical neighbourhood $U_i$ of $x_i$ in $X$ with a stratified homeomorphism $\phi_i: V_i \times C(L_i) \to U_i$, where $V_i$ is a weakly contractible neighbourhood of $x_i$ in $X_i$ and the union $V_i \cup X_j$ is metrisable. Suppose $M(x_i, x_j) \neq \emptyset$ and fix a path $\gamma_{ij} \in M(x_i, x_j)$; fix also an $\varepsilon \in (0, 1)$, for instance $\varepsilon = \frac{1}{2}$.

The end point evaluation map

$$e_{ij}: H(V_i \cup X_j, V_i) \to V_i \times X_j, \quad \gamma \mapsto (\gamma(0), \gamma(1))$$

is a fibration (Proposition 2.11) and in view of Proposition 3.1 we may identify $M(x_i, x_j)$ with the fibre $e_{ij}^{-1}(x_i, x_j)$. Writing $L_{ij} = (L_i)_j$ for the $j$th stratum of the link space, the map

$$\Psi_{ij}: L_{ij} \to H(V_i \cup X_j, V_i), \quad l \mapsto (\gamma_{x_i,l,\varepsilon}: t \mapsto \varphi_i(x_i, [l, t\varepsilon]))$$

is a homotopy equivalence (Proposition 2.12). Fix a homotopy inverse

$$\Psi_{ij}^h: H(V_i \cup X_j, V_i) \to L_{ij}$$

and a homotopy

$$h: H(V_i \cup X_j, V_i) \times [0, 1] \to H(V_i \cup X_j, V_i), \quad h: \text{id} \sim \Psi_{ij} \circ \Psi_{ij}^h.$$ Consider the embedding of the $j$th link space stratum $L_{ij}$ into $X_j$

$$\varphi_{ij}: L_{ij} \to X_j, \quad l \mapsto \varphi_i(x_i, [l, \varepsilon]).$$

Finally, set $l_{ij} := \Psi_{ij}^h(\gamma_{ij}) \in L_{ij}$ and define a path

$$\eta_{ij} := h(\gamma_{ij}, -)(1): [0, 1] \to X_j$$

from $x_j$ to $\varphi_{ij}(l_{ij})$.

The situation can be pictured as follows.
Proposition 3.4. In the situation of Preamble 3.3, there is a long exact sequence of homotopy groups

\[ \cdots \rightarrow \pi_n(L_{ij}, l_{ij}) \rightarrow \pi_n(X_j, x_j) \rightarrow \pi_{n-1}(M(x_i, x_j), \gamma_{ij}) \rightarrow \cdots \]

\[ \cdots \rightarrow \pi_1(L_{ij}, l_{ij}) \xrightarrow{\varphi} \pi_1(X_j, x_j) \xrightarrow{\partial} \pi_0(M(x_i, x_j), \gamma_{ij}) \rightarrow \cdots \]

The map \( \varphi \) is given by conjugation by \( \eta_{ij} \):

\[ \varphi: \pi_1(L_{ij}, l_{ij}) \rightarrow \pi_1(X_j, x_j), \quad [\alpha] \mapsto [\eta_{ij}^{-1} * ((\varphi_{ij})_* \alpha) * \eta_{ij}] \]

and the boundary map \( \partial \) is given by concatenation with \( \gamma_{ij} \):

\[ \partial: \pi_1(X_j, x_j) \rightarrow \pi_0(M(x_i, x_j), \gamma_{ij}), \quad [\alpha] \mapsto [\alpha * \gamma_{ij}] \]

Proof. We have a long exact sequence of homotopy groups arising from the fibration \( e_{ij} \) in which we may replace \( \pi_n(V_i, x_i) \) by 0:

\[ \cdots \rightarrow \pi_n(H(V_i \cup X_j, V_i), \gamma_{ij}) \rightarrow \pi_n(X_j, x_j) \rightarrow \pi_{n-1}(M(x_i, x_j), \gamma_{ij}) \rightarrow \cdots \]

We replace \( \pi_n(H(V_i \cup X_j, V_i), \gamma_{ij}) \) by \( \pi_n(L_{ij}, l_{ij}) \) via the homotopy equivalence \( \Psi_{ij} \) and a basepoint change from \( \Psi_{ij}(l_{ij}) \) to \( \gamma_{ij} \):

\[ C_{h(\gamma_{ij},-)} \circ (\Psi_{ij})_*: \pi_n(L_{ij}, l_{ij}) \xrightarrow{\cong} \pi_n(H(V_i \cup X_j, V_i), \gamma_{ij}) \]

where \( C_{h(\gamma_{ij},-)} \) denotes conjugation by the path \( t \mapsto h(\gamma_{ij}, t) \).
To see that the maps are as claimed, let \( \text{pr}_j \) denote the projection to \( X_j \) and \( C_{\eta_{ij}} \) conjugation by \( \eta_{ij} \). Then

\[
\varphi = (\text{pr}_j \circ \epsilon_{ij})_* \circ C_{h(\gamma_{ij}, -)} \circ (\Psi_{ij})_* = C_{\eta_{ij}} \circ (\varphi_{ij})_*. 
\]

For the boundary map \( \partial \), note that it is equal to the following composite

\[
\pi_1(X_j, x_j) \xrightarrow{\langle \text{pr}_j \circ \epsilon_{ij} \rangle_* \cong} \pi_1(H(V_i \cup X_j, V_i), M(x_i, x_j), \gamma_{ij}) \xrightarrow{\delta} \pi_0(M(x_i, x_j), \gamma_{ij}),
\]

where the middle term is the relative homotopy group and \( \delta \) is the boundary map in the long exact sequence of homotopy groups of the pair \((H(V_i \cup X_j, V_i), M(x_i, x_j))\). This is given by sending a map \( f : [0, 1] \to H(V_i \cup X_j, V_i) \) representing an element in the relative \( \pi_1 \) to the starting point \( f(0) \in M(x_i, x_j) \). The inverse to \( \langle \text{pr}_j \circ \epsilon_{ij} \rangle_* \) is given by lifting a loop \([0, 1] \to X_j\) to a path \([0, 1] \to H(X_j \cup V_i, V_i)\) with end point \( \gamma_{ij} \) \cite{Hat02}, proof of Theorem 4.41). This is independent of the choice of lift, so for any \( \alpha : [0, 1] \to X_j \) with \( \alpha(0) = \alpha(1) = x_j \), we may choose the lift \( \tilde{\alpha} : t \mapsto \alpha_{|[0,1-\ell]} \ast \gamma_{ij} \), and we see that \( \partial \) is given by \( [\alpha] \mapsto [\tilde{\alpha}(0)] = [\alpha \ast \gamma_{ij}] \) as claimed.

For mapping spaces within one stratum, Remark 3.2 gives the following identification.

**Proposition 3.5.** Let \( X \) be a conically I-stratified space. Let \( i \in I \) and fix \( x_i, x_i' \in X_i \). If \( M(x_i, x_i') \neq \emptyset \), then \( M(x_i, x_i') \) has the homotopy type of the loop space \( \Omega(X_i, x_i) \). In particular, 

\[
\pi_n(M(x_i, x_i'), \gamma) \cong \pi_{n+1}(X_i, x_i) \quad \text{for all } n \geq 0 \quad \text{and any choice of basepoint } \gamma \in M(x_i, x_i').
\]

We have the following corollary.

**Corollary 3.6.** Let \( X \) be a conically I-stratified space. Let \( i < j, x_i \in X_i \) and \( x_j \in X_j \), and assume that the assumptions of Preamble 3.3 can be satisfied. Assume additionally that for any choice of \( \gamma_{ij} \in M(x_i, x_j) \) in the situation of Preamble 3.3, the following holds:

(i) the map \( \varphi_{ij} : L_{ij} \to X_j \) is injective on \( \pi_1 \);
(ii) \( \pi_n(X_j, x_j) = 0 \) for all \( n > 1 \);
(iii) \( \pi_n(L_{ij}, l_{ij}) = 0 \) for all \( n > 1 \).

Then the mapping space \( M(x_i, x_j) \) has contractible path components and the set of path components fits into a 5-term exact sequence

\[
0 \to \pi_1(L_{ij}, l_{ij}) \xrightarrow{\varphi_{ij}} \pi_1(X_j, x_j) \xrightarrow{\partial} \pi_0(M(x_i, x_j)) \to \pi_0(L_{ij}) \to \pi_0(X_j) \to 0,
\]

where \( \varphi \) and \( \partial \) are as described in Proposition 3.4.

In particular, if \( X \) is a metrisably conically stratified space admitting conical neighbourhoods with weakly contractible deepest stratum and if (i)-(iii) hold for all \( i < j \), and \( x_i \in X_i \) and \( x_j \in X_j \) with \( M(x_i, x_j) \neq \emptyset \), then the exit path \( \infty \)-category is equivalent to the nerve of its homotopy category \( \Pi_1^{\text{exit}}(X) \) and the hom-sets in \( \Pi_1^{\text{exit}}(X) \) can be identified using the exact sequences above and the isomorphisms \( \pi_0(M(x_i, x_i')) \cong \pi_1(X_i, x_i) \) for \( x_i, x_i' \in X_i \) in the same path component.
This result identifies (the homotopy type of) the mapping spaces in the exit path $\infty$-category, but does not tell us anything about composition. If, however, the stratified space is sufficiently contractible, then we can use Corollary 3.6 to identify the exit path $\infty$-category as in the following corollary.

**Corollary 3.7.** Let $X$ be a metrisably conically $I$-stratified space with path connected, weakly contractible strata, and suppose $X$ admits conical neighbourhoods with weakly contractible strata. Then the exit path $\infty$-category $\Pi^\text{exit}_\infty(X)$ is equivalent to the nerve of its homotopy category $\Pi^1\text{exit}(X)$ which in turn is equivalent to the poset of strata $I$.

### 3.2. Group actions and exit path $\infty$-categories.

In this section we determine the exit path $\infty$-category of stratified spaces obtained via suitably well-behaved group actions. The results should be compared with that of [CL21, Theorem 1.7] (see Remark 3.20).

A (left) action of a discrete group $G$ on a stratified space $s: X \to I$ consists of compatible continuous (left) actions of $G$ on $X$ and $I$, i.e. such that the stratification map $s$ is equivariant. Recall that an action of $G$ on $X$ is properly discontinuous if each point $x \in X$ has a neighbourhood $U$ such that the set $\{ g \in G \mid g.U \cap U \neq \emptyset \}$ is finite.

**Remark 3.8.** A word of warning: the cones in the following theorem are the stratified cones of Definition 2.3. If $L_i$ is compact Hausdorff, then it coincides with the usual topological cone, but generally they are different. In Corollaries 3.14 and 3.15 below we present a different version of this theorem in which we allow neighbourhoods in $X$ which locally look like (stratified) topological cones.

**Theorem 3.9.** Let $X \to I$ be a stratified space with path connected, weakly contractible strata, with $I$ satisfying the ascending chain condition, and with surjective stratification map. Suppose $G$ is a discrete group acting on $X \to I$ and let $\pi: X \to G \setminus X$ denote the quotient map. For any $i \in I$, denote by $G_i$ the stabiliser of $i$ and let $G^\ell_i \leq G_i$ denote the subgroup which fixes $X_i$ pointwise. Suppose that for all $i \in I$ and all $x \in X_i$ there is:

(i) a $G^\ell_i$-invariant neighbourhood $U_i$ of $x$ in $X$ satisfying

$$\{ g \in G \mid g.U_i \cap U_i \neq \emptyset \} = G^\ell_i,$$

and such that $V_i = U_i \cap X_i$ is weakly contractible;

(ii) a stratified space $L_i \to I_{>i}$ with weakly contractible strata, surjective stratification map and which is equipped with with an action of $G^\ell_i$ (where the action on $I_{>i}$ is the restriction of the one of $G_i$);

(iii) a $G^\ell_i$-equivariant stratified homeomorphism

$$\varphi_i: V_i \times C(L_i) \xrightarrow{\cong} U_i,$$

where $G^\ell_i$ acts only on the $L_i$-coordinate of the left hand side, $g.(x, [l, t]) = (x, [g.l, t])$, and such that $\varphi_i$ restricts to the identity on $V_i \times \{*\}$;

(iv) and assume additionally that for all $j > i$, the union $V_i \cup X_j$ and its image $\pi(V_i \cup X_j)$ are metrisable.
Then $X \to I$ and $G\backslash X \to G\backslash I$ are metrisably conically stratified spaces whose exit path $\infty$-categories are equivalent to the nerves of their homotopy categories. The exit path 1-category of $X$ is equivalent to the poset $I$, and the exit path 1-category of $G\backslash X$ is equivalent to the category $\mathcal{C}_{G,X}$ with objects the elements of $I$ and hom-sets

$$\mathcal{C}_{G,X}(i, j) = \{g \in G \mid g.i \leq j\} / G_i,$$

where $G_i^\ell$ acts by right multiplication and with composition given by the product in $G$. Moreover, the equivalences can be chosen such that the following diagram commutes, where $\pi_*$ is the functor induced by the quotient map $\pi: X \to G\backslash X$ and the top vertical map sends $i \leq j$ to the morphism $i \to j$ represented by the identity element of $G$:

$$
\begin{array}{ccc}
I & \longrightarrow & \mathcal{C}_{G,X} \\
~ & \downarrow & ~ \\
\Pi_1^{\text{exit}}(X) & \longrightarrow & \Pi_1^{\text{exit}}(G\backslash X)
\end{array}
$$

Before tackling the proof, we make some preliminary observations.

**Observation 3.10.** Note first of all that $G\backslash I$ is indeed a poset. The action is order preserving and we have assumed $I$ to satisfy the ascending chain condition, so we cannot have $g.i < i$ for any $g \in G$, $i \in I$. Hence, setting $[i] \leq [j]$, if $i \leq g.j$ for some $g \in G$ defines a partial order on $G\backslash I$.

For any $i \leq j$, we have $G^\ell_j \leq G^\ell_i$ by assumption (i) and assumption (iii), since the neighbourhood $U_i$ is stratified over $I_{\geq i}$ with $j$th stratum $U_i \cap X_j \neq \emptyset$, and $g \in G^\ell_i$ fixes $U_i \cap X_j$. This together with the fact that $g^\ell_i = G^\ell_i$ for all $i \in I$, $g \in G$, implies that the category $\mathcal{C}_{G,X}$ is well-defined.

**Proof.** Let $i \in I$ with image $\hat{i} \in G\backslash I$. By assumption (i), the equivalence relations on $U_i$ induced by $G$ and $G_i^\ell$ agree, so the conical neighbourhoods in $X$ satisfying (i)-(iv) descend to $G\backslash X$:

$$\tilde{\varphi}_i: V_i \times C(G_i^\ell \backslash L_i) \xrightarrow{\approx} G_i^\ell \backslash U_i.$$ 

It follows that the quotient $G\backslash X \to G\backslash I$ is indeed a conically stratified space. By (iv), both $X$ and $G\backslash X$ are metrisably conically stratified.

We now analyse the link spaces and show that the mapping spaces of $\Pi_1^{\text{exit}}(G\backslash X)$ have contractible components. Let $i, j \in I$ with images $\hat{i}, \hat{j} \in G\backslash I$ and suppose $i \leq j$. Write $G_{ij} = \{g \in G \mid g.i \leq j\}$. Let $x_i \in X_i$, $x_j \in X_j$ with images $\hat{x}_i$, $\hat{x}_j$ in $G\backslash X$ and let $\varphi_i: V_i \times C(L_i) \xrightarrow{\approx} U_i$ be a conical neighbourhood of $x_i$ as in (i)-(iv). Consider the corresponding conical neighbourhood $\tilde{\varphi}_i: V_i \times C(G_i^\ell \backslash L_i) \xrightarrow{\approx} G_i^\ell \backslash U_i$ of $\hat{x}_i$. The $j$th stratum of the link
space \( \mathcal{L}_i := G^t_i \setminus L_i \) is
\[
\mathcal{L}_{ij} = G^t_i \setminus \left( \coprod_{g \in G \setminus G^t_i} L_{i(g^{-1}.j)} \right)
\]
where the action of \( G_j \) on \( G_{ij} \) in the indexing set is given by left multiplication. For \( x \in L_{i(g^{-1}.j)} \), and \( u \in G^t_i \), we have \( u.x \in L_{i(u(g^{-1}.j)} = L_{i((g^{-1}.j).g)} \). Hence, the quotient map \( G_j \setminus G_{ij} \to G_j \setminus G_{ij} / G^t_i \) induces an isomorphism
\[
\pi_0(\mathcal{L}_{ij}) \cong G_j \setminus G_{ij} / G^t_i.
\]
Moreover, for a given \([g] \in G_j \setminus G_{ij} / G^t_i\), the corresponding component is homeomorphic to the quotient of \( L_{i(g^{-1}.j)} \) by the action of \( G^t_i \cap G_{g^{-1}.j} \).

Condition (i) implies that for all \( k \in I \), the action of \( G_k / G^t_k \) on the weakly contractible space \( X_k \) is free and properly discontinuous. Hence, for any \( g \in G_{ij} \), so is the action of \( G^t_i \cap G_{g^{-1}.j} / G^t_{g^{-1}.j} \) on the weakly contractible space \( L_{i(g^{-1}.j)} \). In fact, for any \( \varepsilon \in (0, 1) \), the inclusion
\[
L_{i(g^{-1}.j)} \hookrightarrow X_{g^{-1}.j}, \quad l \mapsto \varphi_l(x_i, [l, \varepsilon]),
\]
defines a morphism of fibre bundles as below, where \( \hat{X}_j = G \setminus (\coprod_{g \in G \setminus G X_{g^{-1}.j}}) \) is the \( j \)'th stratum of \( G \setminus X \).

\[
\begin{array}{ccc}
(G^t_i \cap G_{g^{-1}.j}) / G^t_{g^{-1}.j} & \hookrightarrow & G_{g^{-1}.j} \rightarrow G^t_{g^{-1}.j} \\
\downarrow & & \downarrow \\
L_{i(g^{-1}.j)} & \hookrightarrow & X_{g^{-1}.j} \\
\downarrow & & \downarrow \\
\mathcal{L}_{ij} & \hookrightarrow & \hat{X}_j
\end{array}
\]

It follows that for any choice of basepoint in the \([g] \)th component of \( \mathcal{L}_{ij} \), the embedding \( \mathcal{L}_{ij} \to \hat{X}_j \) induces the inclusion
\[
(G^t_i \cap G_{g^{-1}.j}) / G^t_{g^{-1}.j} \hookrightarrow G_{g^{-1}.j} / G^t_{g^{-1}.j}
\]
on \( \pi_1 \) and the higher homotopy groups of both \( \mathcal{L}_{ij} \) and \( \hat{X}_j \) vanish. By Corollary 3.6, the mapping space \( M(\hat{x}_i, \hat{x}_j) \) of \( \Pi_\text{exit}^\infty(G \setminus X) \) has contractible components. As this holds for any choice of \( i < j \) and any points \( \hat{x}_i, \hat{x}_j \) and since the strata are Eilenberg-Maclane spaces, the exit path \( \infty \)-category \( \Pi_\text{exit}^\infty(G \setminus X) \) is equivalent to the nerve of its homotopy category \( \Pi_\text{exit}^1(G \setminus X) \).

We now define a functor \( \mathcal{C}_{G,X} \to \Pi_\text{exit}^1(G \setminus X) \) and show that this is an equivalence by examining the exact sequences of Corollary 3.6 in more detail. Denote by \( \pi_* : \Pi_\text{exit}^1(X) \to \Pi_\text{exit}^1(G \setminus X) \) the map induced by \( \pi \). By Corollary 3.7, the exit path \( \infty \)-category of \( X \) is equivalent to the
nerve of its homotopy category $\Pi^\text{exit}_1(X)$ which in turn is equivalent to the poset of strata $I$. In view of this, if $x, x' \in X$ are connected by a morphism in $\Pi^\text{exit}_1(X)$, then this morphism is unique and we denote it by $p_{x \to x'}$. Choose basepoints $x_i \in X_i$ for all $i \in I$ and define a functor $F: \mathcal{G}_{G,X} \to \Pi^\text{exit}_1(G\setminus X)$ as follows
\[
F(i) = \hat{x}_i = \pi(x_i), \quad \text{and} \quad F([g]: i \to j) = \pi_*(p_{x_i \to g^{-1}x_j}).
\]
This is well-defined, since for $u \in G_i$, the path $p_{x_i \to u^{-1}x_i}$ is the trivial loop at $x_i$.

To see that $F$ is fully faithful, let $i \neq j$ and $g_{ij} \in G_{ij}$ (if $G_{ij} = \emptyset$, then the hom-sets on both sides are empty and there is nothing to prove). Set $\gamma_{ij} = F([g_{ij}]) \in M(\hat{x}_i, \hat{x}_j)$ and fix, according to Preamble 3.3, a compatible basepoint $l_{ij} \in \mathcal{L}_{ij}$. Then we have a commutative diagram of exact sequences as below, and as this holds for any choice of $g_{ij}$, $F$ is bijective on hom-sets for $i \neq j$ by an extended 5-lemma (see for example [Hat02, §4.1 Exercise 9]).
\[
\begin{array}{ccccccccc}
0 & \to & (G^\ell_i \cap G^\ell_{g^{-1}j})/G^\ell_{g_{ij}^{-1}j} & \xrightarrow{\simeq} & G_j/G_{ij} & \xrightarrow{- \cdot g_{ij}} & \mathcal{G}_{G,X}(i, j) & \xrightarrow{\simeq} & G_j\setminus G_{ij}/G^\ell_i & \to & 0 \\
0 \xrightarrow{\simeq} & \pi_1(\mathcal{L}_{ij}, l_{ij}) & \xrightarrow{\varphi} & \pi_1(\hat{X}_j, \hat{x}_j) & \xrightarrow{\partial} & \pi_0(M(\hat{x}_i, \hat{x}_j), \gamma_{ij}) & \xrightarrow{\simeq} & \pi_0(\mathcal{L}_{ij}, l_{ij}) & \to & 0
\end{array}
\]

For $i = j$, bijectivity on hom-sets follows from the fact that $\hat{X}_i$ is a $K(G_i/G^\ell_i, 1)$. The functor is essentially surjective since the strata are path connected, so we have established the desired equivalence. If, in addition to the functor $F$, we choose the equivalence $I \simeq \Pi^\text{exit}_1(X)$ which sends $i$ to $x_i$ and $i < j$ to $p_{x_i \to x_j}$, then the diagram in the statement of the theorem commutes.

**Remark 3.11.** Note that the equivalence $F$ defined in the proof of Theorem 3.9 mirrors the identification of the fundamental group of a (nice) topological space with the group of deck transformations of its universal cover: if $\pi: \tilde{X} \to X$ is a universal cover of a space $X$, where $\tilde{X}$ (and thus $X$) is locally path connected, with basepoints $\tilde{x} \in \tilde{X}$ and $x = \pi(\tilde{x}) \in X$, and if $G$ is the group of deck transformations, then we may define a group isomorphism $G \to \pi_1(X, x)$ by sending $g$ to (the homotopy class of) the loop $\pi \circ p_g$, where $p_g$ is the unique (up to homotopy) path in $\tilde{X}$ from $\tilde{x}$ to $g^{-1}\tilde{x}$.

In this respect, the map $\pi: X \to G\setminus X$ can be interpreted as a stratified universal cover — see [Woo09] for more about stratified covers (of homotopically stratified sets).

We wish to extend Theorem 3.9 to a larger class of stratified spaces. Theorem 3.14 and Proposition 3.15 below provide a version of this result applicable to the case when $X$ is not necessarily conically stratified, but does admit neighbourhoods which are “conical” with respect to the stratified topological cone defined below. In particular, it will apply to the reductive Borel–Serre compactification as we will see in Section 4.2. The proofs are a slight modification of that of Theorem 3.9.
**Definition 3.12.** Let $s: Y \to I$ be a stratified space. The (open) stratified topological cone on $Y$ is the stratified space $s^\circ: C^s(Y) \to I^s$ defined as follows: the poset of strata is $I^s := I \cup \{-\infty\}$ with $-\infty \leq i$ for all $i \in I$, and $C^s(Y) = (Y \times [0,1)) \cup_{Y \times \{0\}} \ast$ is the (usual topological) pushout, and the stratification map is given by $s^s(x,t) = s(x)$ and $s^s(\ast) = -\infty.$

**Remark 3.13.** As remarked below Definition 2.3, the stratified topological cone $C^s(Y)$ agrees with the stratified cone $C(Y)$, when $Y$ is compact Hausdorff.

The theorem below is a version of Theorem 3.9 for “topologically conically stratified” spaces. It applies to a larger class of stratified spaces, but the conclusion is weaker, as it does not provide information about composition in the exit path category. For this we need additional data as described in Proposition 3.15 and Remark 3.16.

**Theorem 3.14.** Let $X \to I$ be a stratified space with path connected, weakly contractible strata, with $I$ satisfying the ascending chain condition, and with surjective stratification map. Suppose $G$ is a discrete group acting on $X \to I$ and let $\pi: X \to G\backslash X$ denote the quotient map. Let for all $i \in I$, $G_i$ denote the stabiliser of $i$ and let $G_i^\leq \leq G_i$ denote the subgroup which fixes $X_i$ pointwise. Suppose that for all $i \in I$ and all $x \in X_i$ there is:

(i) a $G_i^\leq$-invariant neighbourhood $U_i$ of $x$ in $X$ satisfying

$$\{g \in G \mid g.U_i \cap U_i \neq \emptyset\} = G_i^\leq,$$

and such that $V_i = U_i \cap X_i$ is weakly contractible;

(ii) a stratified space $L_i \to I_{>i}$ with weakly contractible strata, surjective stratification map, and which is equipped with an action of $G_i^\leq$ such that the quotient $G_i^\leq \backslash L_i$ is compact Hausdorff (where the action on $I_{>i}$ is the restriction of the one of $G_i$);

(iii) a $G_i^\leq$-equivariant stratified homeomorphism

$$\varphi_i: V_i \times C^s(L_i) \xrightarrow{\cong} U_i,$$

where $G_i$ acts only on the $L_i$-coordinate of the left hand side, $g.(x,[l,t]) = (x,[g.l,t])$, and such that $\varphi_i$ restricts to the identity on $V_i \times \{\ast\}$;

(iv) and assume additionally that the image $\pi(V_i \cup X_j)$ is metrisable for all $j > i$.

Then $G\backslash X \to G\backslash I$ is a metrisably conically stratified space, and the exit path $\infty$-category of $G\backslash X$ is equivalent to the nerve of its homotopy category $\Pi_1^\text{exit}(G\backslash X)$. The exit path 1-category is equivalent to a category with objects the elements of $I$ and hom-sets

$$\text{Hom}(i,j) = \{g \in G \mid g.i \leq j\}/G_i^\leq,$$

where $G_i^\leq$ acts by right multiplication.

**Proof.** As in Theorem 3.9, $G\backslash I$ has a natural partial order. The maps $\varphi_i$ descend to the quotient

$$\widehat{\varphi_i}: V_i \times C^s(G_i^\leq \backslash L_i) \xrightarrow{\cong} G_i^\leq \backslash U_i,$$

and since $G_i^\leq \backslash L_i$ is assumed to be compact Hausdorff, the stratified topological cone $C^s(G_i^\leq \backslash L_i)$ coincides with $C(G_i^\leq \backslash L_i)$. We thus conclude that $G\backslash X \to G\backslash I$ is a metrisably conically stratified space.
stratified space. The proof of Theorem 3.9 goes through word for word up until defining the functor $F$, so we conclude that $\Pi^e_\infty(G\setminus X)$ is equivalent to the nerve of its homotopy category.

Since the strata of $X$ are path connected, we can fix basepoints $x_i \in X_i$ for all $i$ and any object of $\Pi^e_\infty(G\setminus X)$ will be equivalent to $\hat{x}_i = \pi(x_i)$ for some $i$. To determine the hom-sets in $\Pi^e_\infty(G\setminus X)$, we choose a path $\gamma_{ij} \in M(\hat{x}_i, \hat{x}_j)$ for $i \neq j$ (if the mapping space is empty, there is nothing to prove), and the identification of the set of path components as in the proof of Theorem 3.9 follows through word for word. As does the identification for $i = j$, since $X_i$ is again a $K(G_i/G_i^\ell, 1)$.

What is lacking in the above situation is a collection of compatible exit paths that allow us to also analyse the composition in $\Pi^e_\infty(G\setminus X)$. If such a collection exists, then we can fully identify the exit path 1-category as in the following theorem (see also Remark 3.16).

**Proposition 3.15.** Suppose that in the situation of Theorem 3.14 we can choose basepoints $x_i \in X_i$ for all $i \in I$ and paths $\gamma_{ij}^g : [0, 1] \to X$ with $\gamma_{ij}^g(0) = x_i$ and $\gamma_{ij}^g(1) = g^{-1}x_j$ for all $i, j \in I$ and $g \in G$ with $g.i \leq j$. Assume that these paths satisfy the following conditions:

1. $\gamma_{ij}^g \in H(X_i \cup X_{g^{-1}j}, X_i)$, when $g.i < j$;
2. $\gamma_{ij}^g \in C([0, 1], X_i)$, when $g.i = j$;
3. $\gamma_{ii}^u$ is the constant loop at $x_i$ for all $u \in G_i^\ell$;
4. The concatenations are functorial: for all $i, j, k \in I$, and $g, h \in G$ with $g.i \leq j$, $h.j \leq k$, we have equalities in $\Pi^e_\infty(G\setminus X)$:

$$((\pi \circ \gamma_{ik}^h) \circ (\pi \circ \gamma_{ij}^g)) = (\pi \circ \gamma_{ij}^{hg}).$$

Then there is a functor $F : \mathcal{G}_{G, X} \to \Pi^e_\infty(G\setminus X)$, $F(i) = \pi(x_i)$, $F([g] : i \to j) = \pi \circ \gamma_{ij}^g$, where $\mathcal{G}_{G, X}$ is the category with objects the elements of $I$ and hom-sets

$$\mathcal{G}_{G, X}(i, j) = \{g \in G \mid g.i \leq j\}/G_i^\ell,$$

where $G_i^\ell$ acts by right multiplication, and with composition given by the product in $G$. Moreover, the functor $F$ is an equivalence.

**Proof.** As in Theorem 3.9, the category $\mathcal{G}_{G, X}$ is well-defined, and conditions (i)-(iv) imply that $F$ is well-defined. It fits into the proof of Theorem 3.14 where it is seen to be an equivalence. □

**Remark 3.16.** In the situation of Theorem 3.14 one can weaken the topology of $X$ in order to obtain a conically stratified space with the same quotient space $G\setminus X$. This is similar to the trick used by Milnor to construct universal bundles in [M56]. More specifically, let $X^w$ denote the space whose underlying set is that of $X$ equipped with the coarsest topology such that

* the stratification map $X^w \to I$ is continuous;
* the map $X^w \to G\setminus X$ is a quotient map;
* the inclusions $X_i \hookrightarrow X^w$, $i \in I$, are embeddings.
Suppose we have a stratified space $L \to I$ equipped with an action of $G$ and let $G$ act on the stratified topological cone $C^w(L) \to I^w$ by acting on the $L$-coordinate of the cone and fixing the apex. If $G\backslash L$ is compact Hausdorff, then $C^w(L)^w \cong C(L^w)$. Hence, if $X$ admits neighbourhoods as in Theorem 3.14, then $X^w$ is a conically stratified space with quotient space $G\backslash X$ and we are almost in the situation of Theorem 3.9. However, the metrisability conditions that need to be verified for Theorem 3.9 to apply, mean that we cannot make a reasonable general statement using $X^w$ as an intermediary construction. At least not with the tools at hand.

In particular, we would expect that in most concrete cases of Theorem 3.14 the composition rule in the exit path 1-category $\Pi_1^{\text{exit}}(G\backslash X)$ does coincide with the natural one of $\mathcal{C}_{G,X}$ given by multiplication in $G$. This composition rule is well-defined and we do not have any concrete counter examples to such a claim. The problem is solely that in the situation of Theorem 3.14 we are unable to make an explicit comparison between the two composition rules — and of course we cannot rule out that our lack of control of the finer technicalities of the situation may result in a counter example.

**Observation 3.17.** Suppose we are in the situation of either Theorem 3.9 or Proposition 3.15 and consider for some subset $J \subseteq I$, the image of the union $\bigcup_{j \in J} X_j$ under the quotient map $X \to G\backslash X$:

$$\bigcup_{j \in J} \hat{X}_j \subseteq G\backslash X.$$

Then the exit path $\infty$-category of $\bigcup_{j \in J} \hat{X}_j$ is also equivalent to the nerve of its homotopy category and the functor $\mathcal{C}_{G,X} \to \Pi_1^{\text{exit}}(G\backslash X)$ defined in the proof of Theorem 3.9 or Proposition 3.15 restricts to an equivalence

$$\mathcal{C}_{G,X}(J) \to \Pi_1^{\text{exit}}(\bigcup_{j \in J} \hat{X}_j).$$

of the full subcategory $\mathcal{C}_{G,X}(J)$ spanned by the elements of $J$ and the exit path 1-category of $\bigcup_{j \in J} \hat{X}_j$.

The following corollary recovers the result of [CL21, Theorem 1.7] in the cases to which their theorem also applies (see also Remark 3.20).

**Corollary 3.18.** If in the situation of Theorem 3.9 or Proposition 3.15, the space $G\backslash X$ is paracompact and locally contractible, then it is weakly homotopy equivalent to the geometric realisation of the category $\mathcal{C}_{G,X}$. Moreover, this equivalence is functorial with respect to inclusions of unions of strata in the sense that the restriction functors of Observation 3.17 also induce weak homotopy equivalences.

**Proof.** We have a zig-zag of functors of $\infty$-categories,

$$N(\mathcal{C}_{G,X}) \to N(\Pi_1^{\text{exit}}(G\backslash X)) \leftarrow \Pi_\infty^{\text{exit}}(G\backslash X) \to \text{Sing}(G\backslash X),$$

where the first is given by the equivalence $F: \mathcal{C}_{G,X} \to \Pi_1^{\text{exit}}(G\backslash X)$, the second is the canonical map from $\Pi_\infty^{\text{exit}}(G\backslash X)$ to the nerve of its homotopy category, and the third is the weak
homotopy equivalence of Corollary 2.23. Functoriality with respect to inclusions of unions of strata follows directly from Observation 3.17. □

We also have the following corollary, which is the case when all the subgroups $G^\ell_i$ are trivial.

**Corollary 3.19.** Let $X \to I$ be a metrisably conically stratified space with $I$ satisfying the ascending chain condition. Suppose the strata of $X$ are path connected and weakly contractible and that we can choose conical neighbourhoods with weakly contractible strata. Let $G$ be a discrete group acting on $X \to I$ with metrisable quotient space $G \backslash X$. If the action of $G$ on $X$ is free and properly discontinuous, then $G \backslash X \to G \backslash I$ is a metrisably conically stratified space. Moreover, the exit path category of $G \backslash X$ is equivalent to the nerve of its homotopy category which is equivalent to the category $C_{G,X}$ with objects the elements of $I$, hom-sets $C_{G,X}(i,j) = \{ g \in G \mid g.i \leq j \}$, and composition given by the product in $G$. The equivalence can be chosen such that it is functorial with respect to inclusions of unions of strata. If moreover, $G \backslash X$ is locally contractible, then it is weakly homotopy equivalent to the geometric realisation $|C_{G,X}|$, and this weak homotopy equivalence is also functorial with respect to inclusions of unions of strata.

**Remark 3.20.** The results of this section should be compared with [CL21, Theorem 1.7]. We rephrase and slightly strengthen their result in certain situations. The settings differ a great deal; for one we refrain from talking about stacks, orbifolds and orbispaces in this paper, and the conditions on the space $X$ in Theorems 3.9, 3.14 and 3.15 are much more restrictive. In particular, we are only able to compare with (a subset of) the situations in which [CL21, Theorem 1.7] gives an actual homotopy equivalence and not the more general stacky homotopy equivalence. In the comparable cases, however, we strengthen their result by determining not just a homotopy type which is functorial with respect to inclusions of unions of strata (Corollary 3.18), but the exit path $\infty$-category. Thus our result completely captures constructible sheaves on the stratified spaces in question, and as a corollary determines the homotopy type, while the result of Chen–Looijenga determines the homotopy type but fails to recover the constructible sheaves (see also a more concrete example and explanation of the difference below). We also believe that the conditions needed for our result to apply may be somewhat easier to check, since they are local in nature, whereas the theorem of Chen–Looijenga requires compatible well-behaved neighbourhoods of each stratum.

The difference between the exit path $\infty$-category and a homotopy equivalence which is functorial with respect to inclusions of unions of strata can be summed up as the difference between considering a space and its suspension. The mapping spaces of the exit path $\infty$-category keep track of the glueing data and we may lose this information by only considering the homotopy type. Consider the following example: let $X$ be a finite CW-complex with $\pi_1(X) \neq 0$ and trivial homology, e.g. the 2-skeleton of the Poincaré homology sphere. Then the (unreduced) suspension $SX$ is contractible, since it is simply connected and $SX \to \ast$ is a homology isomorphism. Stratify $SX$ over $\{ 0 < 1 \}$ by sending $[x,0]$ to 0 and $[x,t]$ to 1 for $t > 0$ — this is conically stratified, as $X$ is compact Hausdorff. The map $SX \to \{ 1 \} \cong [0,1]$, $[x,t] \mapsto t$, ...
is a homotopy equivalence which is functorial with respect to inclusions of unions of strata. However, $X$ is a link space of the point $[x, 0]$ in $SX$, so an application of Proposition 3.4 shows that the exit path $\infty$-category of $SX$ is equivalent to the topological category $C$ with objects 0 and 1 and morphism spaces $C(i, i) \simeq \ast$, $i = 0, 1$, and $C(0, 1) \simeq X$.

4. The reductive Borel–Serre compactification

We introduce the Borel–Serre and reductive Borel–Serre compactifications of a locally symmetric space $\Gamma\backslash X$ associated with an arithmetic group $\Gamma$. Zucker’s original definition of the reductive Borel–Serre compactification is as a quotient of the Borel–Serre compactification. Our construction is slightly different and follows the presentation of [JMSS15]: it will be the quotient of a suitable stratified space under an action of $\Gamma$ allowing us to apply the calculational tools developed in the previous section. We refer the reader to the original papers [BS73] and [Zuc83] and also to [GHM94], [BJ06] and [JMSS15] for more details. In Section 4.2 we interpret these spaces as poset-stratified spaces and determine their exit path $\infty$-categories, proving the main result of this paper.

4.1. Locally symmetric spaces and compactifications. Let $G$ be a connected reductive linear algebraic group defined over $\mathbb{Q}$ and let $\Gamma \leq G(\mathbb{Q})$ be an arithmetic group. We will assume that the centre of $G$ is anisotropic over $\mathbb{Q}$, i.e. of $\mathbb{Q}$-rank 0 (see [GHM94] §3, [BS73] §5.0] for details on why we can reduce to this case). Choose a maximal compact subgroup $K \leq G = G(\mathbb{R})$ and consider the symmetric space $X \cong G/K$ of maximal compact subgroups of $G$ and denote by $x_0 \in X$ the basepoint corresponding to $K$. The space $X$ is homeomorphic to Euclidean space and the action of $\Gamma$ by left multiplication is properly discontinuous. If $\Gamma$ is torsion-free then the quotient $\Gamma\backslash X$ is a locally symmetric space which by the Godement compactness criterion is compact if and only if $G$ has $\mathbb{Q}$-rank 0 ([BJ06, III.2.15]). From now on we assume that $G$ has positive $\mathbb{Q}$-rank. We will need to assume that $\Gamma$ is neat later on: recall that a subgroup $H \subset G(\mathbb{Q})$ is neat, if for some (hence any) faithful representation $\rho : G \to GL_n$ over $\mathbb{Q}$, the subgroup of $\mathbb{C}^\times$ generated by the eigenvalues of $\rho(h)$ is torsion-free for all $h \in H$. If $H$ is neat, then it is torsion-free. Any arithmetic group contains a finite index neat subgroup ([Bor69] §17.6]).

Given a rational parabolic subgroup $P \leq G$, denote by $N_P \leq P$ the unipotent radical of $P$ and by $L_P = P/N_P$ the Levi quotient. Let $S_P$ denote the maximal $\mathbb{Q}$-split torus in the centre of $L_P$, and let $M_P = \bigcap \ker \chi^2$ denote the intersection of the kernels of the squares of all rationally defined characters on $L_P$. Write $A_P = S_P(\mathbb{R})^0$ for the identity component of the real points of $S_P$, and $M_P = M_P(\mathbb{R})$. Then the real points $L_P = L_P(\mathbb{R})$ has a direct sum decomposition $L_P = A_P \times M_P$, which induces the rational Langlands decomposition of $P = P(\mathbb{R})$:

$$P \cong N_P \times A_{P,x_0} \times M_{P,x_0},$$

where $N_P = N_P(\mathbb{R})$, and $A_{P,x_0}$ and $M_{P,x_0}$ are the lifts of $A_P$ and $M_P$ to the unique Levi subgroup which is stable under the extended Cartan involution of $G$ associated with $K$. Since
$G = PK$, $P$ acts transitively on $X$, and so the Langlands decomposition of $P$ gives rise to the horospherical decomposition of $X$

$$X \cong N_P \times A_{P,x_0} \times X_{P,x_0},$$

where $X_{P,x_0}$ is the symmetric space

$$X_{P,x_0} = M_{P,x_0}/(M_{P,x_0} \cap K) \cong L_P/A_P K_P,$$

where $K_P \leq M_P$ corresponds to $M_{P,x_0} \cap K$. We define the geodesic action of $A_P$ on $X$ by identifying $A_P$ with the lift $A_{P,x_0}$ and letting it act on $X$ by the translation action on the $A_{P,x_0}$-factor of the horospherical decomposition. This action turns out to be independent of the basepoint $x_0$ ([BS73 §3.2]). From now on we omit the reference to the basepoint $x_0$.

For every rational parabolic subgroup $P$ of $G$ define the Borel–Serre boundary component as

$$e(P) = N_P \times X_P \cong X/A_P$$

according to the decompositions above. As a set, we define the partial Borel–Serre compactification as the disjoint union of the Borel–Serre boundary components for all rational parabolic subgroups of $G$.

$$\overline{X}^{BS} := \bigsqcup_P e(P),$$

where we also interpret $G$ as a parabolic subgroup of itself with $e(G) = X_G = X$.

To define the topology on $\overline{X}^{BS}$ we define corners associated with the rational parabolic subgroups which simultaneously equip $\overline{X}^{BS}$ with the structure of a manifold with corners. Let $P$ be a rational parabolic subgroup of $G$ and denote $\Delta_P$ the simple roots of $P$ with respect to $A_P$ ([BJ06 III.1.13]). We denote the value of a character $\alpha$ on $a \in A_P$ by $a^\alpha$ and make the identification

$$A_P \cong (\mathbb{R}_{\geq 0})^{\Delta_P}, \quad a \mapsto (a^{-\alpha})_{\alpha \in \Delta_P}.$$

The closure of $A_P$ in $\mathbb{R}^{\Delta_P}$ is $(\mathbb{R}_{\geq 0})^{\Delta_P}$ and we denote this by $\overline{A_P}$ — for clarity, we use the character notation to denote the coordinates, i.e. the $\alpha$’th coordinate of $a \in \overline{A_P}$ is denoted $a^{-\alpha}$. There is an inclusion preserving bijective correspondence between rational parabolic subgroups containing $P$ and subsets of $\Delta_P$, with $P$ corresponding $\emptyset$ and $G$ to $\Delta_P$ ([BJ06 III.1.15]). Denote by $\Delta_Q^P \subseteq \Delta_P$ the subset corresponding to $Q \geq P$ and define a point $o_Q \in \overline{A_P}$ with coordinates $o_Q^\alpha = 1$ for all $\alpha \in \Delta_Q^P$ and $o_Q^\alpha = 0$ for $\alpha \notin \Delta_Q^P$. Note that $o_P$ corresponds to the origin in $\mathbb{R}^{\Delta_P}$ and that $o_G$ corresponds to the point all of whose coordinates are 1. For every rational parabolic subgroup $P$ of $G$ define the corner associated with $P$ as

$$X(P) := \overline{A_P} \times e(P) = \overline{A_P} \times N_P \times X_P,$$

and for $Q \geq P$, identify $e(Q)$ with $(A_P \cdot o_Q) \times N_P \times X_P$ ([BJ06 III.5.6]), where $A_P \cdot o_Q$ is the orbit of $o_Q$ under the action of $A_P$ on $\overline{A_P}$ by coordinatewise multiplication, i.e. the subspace spanned by the coordinates $\Delta_Q^P \subseteq \Delta_P$ (all other coordinates are zero). In particular, we
identify \( e(P) \) with \( \{o_P\} \times N_P \times X_P \) and \( X \) with \( A_P \times N_P \times X_P \). Equip \( \overline{X}^{BS} \) with the finest topology such that for all rational parabolic subgroups \( P \) of \( G \), the inclusion

\[
X(P) \cong \coprod_{Q \supseteq P} e(Q) \rightarrow \coprod_{Q} e(Q) = \overline{X}^{BS}
\]

is an open embedding. This equips \( \overline{X}^{BS} \) with the structure of a real analytic manifold with corners which is Hausdorff and paracompact ([BS73, Theorem 7.8]). The original space \( X = X(G) \) is identified with the interior of \( \overline{X}^{BS} \); in particular, the embedding \( X \hookrightarrow \overline{X}^{BS} \) is a homotopy equivalence, so \( \overline{X}^{BS} \) is also contractible.

For each rational parabolic subgroup \( P \), the action of \( P \) on \( X \) descends to an action on the boundary component \( e(P) \). The action of \( G(Q) \) on \( X \) can be extended to an action on \( \overline{X}^{BS} \) which permutes the boundary components, \( g.e(P) = e(P^g) \), and which restricts to the action of \( P(Q) \) on \( e(P) \) ([BS73, Proposition 7.6], [BJ06, III.5.13]).

The action of \( \Gamma \) on \( \overline{X}^{BS} \) is properly discontinuous and the quotient \( \Gamma \backslash \overline{X}^{BS} \) is compact Hausdorff ([BS73, Theorem 9.3], [BJ06, III.5.14]). If \( \Gamma \) is torsion-free, then the action is free and the quotient map \( \overline{X}^{BS} \rightarrow \Gamma \backslash \overline{X}^{BS} \) is a local homeomorphism. In particular, \( \Gamma \backslash \overline{X}^{BS} \) is also a manifold with corners, and \( \Gamma \backslash X \) identifies with the interior of \( \Gamma \backslash \overline{X}^{BS} \). Thus, the embedding \( \Gamma \backslash X \hookrightarrow \Gamma \backslash \overline{X}^{BS} \) is a homotopy equivalence and both spaces are models for the classifying space of \( \Gamma \).

We move on to define the reductive Borel–Serre compactification. For every rational parabolic subgroup \( P \) of \( G \) define the reductive Borel–Serre boundary component as

\[
\hat{e}(P) = X_P
\]

so that we have a projection \( e(P) \rightarrow \hat{e}(P) \) forgetting the factor \( N_P \) in the Borel–Serre boundary component. We define the partial reductive Borel–Serre compactification as a set

\[
\overline{X}^{RBS} = \coprod P \hat{e}(P),
\]

where we once again interpret \( G \) as a parabolic subgroup with \( \hat{e}(G) = X_G = X \).

The projections \( e(P) \rightarrow \hat{e}(P) \) define a surjection \( \overline{X}^{BS} \rightarrow \overline{X}^{RBS} \) and we equip \( \overline{X}^{RBS} \) with the quotient topology. The action of \( G(Q) \) on \( \overline{X}^{BS} \) descends to a continuous action on \( \overline{X}^{RBS} \) and the quotient \( \Gamma \backslash \overline{X}^{RBS} \) is a compact Hausdorff space ([IMSS15, Lemma 2.4]), and this is the reductive Borel–Serre compactification.

**Remark 4.1.** It should be noted here that the quotient topology on \( \overline{X}^{RBS} \) does *not* agree with that of the uniform construction in [BJ06] which is much weaker. We believe that the uniform construction agrees with the weaker topology \( (\overline{X}^{RBS})^w \) of Remark 3.16 with respect to the action of \( \Gamma \).

We have a commutative diagram of quotient maps as on the left below, which, if \( \Gamma \) is neat, restricts to a commutative diagram of fibre bundles as on the right for each rational parabolic
subgroup $\mathbf{P}$, where $\Gamma_\mathbf{P} = \Gamma \cap \mathbf{P}(\mathbb{Q})$ and $\Gamma_{\mathbf{L}_\mathbf{P}} = \Gamma_\mathbf{P} / \Gamma_{\mathbf{N}_\mathbf{P}}$ with $\Gamma_{\mathbf{N}_\mathbf{P}} = \Gamma \cap \mathbf{N}_\mathbf{P}(\mathbb{Q})$. The fibre of the lower horizontal map is the nilmanifold $\Gamma_{\mathbf{N}_\mathbf{P}} \setminus \mathbf{N}_\mathbf{P}$. Zucker originally defined the reductive Borel–Serre compactification as the quotient of $\Gamma \setminus \overline{X}^{BS}$ given by collapsing these nilmanifold fibres.

\[
\begin{align*}
\overline{X}^{BS} & \longrightarrow \overline{X}^{RBS} \\
\Gamma \setminus \overline{X}^{BS} & \longrightarrow \Gamma \setminus \overline{X}^{RBS} \\
e(P) & \longrightarrow \hat{e}(P) \\
\Gamma_P \setminus e(P) & \longrightarrow \Gamma_{L_P} \setminus \hat{e}(P)
\end{align*}
\]

We will need the following observation: the spaces $\overline{X}^{BS}$, $\Gamma \setminus \overline{X}^{BS}$ and $\Gamma \setminus \overline{X}^{RBS}$ are metrisable. Indeed, the partial Borel–Serre compactification is a second-countable manifold with corners ([BS73, Theorem 7.8]), the Borel–Serre compactification is a compact manifold with corners, and the reductive Borel–Serre compactification is compact Hausdorff and locally metrisable.

### 4.2. Stratifications and exit path $\infty$-categories

In this section we use the results of Section 3.2 to determine the exit path $\infty$-categories of the Borel–Serre and reductive Borel–Serre compactifications.

We stratify the partial compactifications over the poset $\mathcal{P}$ of rational parabolic subgroups in the obvious way, sending the boundary component $e(P)$ respectively $\hat{e}(P)$ to $\mathbf{P}$. For the partial Borel–Serre compactification, this is the natural stratification of $\overline{X}^{BS}$ as a manifold with corners; the codimension of the boundary component $e(P)$ is equal to the $\mathbb{Q}$-rank of $\mathbf{P}$: $\text{rk}_\mathbb{Q} \mathbf{P} = \dim \mathcal{A}_\mathbf{P} = |\Delta_\mathbf{P}|$. The action of $\Gamma$ on $\overline{X}^{BS}$ and $\overline{X}^{RBS}$ is a stratum preserving continuous action with $\Gamma$ acting on $\mathcal{P}$ by conjugation. Since a parabolic subgroup is its own normaliser, the stabiliser of $\mathbf{P}$ is $\Gamma_\mathbf{P} = \Gamma \cap \mathbf{P}(\mathbb{Q})$ in both cases.

Assume $\Gamma$ to be torsion free. The action of $\Gamma$ on $\overline{X}^{BS}$ is free and properly discontinuous, the strata $e(P)$ are contractible and locally contractible, and, being a manifold with corners, $\overline{X}^{BS}$ is metrisably conically stratified and the link spaces have contractible strata. Therefore Corollary 3.19 applies.

**Theorem 4.2.** The exit path $\infty$-categories of the partial Borel–Serre compactification $\overline{X}^{BS}$ and the Borel–Serre compactification $\Gamma \setminus \overline{X}^{BS}$ are equivalent to the nerves of their homotopy categories. The homotopy category $\Pi_1^{\text{ex}it}(\overline{X}^{BS})$ is in turn equivalent to the poset $\mathcal{P}$, and $\Pi_1^{\text{ex}it}(\Gamma \setminus \overline{X}^{BS})$ is equivalent to the category $\mathcal{C}_\Gamma^{BS}$ with objects the rational parabolic subgroups of $G$ and hom-sets $\mathcal{C}_\Gamma^{BS}(P, Q) = \{ \gamma \in \Gamma \mid \gamma P \leq Q \}, \text{ for all } P, Q \in \mathcal{P}$, and composition given by the product in $\Gamma$.

Identifying the exit path $\infty$-category of the reductive Borel–Serre compactification requires a little more work in order to determine appropriate conical neighbourhoods. Moreover, the partial reductive Borel–Serre compactification is “topologically conically stratified” on non-compact link spaces, so the exit path simplicial set is not necessarily an $\infty$-category. We
exploit that the paths in $\mathcal{X}^{BS}$ descend to define a compatible collection paths in $\mathcal{X}^{RBS}$ and apply Proposition 3.15. We now assume $\Gamma$ to be neat.

**Theorem 4.3.** The exit path $\infty$-category of the reductive Borel–Serre compactification $\Gamma \backslash \mathcal{X}^{RBS}$ is equivalent to the nerve of its homotopy category. The homotopy category $\Pi^\infty(\Gamma \backslash \mathcal{X}^{RBS})$ is in turn equivalent to the category $\mathcal{E}^{RBS}_\Gamma$ with objects the rational parabolic subgroups of $G$ and hom-sets

$$\mathcal{E}^{RBS}_\Gamma(P, Q) = \{ \gamma \in \Gamma \mid \gamma P \leq Q \}/\Gamma_{N_P}, \text{ for all } P, Q \in \mathcal{P},$$

where $\Gamma_{N_P}$ acts by right multiplication, and composition is given by multiplication of representatives.

**Proof.** We will show that the stratified space $\mathcal{X}^{RBS} \rightarrow \mathcal{P}$ equipped with the action of $\Gamma$ satisfies the conditions of Proposition 3.15. Note first of all that the subgroup $\Gamma_P \leq \Gamma$ which fixes the $P$'th stratum $\mathring{e}(P)$ pointwise is $\Gamma_P = \Gamma_{N_P}$.

For all $P \in \mathcal{P}$, stratify $\overline{A_P} = (\mathbb{R}_{\geq 0})^{\Delta_P}$ over $\mathcal{P}_{\geq P}$ by sending $A_P \cdot o_Q$ to $Q$ for all $Q \geq P$, where we recall that $A_P \cdot o_Q$ is the subspace spanned by the coordinates $\Delta_P^Q \subset \Delta_P$ (all other coordinates are zero). These stratifications are compatible with the stratification of $\mathcal{X}^{BS}$ as we have identified $e(Q)$ with $(A_P \cdot o_Q) \times N_P \times X_P \subseteq X(P)$. For any $t > 0$ and any rational parabolic subgroup $P$, set

$$\overline{A_P}(t) := \{ a \in \overline{A_P} \mid a^{-\alpha} < t \text{ for all } \alpha \in \Delta_P \} \subseteq \overline{A_P}$$

stratified as a subspace of $A_P$, i.e. $\overline{A_P}(t) = [0, t)^{\Delta_P}$.

Let $P$ be a rational parabolic subgroup of $G$. The group $\Gamma_{L_P}$ is torsion free, as $\Gamma$ is neat, so it acts freely and properly discontinuously on the stratum $\mathring{e}(P)$. Hence, we may choose an open, relatively compact and contractible subset $W \subseteq \mathring{e}(P)$ such that

$$\{ \gamma \in \Gamma_P \mid \gamma. W \cap W \neq \emptyset \} = \Gamma_{N_P},$$

and we can view $W$ as a subspace of the quotient $\Gamma_{L_P} \backslash \mathring{e}(P)$. Having compact fibres, the fibre bundle $\Gamma_{L_P} \backslash \mathring{e}(P) \rightarrow \Gamma_{L_P} \backslash \mathring{e}(P)$ is proper, and therefore the preimage $V \subseteq \Gamma_P \backslash e(P)$ of $W$ under this map is relatively compact. The preimage of $V$ in $e(P)$ is $N_P \times W$, and it follows that there is a $t > 0$ such that the equivalence relations induced by $\Gamma$ and $\Gamma_P$ on the subspace

$$\overline{A_P}(t) \times N_P \times X_P \subseteq \overline{A_P}(t) \times e(P) \subseteq X(P) \subseteq X^{BS}$$

of the partial Borel–Serre compactification agree ([Zuc86, 1.5]).

Consider the subspace

$$\ell_P = \{ a \in A_P \mid \sum_{\alpha \in \Delta_P} a^{-\alpha} = 1 \} \subseteq \overline{A_P}$$

and stratify it accordingly over $\mathcal{P}_{\geq P}$. This is just the standard (topological) $(\dim A_P - 1)$-simplex embedded in the usual way in $\mathbb{R}^{\dim A_P} = \mathbb{R}^{\Delta_P}$ and stratified as a manifold with corners; the $Q$'th stratum of $\ell_P$ is $\ell_{PQ} = \ell_P \cap (A_P \cdot o_Q)$. Let $C(\ell_P) \rightarrow \mathcal{P}_{\geq P}$ denote the
stratified cone on $\ell_P$ (as $\ell_P$ is compact Hausdorff, this agrees with the stratified topological cone $C^t(\ell_P)$). There is a stratum preserving embedding

$$C(\ell_P) \to A_P(t)$$

given by sending $[a, s] \in C(\ell_P)$ to the point $b \in A_P(t)$ satisfying $b^{-\alpha} = sta^{-\alpha}$.

Define a stratified space $\mathcal{L}_P \to \mathcal{P}_P$ as the quotient of $\ell_P \times N_P \to \mathcal{P}_P$ given by applying the quotients

$$\ell_{PQ} \times N_P \to \ell_{PQ} \times N_Q \setminus N_P$$
to the strata of $\ell_P \times N_P$. The embedding

$$C(\ell_P) \times N_P \times W \hookrightarrow A_P(t) \times N_P \times W \hookrightarrow X_{BS}$$
descends to define a stratum preserving embedding

$$C^t(\mathcal{L}_P) \times W \hookrightarrow X_{RBS}$$

which restricts to the identity on $\{\ast\} \times W$ where $\ast$ is the apex of $C^t(\mathcal{L}_P)$ — note that as $\mathcal{L}_P$ is non-compact, the stratified topological cone is different from the stratified cone $C(\mathcal{L}_P)$. Let $U$ denote the image of the above map, so that we have a stratum preserving homeomorphism

$$\varphi: C^t(\mathcal{L}_P) \times W \xrightarrow{\cong} U.$$}

Our choice of $W$ and $t$ imply that

$$\{\gamma \in \Gamma \mid \gamma.U \cap U \neq \emptyset\} = \Gamma_{NP}.$$}

Moreover, $\varphi$ is $\Gamma_{NP}$-equivariant, when we let $\Gamma_{NP}$ act on $\mathcal{L}_P$ by acting on the second factor of the $Q$'th stratum $\ell_{PQ} \times N_Q \setminus N_P$ via the quotient $\Gamma_{N_Q} \setminus \Gamma_{NP}$ for all $Q$. The quotient $\Gamma_{NP} \setminus \mathcal{L}_P$ is compact as it factors through $\ell_P \times \Gamma_{NP} \setminus N_P$. Hence, the conditions of Theorem 3.14 are satisfied (the metrisability conditions are satisfied as $\Gamma \setminus X_{RBS}$ is metrisable).

For a collection of compatible exit paths, we may choose the ones coming from the partial Borel–Serre compactification. If $x, y \in X_{BS}$ are connected by a morphism in $\Pi^\text{exit}_x(Y_{BS}) \simeq \mathcal{P}$, then this morphism is unique and we choose an exit path $p_x \to y$ in $X_{BS}$ representing this morphism (for $x = y$, we choose the trivial loop). Let $\mu: X_{BS} \to X_{RBS}$ denote the quotient map, and fix basepoints $x_P \in e(P)$ for all $P$. For any $P, Q$ and $\gamma \in \Gamma$ with $\gamma'P \leq Q$, we choose the path $\mu \circ p_{x_P} \to \gamma^{-1}.x_Q$ in $X_{RBS}$. Then Proposition 3.15 applies and we are done.  

Remark 4.4. The uniform construction of [BJ06] gives rise to a conically stratified space equipped with an action of $\Gamma$ whose quotient space agrees with $\Gamma \setminus X_{RBS}$. We believe that one can apply Theorem 3.9 to this space directly, but by using the Borel–Serre compactification to define a collection of compatible exit paths, we save ourselves the trouble of having to analyse this topology in detail.

Remark 4.5. We wish to remark that the identification of neighbourhoods and link spaces in the proof of Theorem 4.3 make no claim to originality (see [IMSS15], [GHM94], [Zuc86], [BJ06]). We just make a detailed analysis in order to verify the conditions of Theorem 3.14.
Observation 4.6. The equivalences
\[ \mathcal{C}_{\Gamma}^{BS} \to \Pi_{1}^{\text{exit}}(\Gamma \backslash X^{BS}) \quad \text{and} \quad \mathcal{C}_{\Gamma}^{RBS} \to \Pi_{1}^{\text{exit}}(\Gamma \backslash X^{RBS}) \]
of the theorems above can be defined compatibly as follows: for any rational parabolic subgroup \( \mathcal{P} \), choose a basepoint \( x_{\mathcal{P}} \in e(\mathcal{P}) \) in the Borel–Serre boundary component — note that it in fact suffices to make a choice of basepoint \( x_{0} \in X \), i.e. a choice of maximal compact subgroup \( K \leq G \), as this gives canonical choices of basepoints in the boundary components corresponding to the maximal compact subgroups \( K \cap P \leq P \) for varying \( \mathcal{P} \). For any two points \( x, x' \in X^{BS} \), if there is a morphism \( x \to x' \) in \( \Pi_{1}^{\text{exit}}(X^{BS}) \), then it is unique, and we denote it by \( p_{x \to x'} \).

Recall the commutative diagram of quotient maps below. We denote by \((-)_{*} \) the induced map of exit path categories whenever this makes sense (the exit path simplicial set of the partial reductive Borel–Serre compactification is not necessarily an \( \infty \)-category).

\[
\begin{array}{ccc}
X^{BS} & \xrightarrow{\mu} & X^{RBS} \\
\downarrow{\pi} & & \downarrow{\rho} \\
\Gamma \backslash X^{BS} & \xrightarrow{\nu} & \Gamma \backslash X^{RBS}
\end{array}
\]

With respect to the basepoints \( x_{\mathcal{P}} \in e(\mathcal{P}) \), the equivalences
\[ F^{BS} : \mathcal{C}_{\Gamma}^{BS} \to \Pi_{1}^{\text{exit}}(\Gamma \backslash X^{BS}) \quad \text{and} \quad F^{RBS} : \mathcal{C}_{\Gamma}^{RBS} \to \Pi_{1}^{\text{exit}}(\Gamma \backslash X^{RBS}) \]
are given by
\[ F^{BS}(\mathcal{P}) = \pi(x_{\mathcal{P}}) \quad \text{and} \quad F^{RBS}(\mathcal{P}) = \rho(\mu(x_{\mathcal{P}})), \]
on objects, and on morphisms by
\[
F^{BS}(\gamma : \mathcal{P} \to \mathcal{Q}) = \pi_{*}(p_{x_{\mathcal{P}} \to \gamma^{-1}x_{\mathcal{Q}}}), \\
F^{RBS}(\gamma : \mathcal{P} \to \mathcal{Q}) = (\rho \circ \mu)_{*}(p_{x_{\mathcal{P}} \to \gamma^{-1}x_{\mathcal{Q}}}).
\]

The following diagram commutes
\[
\begin{array}{ccc}
\mathcal{P} & \longrightarrow & \mathcal{C}_{\Gamma}^{BS} & \xrightarrow{\mathcal{C}_{\Gamma}^{BS}} & \mathcal{C}_{\Gamma}^{RBS} \\
& & \downarrow{\Pi_{1}^{\text{exit}}(X^{BS})} & & \downarrow{\Pi_{1}^{\text{exit}}(\Gamma \backslash X^{RBS})} \\
& \longrightarrow & \Pi_{1}^{\text{exit}}(\Gamma \backslash X^{BS}) & \xrightarrow{\nu_{*}} & \Pi_{1}^{\text{exit}}(\Gamma \backslash X^{RBS}) \\
& & & \xrightarrow{F^{BS}} & \longrightarrow
\end{array}
\]
when \( \mathcal{P} \to \mathcal{C}_{\Gamma}^{BS} \) is the inclusion as a subcategory sending the unique morphism \( \mathcal{P} \leq \mathcal{Q} \) to the morphism \( \mathcal{P} \to \mathcal{Q} \) given by the identity element in \( \Gamma \); the functor \( \mathcal{C}_{\Gamma}^{BS} \to \mathcal{C}_{\Gamma}^{RBS} \) is given by the obvious quotients on the hom-sets; and \( \mathcal{P} \xrightarrow{\Pi_{1}^{\text{exit}}(X^{BS})} \) is given by sending \( \mathcal{P} \) to \( x_{\mathcal{P}} \).
5. Consequences: homotopy type and the constructible derived category

We derive some immediate corollaries to Theorem 4.3, the identification of the exit path ∞-category of the reductive Borel–Serre compactification. We determine the homotopy type of the reductive Borel–Serre compactification and in particular the fundamental group, and we review the classification of constructible sheaves and the constructible derived category.

Let $G$ be a connected reductive linear algebraic group over $\mathbb{Q}$ of positive $\mathbb{Q}$-rank whose centre is anisotropic over $\mathbb{Q}$. For a given neat arithmetic group $\Gamma \leq G(\mathbb{Q})$, let $\Gamma \backslash X^{RBS}$ denote the reductive Borel–Serre compactification of the associated locally symmetric space $\Gamma \backslash X$ as defined in Section 4.1. Let $\mathcal{C}^{RBS}_\Gamma$ be the category defined in Theorem 4.3.

Since the inclusion of the exit path $\infty$-category into the singular set is a weak homotopy equivalence of simplicial sets, we recover the homotopy type of the reductive Borel–Serre compactification (Corollary 3.18).

**Corollary 5.1.** The reductive Borel–Serre compactification $\Gamma \backslash X^{RBS}$ is weakly homotopy equivalent to the geometric realisation of $\mathcal{C}^{RBS}_\Gamma$.

The fundamental group of the geometric realisation of a small category is the localisation of the category at all morphisms ([Qui73b, Proposition 1]). We thus recover the following result of Ji–Murty–Saper–Scherk ([JMSS15, Corollary 5.3]).

**Corollary 5.2.** The fundamental group of the reductive Borel–Serre compactification $\Gamma \backslash X^{RBS}$ is isomorphic to the group $\Gamma / E_\Gamma$, where $E_\Gamma \triangleleft \Gamma$ is the normal subgroup generated by the subgroups $\Gamma_{NP} \leq \Gamma$ as $P$ runs through all rational parabolic subgroups of $G$.

**Remark 5.3.** One should think of $E_\Gamma$ as the subgroup of “elementary matrices”, cf. the case $\Gamma \leq \text{GL}_n(\mathbb{Z})$, $n \geq 3$.

Having determined the exit path $\infty$-category, we get a classification of constructible sheaves on $\Gamma \backslash X^{RBS}$ as representations of $\mathcal{C}^{RBS}_\Gamma$ (Theorem 2.21).

**Corollary 5.4.** For any compactly generated $\infty$-category $\mathcal{C}$, there is an equivalence of $\infty$-categories

$$\Psi_X: \text{Fun}(\mathcal{N}(\mathcal{C}^{RBS}_\Gamma), \mathcal{C}) \to \text{Shv}_{cbl}(\Gamma \backslash X^{RBS}, \mathcal{C}).$$

Now, as the exit path $\infty$-category of $\Gamma \backslash X^{RBS}$ is equivalent to the nerve of its homotopy category, we can apply Theorem 2.28 and Corollary 2.29 to express the constructible derived category as a derived functor category.

**Theorem 5.5.** Let $R$ be an associative ring. There is an equivalence of $\infty$-categories

$$\text{Sh}_{cbl}(\Gamma \backslash X^{RBS}, \text{LMod}_R) \simeq \mathcal{D}(\text{Fun}(\mathcal{C}^{RBS}_\Gamma, \text{LMod}^1_R)),$$

which restricts to an equivalence

$$\text{Sh}_{cbl,cpt}(\Gamma \backslash X^{RBS}, \text{LMod}_R) \simeq \mathcal{D}_{cpt}(\text{Fun}(\mathcal{C}^{RBS}_\Gamma, \text{LMod}^1_R)).$$
where \( \mathcal{D}_{\text{cpt}}(\text{Fun}(\mathcal{C}_{\Gamma}^{RBS}, \text{LMod}^1_R)) \subset \mathcal{D}(\text{Fun}(\mathcal{C}_{\Gamma}^{RBS}, \text{LMod}^1_R)) \) is the full subcategory spanned by the complexes of functors \( F_* \) such that \( F_*(x) \) is a perfect complex for all \( x \in X \).

The 1-categorical version of this is as follows.

**Corollary 5.6.** Let \( R \) be an associative ring. There is an equivalence of 1-categories

\[
D_{\text{cbl}}(\text{Shv}_1(\Gamma \backslash X^{RBS}, R)) \simeq D(\text{Fun}(\mathcal{C}_{\Gamma}^{RBS}, \text{LMod}^1_R))
\]

which restricts to an equivalence

\[
D_{\text{cbl,cpt}}(\text{Shv}_1(\Gamma \backslash X^{RBS}, R)) \simeq D_{\text{cpt}}(\text{Fun}(\mathcal{C}_{\Gamma}^{RBS}, \text{LMod}^1_R)),
\]

where \( D_{\text{cpt}}(\text{Fun}(\mathcal{C}_{\Gamma}^{RBS}, \text{LMod}^1_R)) \subset D(\text{Fun}(\mathcal{C}_{\Gamma}^{RBS}, \text{LMod}^1_R)) \) is the full subcategory spanned by the complexes of functors \( F_* \) such that \( F_*(x) \) is a perfect complex for all \( x \in X \).

As mentioned earlier in Example 2.27, both intersection cohomology of \( \Gamma \backslash X^{RBS} \) and weighted cohomology of \( \Gamma \) are examples of constructible compact-valued complexes of sheaves on \( \Gamma \backslash X^{RBS} \) taking values in complex vector spaces, i.e. they are objects of \( D_{\text{cbl,cpt}}(\Gamma \backslash X^{RBS}, \mathbb{C}) \) ([GM83, §3] and [GHM94, Theorem 17.6]). In [Sap05a] and [Sap05b], Saper introduced the theory of \( L \)-modules, a combinatorial analogue of constructible complexes of sheaves on the reductive Borel–Serre compactification. The theory is used to prove a conjecture of Rapoport and Goresky–MacPherson relating the intersection cohomology of certain Satake compactifications with that of the reductive Borel–Serre compactification ([Rap86, GM88]). This allows one to transfer cohomological calculations from the more singular spaces, Satake compactifications, to the reductive Borel–Serre compactification.

If one thinks of \( L \)-modules as a combinatorial analogue of constructible complexes of sheaves, then the equivalence of Corollary 5.6 can be interpreted as providing an actual combinatorial incarnation. The precise relationship between these two notions is unfortunately not completely evident from the tools and calculations at hand — further investigation of this should make the classification of constructible sheaves more explicit and more accessible to possible applications.

### 6. Groups acting on posets

This section does not contain any novel results, but is included in order to give some perspective on the main results of the paper. The category \( \mathcal{C}_{\Gamma}^{RBS} \) was defined in Section 4.2 in terms of the poset of rational parabolic subgroups of a reductive algebraic group, their unipotent radicals and the conjugation action of \( \Gamma \) on this poset — it is a special case of the category \( \mathcal{C}_{G,X} \) defined in Theorem 3.9 in terms of stabilisers and poset relations for a group acting on a stratified space. The object of interest was the stratified space \( \Gamma \backslash X^{RBS} \) or in the general case a stratified orbit space \( G \backslash X \). It is easy to see, however, that these categories make sense in a more general setting of a group acting on a poset, and moreover, that there are well-known examples of these categories (at least their opposites) in the literature. We make this generalisation precise and provide concrete examples.
6.1. Construction and examples. We generalise the definition of $C_RBS$ to group actions on posets and give several examples of such categories.

Construction 6.1. Let $G$ be a group acting on a poset $I$. Let $G_i$ denote the stabiliser of $i \in I$, and suppose we have a choice of subgroup $G_i^\ell \leq G_i$ for every $i \in I$ such that the following conditions hold:

(i) $G_j^\ell \leq G_i^\ell$ for all $i \leq j$;
(ii) $gG_i^\ell = G_i^\ell g$ for all $i \in I$, $g \in G$.

We call $G_i^\ell$ the link subgroup at $i$. Define a category $C_{G,I}$ with objects the elements of $I$ and hom-sets

$$C(i,j) = \{ g \in G \mid g.i \leq j \}/G_i^\ell,$$

where $G_i^\ell$ acts by right multiplication, and with composition given by multiplication of representatives in $G$. Properties (i) and (ii) imply that this is well-defined.

Example 6.2.

(i) Let $X \rightarrow I$ be a Hausdorff stratified space such that $X_i \subset X_j$ for all $i \leq j$. Suppose $G$ is a discrete group acting on $X \rightarrow I$. Let for all $i \in I$, $G_i^\ell \leq G_i$ denote the subgroup which fixes $X_i$ pointwise. This recovers the category $C_{G,X}$ in the situations of Theorem 3.9 and Proposition 3.15.

(ii) For any group $G$ and any collection of subgroups $C$ which is closed under conjugation, we can view $C$ as a poset and consider the action of $G$ on $C$ by conjugation and choose the trivial subgroups as the link subgroups. This recovers the transport category on the collection $C$.

(iii) Let $G$ be a connected linear algebraic group defined over a field $k$ and let $\mathcal{P}$ denote the poset of $k$-parabolic subgroups of $G$. The group $G(k)$ acts on $\mathcal{P}$ by conjugation. Let for all $P \in \mathcal{P}$, $N_P \leq P$ denote the unipotent radical and choose the $k$-points of these as the link subgroups: $(G(k))_P = N_P(k) \leq P(k) \leq (G(k))_P$, where $(G(k))_P$ is the normaliser of $P$ in $G(k)$.

(iv) As an extension of the previous example, we can also consider the action of a subgroup $\Gamma \leq G(k)$ and the restricted subgroups $\Gamma_P^\ell = \Gamma_{N_P} = \Gamma \cap N_P(k)$. In the situation of Section 4.1 and for $\Gamma$ a neat arithmetic group, this recovers the category $C_{RBS}^R$ of Theorem 4.3. If we choose the trivial subgroups $e \leq \Gamma_P$ as the link subgroups, then we recover $C_{RBS}^B$ of Theorem 4.2. Note that these categories are also recovered in (i) above when considering the action of $\Gamma$ on the partial Borel–Serre respectively partial reductive Borel–Serre compactifications as done in Section 4.

(v) Let $G = (G,B,N,S,U)$ be a finite group with a split BN-pair of characteristic $p$ (see [CR87, §69] for details). Let $\mathcal{P}$ denote the collection of parabolic subgroups of $G$, i.e. the subgroups $P$ containing some conjugate of $B$. Then $G_P = P$ for all $P \in \mathcal{P}$ ([CR87, Theorem 65.19]). As link subgroups, consider the maximal normal $p$-subgroups, $O_p(P) \leq P$ (the analogue of the unipotent radical). This recovers (the
opposite of) the orbit category on the $p$-radical subgroups of $G$, an object of great interest in finite group theory (see Section 6.2 below).

(vi) We can generalise (iii) and (iv) to the case of reductive group schemes: for a reductive group scheme $G$ over a scheme $S$, consider the poset $\mathcal{P}$ of parabolic subgroups and for each $P \in \mathcal{P}$, let $N_P$ denote the unipotent radical of $P$ ([Con14 §5.2]). Any subgroup $\Gamma \leq G(S)$ acts by conjugation and we can choose the link subgroups $\Gamma_P = \Gamma \cap N_P(S)$ given by the unipotent radicals.

(vii) Let $S$ be a surface of finite type and let $\Gamma(S)$ denote the corresponding mapping class group. Consider the poset $\mathcal{P}(S)$ whose elements are isotopy classes of disjoint closed simple curves on $S$ (including the empty set) and whose partial order is given by refinement, i.e. reverse inclusion (this is the opposite of the augmented curve complex and it encodes the natural stratification of the augmented Teichmüller space (see for example [HK14])). The mapping class group $\Gamma(S)$ acts on $\mathcal{P}(S)$ in the obvious way by applying the homeomorphisms of $S$ to the closed simple curves. Given an element $\sigma \in \mathcal{P}(S)$, let $\Gamma'(\mathcal{P})_\sigma$ denote the subgroup generated by Dehn twists around the components of $\sigma$. The resulting category is (the opposite of) the Charney–Lee category $\mathcal{C}L(S)$ of [CL84, EG08, CL21] and we refer to these sources for details. This category is also recovered in an orbifold version of (i) above by considering the action of the mapping class group on the augmented Teichmüller space whose quotient can be identified with the Deligne–Mumford compactification — a suitable orbifold version of the results of this paper should identify the exit path $\infty$-category of the Deligne–Mumford compactification with (the opposite of) the Charney–Lee category.

(viii) Let $A$ be an associative ring and $M$ a finitely generated projective $A$-module, and let $\mathcal{F}$ denote the poset of splittable flags of submodules of $M$. The group $GL(M)$ acts on $\mathcal{F}$ by conjugation. For every flag $F \in \mathcal{F}$, let $(GL(M))_F$ denote the subgroup of elements preserving $F$ which induce the identity on the associated graded of $F$. The resulting category is the category $\text{RBS}(M)$ introduced in [CJ21]. If $A$ is commutative and Spec$(A)$ is connected, then splittable flags correspond to parabolic subgroups of the reductive group scheme $GL(M)$ and the category $\text{RBS}(M)$ coincides with the one in (vi) above (see the discussion in [CJ21 §5]).

6.2. Orbit categories and $p$-radical subgroups. The categories defined in Construction 6.1 appear in the field of finite group theory as mentioned in Example 6.2 (v) above. We spell out the identification of the resulting category as the orbit category on $p$-radical subgroups to underline the fact that it appears both in a different setting and in a different incarnation. It is a simple application of the Borel–Tits Theorem.

Let $G = (G, B, N, S, U)$ be a finite group with a split BN-pair, and consider the categories $\mathcal{C}^G_{BS}$ respectively $\mathcal{C}^G_{RBS}$ obtained from Construction 6.1 by considering the poset of parabolic subgroups of $G$ and as link subgroups the trivial subgroups $e \leq P$ respectively the largest normal $p$-groups $O_p(P) \leq P$ (cf. Example 6.2 (ii) respectively (v)). There is a canonical functor $\mathcal{C}^G_{BS} \to \mathcal{C}^G_{RBS}$ which is the identity on objects and is given on hom-sets by the
quotient maps
\[ \{ g \in G \mid g P \leq Q \} \longrightarrow \{ g \in G \mid g P \leq Q \}/O_p(P). \]

**Remark 6.3.** These categories generalise the exit path categories of the Borel–Serre respectively reductive Borel–Serre compactifications and the functor generalises the one induced by the quotient map \( \Gamma \backslash X^{BS} \to \Gamma \backslash X^{RBS} \) as found in Observation [4.6].

**Definition 6.4.** Let \( G \) be any finite group and \( p \) a prime. A subgroup \( U \leq G \) is called \( p \)-radical if the greatest normal \( p \)-subgroup of the normaliser of \( U \) in \( G \) is \( U \) itself, i.e. if \( O_p(N_G(U)) = U \) or equivalently \( O_p(N_G(U)/U) = e \).

**Remark 6.5.** The \( p \)-radical subgroups have been studied extensively in finite group theory: they play an important role in Alperin’s weight conjecture [Alp87, AF90] and the poset of \( p \)-radical subgroups and the orbit category on this collection turn out to be of great significance in group cohomology and homotopy theory of classifying spaces ([Bou84, JMO92a, JMO92b, Gro02, Gro18]).

For \( G \) a finite group with a split BN-pair of characteristic \( p \), let \( \mathcal{O}(G) \) denote the orbit category of \( G \)-orbits and \( G \)-maps and denote by \( \mathcal{B}_p(G) \) the collection of \( p \)-radical subgroups of \( G \). Consider the transport category \( \mathcal{J}_{\mathcal{B}_p(G)}(G) \) on the collection of \( p \)-radical subgroups of \( G \), and the full subcategory \( \mathcal{O}_{\mathcal{B}_p(G)}(G) \subseteq \mathcal{O}(G) \) spanned by the \( G \)-orbits whose isotropy group is a \( p \)-radical subgroup of \( G \). There is a canonical functor
\[ \mathcal{J}_{\mathcal{B}_p(G)}(G) \to \mathcal{O}_{\mathcal{B}_p(G)}(G) \]
which sends \( P \) to \( G/O_p(P) \) and on hom-sets is given by inversion and taking quotients, \( g \mapsto [g^{-1}] \):
\[ \{ g \in G \mid g O_p(Q) \leq O_p(P) \} \to \{ g \in G \mid O_p(Q) g \leq O_p(P) \}/O_p(P), \]
where we use that \( \text{Hom}_G(G/H, G/K) \to \{ g \in G \mid H^g \leq K \}/K \) by sending a \( G \)-map to its value on the identity coset.

The poset of parabolic subgroups of \( G \) is \( G \)-equivalent to the (opposite) poset of \( p \)-radical subgroups of \( G \) by taking normaliser and \( O_p \) respectively. This is a well-known fact and a consequence of the Borel–Tits Theorem, which says that if a closed unipotent subgroup \( U \) of a connected algebraic group \( H \) is equal to the unipotent radical of its normaliser, then \( N_H(U) \) is a parabolic subgroup of \( H \) (see [BT71, Corollary 3.2] for the general case and [BW76] for the analogous result for finite Chevalley groups). The following proposition is a simple application of this fact — we spell out the steps for clarity (see also for example [Gro02, Remark 4.3]).

**Proposition 6.6.** There is a commutative diagram
where the horizontal functors are the canonical ones and the vertical ones are isomorphisms
given by
\[
\begin{align*}
\Psi(P) &= O_p(P) \\
\Phi(P) &= G/O_p(P)
\end{align*}
\]
\[
\begin{align*}
\Psi(g: P \to Q) &= g^{-1}: O_p(Q) \to O_p(P) \\
\Phi([g]: P \to Q) &= [g]: G/O_p(Q) \to G/O_p(P)
\end{align*}
\]

**Proof.** The functors \( \Phi \) and \( \Psi \) are well-defined as \( N_G(O_p(P)) = P \) for all parabolic subgroups \( P \) ([CR87, Theorem 69.10]). They are bijective on objects by the Borel–Tits theorem. To see that they are bijective on hom-sets, note that

\[
\{ g \in G \mid O_p(Q) \leq O_p(P) \} = \{ g \in G \mid ^gP \leq Q \},
\]

(1)
since in the case where \( P \leq Q \), both sets are equal to \( Q \) (this is seen in the proof of [Gro02, Lemma 4.2] and also in [CR87, Theorem 65.19]).

**Appendix A. Homotopy Links and Fibrations**

We provide proofs of the two fundamental results on homotopy links used in Section 2. These are elementary point-set topological proofs and the results are well-known. We include them for the sake of self-containment, and since the proofs that we have been able to locate in the literature work in much more general or slightly different settings. It also clarifies why we impose metrisability conditions on the stratified spaces.

Throughout this appendix, we write \( I = [0,1] \) for the unit interval to ease notation. This should not be confused with the posets \( I \) appearing in the main body of the paper.

We recall the definition of the homotopy link, also given in Section 2, let \( X \) be a topological space and \( Y \subseteq X \) a subspace. The *homotopy link* of \( Y \) in \( X \) is defined as the following subspace of paths

\[
H(X,Y) = \{ \gamma: I \to X \mid \gamma(0) \in Y, \gamma((0,1]) \subseteq X - Y \} \subset C(I,X)
\]
equipped with the compact-open topology.

This is a notion from the theory of homotopically stratified sets introduced by Quinn in [Qui88] in order to study purely topological stratified phenomena: a filtered space

\[
X_0 \subset X_1 \subset \cdots \subset X_n
\]
is *homotopically stratified* if for all \( k > i \), the subspace \( X_i - X_{i-1} \) has a “homotopically well-behaved” neighbourhood in \( (X_k - X_{k-1}) \cup (X_i - X_{i-1}) \) (i.e. is tame, see Remark [A.5]) and the evaluation at zero map from the homotopy link of this pair is a fibration. These conditions
provide a homotopical replacement of mapping cylinder neighbourhoods, the homotopy link being an analogue of the frontier of such a mapping cylinder neighbourhood (see also [Qui02]).

A.1. End point evaluation fibrations. We show that for a suitably nice pair of spaces $(X, Y)$, the end point evaluation map $H(X, Y) \to X \times (X - Y)$ is a fibration. The following lemma explains our need to impose metrisability conditions on the stratified spaces that we consider.

**Lemma A.1.** Let $X$ be a metrisable space, $Y \subseteq X$ a subspace, and $U$ an open neighbourhood of $Y$ in $X$. There is a continuous map $\delta: H(X, Y) \to (0, 1)$ such that for all $\gamma \in H(X, Y)$, we have $\gamma([0, \delta(\gamma)]) \subseteq U$.

*Proof.* The homotopy link $H(X, Y)$ admits partitions of unity, being a subspace of a metrisable space $C(I, X)$ and thus itself metrisable. For any $\gamma \in H(X, Y)$, let $\delta_\gamma \in (0, 1)$ such that $\gamma([0, \delta_\gamma]) \subseteq U$. The subset $U_{\gamma} := C([0, \delta_\gamma], U) \cap H(X, Y) = \{\eta \in H(X, Y) \mid \eta([0, \delta_\gamma]) \subseteq U\}$ is an open neighbourhood of $\gamma$ in $H(X, Y)$. Let $\{\rho_\gamma\}$ be a partition of unity subordinate to the cover $\{U_{\gamma}\}$ of $H(X, Y)$, and define $\delta: H(X, Y) \to (0, 1)$ as $\delta = \sum_\gamma \delta_\gamma \rho_\gamma$. □

**Proposition A.2.** Let $X$ be a metrisable space, $Y \subseteq X$ a subspace, and suppose there is an open neighbourhood $N$ of $Y$ in $X$ such that the evaluation at zero map $e_0: H(N, Y) \to Y$ is a fibration. Then the evaluation at zero map $e_0: H(X, Y) \to Y$ is a fibration.

*Proof.* Let $A$ be a topological space, and let $\alpha_0$ and $\alpha$ as in the following diagram.

$$
\begin{array}{ccc}
A & \xrightarrow{\alpha_0} & H(X, Y) \\
\downarrow & \nearrow & \downarrow e_0 \\
A \times I & \xrightarrow{\alpha} & Y \\
\end{array}
$$

Let $\delta: H(X, Y) \to (0, 1)$ be as in Lemma A.1 for $U = N$. For any $\gamma \in H(X, Y)$ and any $0 \leq r < s \leq 1$, let $\gamma_{[r,s]}: I \to X$ denote the reparametrisation of the restriction of $\gamma$ to $[r, s]$ and define continuous maps

$$
 R: H(X, Y) \to H(N, Y), \quad \gamma \mapsto \gamma_{[0, \delta(\gamma)]}, \\
 \overline{R}: H(X, Y) \to C(I, X - Y), \quad \gamma \mapsto \gamma_{[\delta(\gamma), 1]}.
$$

By assumption, $e_0: H(N, Y) \to Y$ is a fibration, so there is a map $\hat{\alpha}: A \times I \to H(N, Y)$ such that $e_0 \circ \hat{\alpha} = \alpha$ and $\hat{\alpha}(-, 0) = R(\alpha_0(-))$.

Consider the diagram below with $\eta$ given by

$$
\eta(-, -, 0) = \hat{\alpha}(-, -)(1), \quad \text{and} \quad \eta(-, 0, -) = \overline{R} \circ \alpha_0,
$$
where \( \mathcal{R} \circ \alpha_0 \colon A \to C(I, X - Y) \) is viewed as a map \( A \times I \to X - Y \) via the exponential law. The map \( \hat{\eta} \) is an extension of \( \eta \), using that the pair \((A \times I, A \times \{0\})\) has the homotopy extension property.

\[
A \times (I \times \{0\} \cup \{0\} \times I) \xrightarrow{\eta} X - Y
\]

\[
\begin{array}{c}
A \times I \times I \\
\downarrow \eta
\end{array}
\]

We can view \( \hat{\eta} \) as a map \( A \times I \to C(I, X - Y) \) by applying the exponential law to the second factor of \( I \), and we define \( \tilde{\alpha} \colon A \times I \to H(X, Y) \) as the vertical concatenation of \( \hat{\alpha} \) and \( \hat{\eta} \):

\[
\tilde{\alpha}(a, s)(t) = \begin{cases} 
\hat{\alpha}(a, s)(t) & t \in [0, \delta(\alpha_0(a))] \\
\hat{\eta}(a, s) & t \in [\delta(\alpha_0(a)), 1]
\end{cases}
\]

This is the desired lift.

\[\square\]

**Corollary A.3.** Let \( X \) be a metrisable space, \( Y \subseteq X \) a subspace, and suppose there is a neighbourhood \( N \) of \( Y \) in \( X \) such that the evaluation at zero map \( H(N, Y) \to Y \) is a fibration. Then the end point evaluation map \( e = e_0 \times e_1 \) is a fibration:

\[
e : H(X, Y) \longrightarrow Y \times (X - Y), \quad \gamma \mapsto (\gamma(0), \gamma(1)).
\]

We leave the proof of this as an exercise for someone wanting to practice concatenation and reparametrisation of homotopies. The strategy is as follows: given a path \( (p_Y, p_{X-Y}) \colon I \to Y \times (X - Y) \), we can apply Proposition A.2 and lift \( p_Y \) along \( e_0 \) with specified starting point \( p_0 \in H(X, Y) \), resulting in a family \( p_s \in H(X, Y) \), \( s \in I \); we then concatenate each path \( p_s \) with

- the path \( t \mapsto p_{1-t}(1) \) restricted to \([1 - s, 1]\) (this runs back along the end points of the paths \( p_t \) for \( t \leq s \)),
- and the restriction of the given path \( p_{X-Y} \) to \([0, s]\).

This strategy generalises to families of paths. See also [Woo09] for more related fibrations (specifically Lemma 3.5).

**A.2. Homotopy links and mapping cylinder neighbourhoods.** We show that when we are only interested in the homotopical information, the homotopy link provides an adequate replacement for the link space or link bundle. For more details, see [Qui88], in particular Lemma 2.4 and its corollary, or [Qui02].

**Definition A.4.** Let \((N, Y)\) be a pair of spaces. A map \( r \colon N \times I \to N \) is a nearly strict deformation retraction into \( Y \) if it satisfies:

(i) \( r(-, 1) = \text{id} \);

(ii) \( r(N, 0) \subseteq Y \).
In this appendix we show that the equivalence of \([\text{Lur17, Theorem A.9.3}]\) can be generalised to open neighbourhood of Proposition A.8.

A nearly strict deformation retraction \(r: N \times I \to N\) into a subspace \(Y \subseteq N\) defines a continuous map \(\Psi: N-Y \to H(N,Y)\), sending a point \(x \in N-Y\) to the path \(p_x: t \mapsto r(x,t)\) tracing the image of \(x\) under \(r\).

**Lemma A.6.** Let \(Y \subseteq N\) be a pair of topological spaces and suppose there is a nearly strict deformation retraction \(r: N \times I \to N\) into \(Y\). Then the map \(\Psi: N-Y \to H(N,Y)\), \(x \mapsto p_x\), defined above is a homotopy equivalence with homotopy inverse given by evaluation at 1, \(e_1: H(N,Y) \to N-Y\).

**Proof.** We first note that \(e_1 \circ \Psi = \text{id}\). The map \(H: H(N,Y) \times I \to H(N,Y)\) given by

\[
H(\gamma, s)(t) = \begin{cases} r(\gamma(t), 1 + 2s(t - 1)), & s \leq \frac{1}{2} \\ r(\gamma(2(t - ts + s) - 1), t), & s \geq \frac{1}{2} \end{cases}
\]

provides a homotopy \(\text{id} \sim \Psi \circ e_1\). \(\Box\)

**Lemma A.7.** Let \(X\) be a metrisable space, \(Y \subseteq X\) a subspace, and \(N\) an open neighbourhood of \(Y\). The inclusion \(\iota: H(N,Y) \to H(X,Y)\) is a homotopy equivalence.

**Proof.** Let \(\delta: H(X,Y) \to (0,1)\) be as in Lemma A.1 for \(U = N\), and define a map

\[
G: H(X,Y) \times I \to H(X,Y), \quad G(\gamma, s)(t) = \gamma(t(s\delta(\gamma) + 1 - s)) = \gamma|_{[0, s\delta(\gamma) + 1 - s]}(t).
\]

Then \(G_1 = G(-, 1), \gamma \mapsto \gamma|_{[0, \delta(\gamma)]}\), is a homotopy inverse to \(\iota\) with \(G\) providing the desired homotopies \(G_1 = \text{id}_{H(X,Y)} \sim \iota \circ G\) and \(G \circ \iota: \text{id}_{H(N,Y)} \sim G_1 \circ \iota\). \(\Box\)

Composing the homotopy equivalences from the above two lemmas, we have the following result.

**Proposition A.8.** Let \(X\) be a metrisable space, and \(Y \subseteq X\) a subspace. Suppose there is an open neighbourhood \(N\) of \(Y\) equipped with a nearly strict deformation retraction \(r: N \times I \to N\). Then the map \(N-Y \to H(X,Y)\), \(x \mapsto p_x\), is a homotopy equivalence.

**Appendix B. Constructible \(\mathcal{C}\)-valued sheaves**

In this appendix we show that the equivalence

\[
\Psi_X: \text{Fun}(\Pi_{\infty}^{\text{ex}}(X), \mathcal{S}) \xrightarrow{\sim} \text{Shv}_{\text{cbl}}(X, \mathcal{S})
\]

of \([\text{Lur17, Theorem A.9.3}]\) can be generalised to \(\mathcal{C}\)-valued sheaves for compactly generated \(\mathcal{C}\). Here \(\mathcal{S}\) denotes the \(\infty\)-category of spaces. The equivalence is used in Section 2.4 to give
an expression of the constructible derived category of sheaves (of \(R\)-modules) in terms of the exit path \(\infty\)-category.

To anyone with a reasonable grasp of \(\infty\)-categories, this will be quite rudimentary, but we hope that the level of detail will make the results more accessible to any reader without a background in \(\infty\)-categories.

B.1. Sheaves valued in compactly generated \(\infty\)-categories. We give a very brief recap of the necessary definitions. We refer to [Lur11 §1.1] for details on \(C\)-valued sheaves (see also [Tan19 §8.5]). Let \(C\) be a compactly generated \(\infty\)-category. Then \(C \cong \text{Ind}(C_0)\) for a small \(\infty\)-category \(C_0\) admitting small colimits (see comment at the beginning of [Lur09 §5.5.7]).

**Definition B.1.** Let \(X\) be a topological space and let \(\mathcal{U}(X)\) denote the category of open sets of \(X\). The \(\infty\)-category of \(C\)-valued presheaves on \(X\) is the functor \(\infty\)-category

\[
\text{Fun}(\mathcal{N}(\mathcal{U}(X))^{\text{op}}, C).
\]

A presheaf \(F: \mathcal{N}(\mathcal{U}(X))^{\text{op}} \to C\) is a \(C\)-valued sheaf on \(X\) if for any \(U \in \mathcal{U}(X)\) and any covering sieve \(\{U_\alpha\}\) of \(U\), the map

\[
F(U) \to \lim_{\leftarrow} F(U_\alpha)
\]

is an equivalence. We denote the full subcategory of \(\text{Fun}(\mathcal{N}(\mathcal{U}(X))^{\text{op}}, C)\) spanned by the \(C\)-valued sheaves by \(\text{Shv}(X, C)\).

**Remark B.2.** We say that a sheaf \(F \in \text{Shv}(X, C)\) is hypercomplete if it satisfies descent with respect to any hypercovering not just covering sieves (see [Lur09 §6.5.3]).

**Lemma B.3.** For any topological space \(X\) and any compactly generated \(C \cong \text{Ind}(C_0)\), there is an equivalence of \(\infty\)-categories

\[
\text{Shv}(X, C) \cong \text{Fun}^{\text{lex}}(C_0^{\text{op}}, \text{Shv}(X, S)),
\]

where the right-hand side, \(\text{Fun}^{\text{lex}}(-, -)\), denotes the full subcategory spanned by the functors preserving finite limits.

**Proof.** For any \(\infty\)-category \(\mathcal{D}\), there is an equivalence

\[
\text{Fun}(\mathcal{D}^{\text{op}}, \text{Ind}(C_0)) \cong \text{Fun}^{\text{lex}}(C_0^{\text{op}}, \text{Fun}(\mathcal{D}^{\text{op}}, S));
\]

this is in fact an isomorphism of simplicial sets identifying both sides with subcategories of \(\text{Fun}(\mathcal{D}^{\text{op}} \times C_0^{\text{op}}, S)\). We apply this to (the nerve of) the category of open sets of \(X\), \(\mathcal{D} = \mathcal{N}(\mathcal{U}(X))\), and note that by [Lur09 Corollary 5.1.2.3], the sheaf condition on the left hand side of the equivalence translates to the sheaf condition on the codomain of the right hand side.

**Remark B.4.** Let \(f: X \to Y\) be a map of topological spaces and consider the pushforward and pullback functors of \(S\)-valued sheaves

\[
\text{Shv}(X, S) \xrightarrow{f^*} \text{Shv}(Y, S).
\]
Since both $f^*$ and $f_*$ preserve finite limits, postcomposition with these define an adjunction
\[ \text{Fun}^{\text{lex}}(\mathcal{C}^\text{op}_0, \text{Shv}(X, \mathcal{S})) \xrightarrow{f^*} \text{Fun}^{\text{lex}}(\mathcal{C}^\text{op}_0, \text{Shv}(Y, \mathcal{S})). \]

Precomposition with the induced functor $\mathcal{U}(Y) \to \mathcal{U}(X)$ defines a pushforward map
\[ f_* : \text{Shv}(X, \mathcal{C}) \to \text{Shv}(Y, \mathcal{C}), \]
and we have a commutative diagram as below.

\[
\begin{array}{ccc}
\text{Shv}(X, \mathcal{C}) & \xrightarrow{f_*} & \text{Fun}^{\text{lex}}(\mathcal{C}^\text{op}_0, \text{Shv}(X, \mathcal{S})) \\
\downarrow f_* & & \downarrow f_* \\
\text{Shv}(Y, \mathcal{C}) & \xrightarrow{f_*} & \text{Fun}^{\text{lex}}(\mathcal{C}^\text{op}_0, \text{Shv}(Y, \mathcal{S}))
\end{array}
\]

Therefore the left adjoint $f^*$ on the right hand side defines a left adjoint $f^*$ to the pushforward map of $\mathcal{C}$-valued sheaves on the left hand side. See also [Lur11, Remark 1.1.8].

**Definition B.5.** Let $X$ be a topological space and let $\rho : X \to \ast$ denote the unique map to a point. A sheaf $\mathcal{F} \in \text{Shv}(X, \mathcal{C})$ is constant if it is in the essential image of the pullback functor $\rho^* : \text{Shv}(\ast, \mathcal{C}) \to \text{Shv}(X, \mathcal{C})$. A sheaf $\mathcal{F} \in \text{Shv}(X, \mathcal{C})$ is locally constant if there is an open cover $\{U_\alpha\}$ of $X$ such that the pullback of $\mathcal{F}$ to each $U_\alpha$ is constant.

**Definition B.6.** Let $X$ be an $I$-stratified space. A sheaf $\mathcal{F} \in \text{Shv}(X, \mathcal{C})$ is constructible if the restriction to each $X_i, \ i \in I$, is locally constant. We denote by $\text{Shv}_{\text{cbl}}(X, \mathcal{C})$ the full subcategory of constructible sheaves.

Since the equivalence of Lemma [B.3] commutes with pullback functors, it descends to an equivalence of the subcategories of constructible sheaves.

**Lemma B.7.** For any $I$-stratified space $X$ and any compactly generated $\mathcal{C} \simeq \text{Ind}(\mathcal{C}_0)$, there is an equivalence
\[ \text{Shv}_{\text{cbl}}(X, \mathcal{C}) \xrightarrow{\sim} \text{Fun}^{\text{lex}}(\mathcal{C}_0^\text{op}, \text{Shv}_{\text{cbl}}(X, \mathcal{S})). \]

**Definition B.8.** Let $X$ be an $I$-stratified space. We say that a constructible $\mathcal{C}$-valued sheaf is compact-valued if its stalks are compact objects of $\mathcal{C}$. We denote by $\text{Shv}_{\text{cbl},\text{cpt}}(X, \mathcal{C})$ the full subcategory of constructible compact-valued sheaves.

**B.2. Exit path $\infty$-categories and constructible $\mathcal{C}$-valued sheaves.** Using Lemma [B.7] we can generalise Lurie’s classification of space-valued constructible sheaves as representations of the exit path $\infty$-category ([Lur17, Theorem A.9.3]) to sheaves taking values in compactly generated $\infty$-categories. The result is well-known and not hard to prove, but we have been unable to locate a proof in the literature. See [Tan19, §8.6] for a sketch of how to generalise the proof of [Lur17, Theorem A.9.3] to $\mathcal{C}$-valued sheaves — the proof that we present here is relies entirely on Lurie’s result rather than generalising the proof of it.
Theorem B.9. Let $X$ be a conically $I$-stratified space which is paracompact and locally contractible, and where $I$ satisfies the ascending chain condition. Let $\mathcal{C}$ be a compactly generated $\infty$-category. Then there is an equivalence of $\infty$-categories

$$\Psi_X : \text{Fun}(\Pi_{\infty}^{\text{exit}}(X), \mathcal{C}) \xrightarrow{\sim} \text{Shv}_{\text{cbl}}(X, \mathcal{C}).$$

Proof. Let $\mathcal{C}_0$ denote the $\infty$-category of compact objects of $\mathcal{C}$. We get a sequence of equivalences

$$\text{Fun}(\Pi_{\infty}^{\text{exit}}(X), \text{Ind}(\mathcal{C}_0)) \simeq \text{Fun}_{\text{lex}}^{\text{op}}(\mathcal{C}_0^{\text{op}}, \text{Fun}(\Pi_{\infty}^{\text{exit}}(X), \mathcal{S}))$$

$$\xrightarrow{\sim} \text{Fun}_{\text{lex}}^{\text{op}}(\mathcal{C}_0^{\text{op}}, \text{Shv}_{\text{cbl}}(X, \mathcal{S})) \simeq \text{Shv}_{\text{cbl}}(X, \text{Ind}(\mathcal{C}_0))$$

by applying (2) from the proof of Lemma B.3 to $\mathcal{D} = \Pi_{\infty}^{\text{exit}}(X)$ and combining this with the equivalences of Lemma B.7 and [Lur17, Theorem A.9.3].

We have the following naturality statement generalising [Lur17, Proposition A.9.16].

Proposition B.10. Let $X \to I$ and $Y \to J$ be paracompact, locally contractible conically stratified spaces with $J \subset I$ and where $I$ satisfies the ascending chain condition. Let $\mathcal{C}$ be a compactly generated $\infty$-category. For any stratum preserving map $f : Y \to X$ which on posets is given by the inclusion, there is an equivalence $\phi_{Y,X} : \Psi_Y \circ f^* \Rightarrow f^* \circ \Psi_X$ as in the diagram below, which in particular commutes up to homotopy.

$$\begin{array}{ccc}
\text{Fun}(\Pi_{\infty}^{\text{exit}}(X), \mathcal{C}) & \xrightarrow{\Psi_X} & \text{Shv}_{\text{cbl}}(X, \mathcal{C}) \\
\downarrow f^* & \cong & \downarrow f^* \\
\text{Fun}(\Pi_{\infty}^{\text{exit}}(Y), \mathcal{C}) & \xrightarrow{\eta_Y} & \text{Shv}_{\text{cbl}}(Y, \mathcal{C})
\end{array}$$

Proof. The equivalence of [Lur17, Theorem A.9.3] is the composite of three equivalences, the first two of which are natural. For the third one, Proposition A.9.16 of [Lur17] provides the desired equivalence of functors for $\mathcal{S}$-valued sheaves:

$$\begin{array}{ccc}
\text{Fun}(\Pi_{\infty}^{\text{exit}}(X), \mathcal{S}) & \xrightarrow{\Psi_X} & \text{Shv}_{\text{cbl}}(X, \mathcal{S}) \\
\downarrow f^* & \cong & \downarrow f^* \\
\text{Fun}(\Pi_{\infty}^{\text{exit}}(Y), \mathcal{S}) & \xrightarrow{\eta_Y} & \text{Shv}_{\text{cbl}}(Y, \mathcal{S})
\end{array}$$

Applying $\text{Fun}_{\text{lex}}^{\text{op}}(\mathcal{C}_0^{\text{op}}, -)$ to this diagram and noting that the equivalence of Lemma B.7 commutes with pullbacks (by definition of the pullback functor) and the equivalence (2) in the proof of Lemma B.3 is natural, we obtain the desired equivalence $\phi_{Y,X} : \Psi_Y \circ f^* \Rightarrow f^* \circ \Psi_X$ for $\mathcal{C}$-valued sheaves. \qed
Corollary B.11. Let $X$ be a paracompact, locally contractible conically $I$-stratified space with $I$ satisfying the ascending chain condition, and let $C$ be a compactly generated $\infty$-category. Let $F: \Pi^\text{exit}_\infty(X) \to C$ and $\mathcal{F} := \Psi_X(F) \in \text{Shv}_{\text{cbl}}(X, C)$. For all $x \in X$, there is an equivalence $\mathcal{F}_x \cong F(x)$ in $C$.

Proof. For the one point space $\ast$, the equivalence $\Psi_\ast: \text{Fun}(\Pi^\text{exit}_\infty(\ast), C) \to \text{Shv}(\ast, C)$ sends a Kan complex $Y$ to the Kan complex $\text{Fun}(\ast, Y) \cong Y$ (see [Lur17, Construction A.9.2]). It follows that

$$\Psi_\ast: \text{Fun}(\Pi^\text{exit}_\infty(\ast), C) \to \text{Shv}(\ast, C)$$

is equivalent to the identity on $C$. Applying Proposition B.10 to the map $\ast \to X$ sending $\ast$ to $x \in X$ provides an equivalence $\mathcal{F}_x \cong F(x)$ in $C$. □

The following is an immediate consequence of Corollary B.11.

Corollary B.12. Suppose $X$ is a conically $I$-stratified space which is paracompact and locally contractible, and where $I$ satisfies the ascending chain condition. Let $C$ be a compactly generated $\infty$-category and let $C_0$ denote the subcategory of compact objects. Then the equivalence of Theorem B.9 restricts to an equivalence

$$\Psi_X: \text{Fun}(\Pi^\text{exit}_\infty(X), C_0) \cong \text{Shv}_{\text{cbl}, \text{cpt}}(X, C).$$
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