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To Carl-Friedrich Bödigheimer, on the occasion of his 65th birthday

Abstract. We consider the moduli space $\mathcal{M}_{g,n}$ of Riemann surfaces of genus $g \geq 0$ with $n \geq 1$ ordered and directed marked points. For $d \geq 2g + n - 1$ we show that $\mathcal{M}_{g,n}$ is homotopy equivalent to a component of the simplicial Hurwitz space $\text{Hur}^\Delta(\mathcal{S}_{\text{geo}})$ associated with the partially multiplicative quandle $\mathcal{S}_{\text{geo}}$. As an application, we give a new proof of the Mumford conjecture on the stable rational cohomology of moduli spaces of Riemann surfaces. We also provide a combinatorial model for the infinite loop space $\Omega^{\infty-2}\text{MTSO}(2)$ of Hurwitz flavour.

1. Introduction

The aim of this article is to use the theory of generalised Hurwitz spaces from [Bia21a, Bia21b, Bia21c] to give a combinatorial model for the moduli space $\mathcal{M}_{g,n}$ of closed, connected Riemann surfaces of genus $g \geq 0$ with $n \geq 1$ ordered and directed marked points; a directed marked point is endowed with a non-zero tangent vector. As an application, we reprove the Mumford conjecture on the stable rational cohomology ring of moduli spaces [Mum83], originally proved by Madsen and Weiss [MW07], which can be formulated as follows: there is an isomorphism of graded commutative $\mathbb{Q}$-algebras

$$\lim_{g \to \infty} H^*(\mathcal{M}_{g,1}; \mathbb{Q}) \cong \mathbb{Q}[x_1, x_2, \ldots]$$

between the ring of stable rational cohomology classes of moduli spaces $\mathcal{M}_{g,1}$, and a polynomial ring in infinitely many variables $x_i$, one in each even degree $2i$.

Our argument provides also a “Hurwitz model” for the space $\Omega^{\infty-2}\text{MTSO}(2)$, where MTSO(2) is the spectrum used by Madsen and Weiss to prove the Mumford conjecture.

1.1. Classical Hurwitz spaces and moduli spaces. The connection between Hurwitz spaces and moduli spaces goes back to Hurwitz himself [Hur91]: for $d \geq 2$ and $k \geq d - 1$, the classical Hurwitz space $\text{CHur}^{\mathcal{S}_{d,k}}$ parametrises equivalence classes $[S, f, u]$, where
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• \( S \) is a connected, punctured Riemann surface;
• \( f: S \to \mathbb{C} \) is a branched cover of degree \( d \), admitting exactly \( k \) distinct branch values in \( \mathbb{C} \), all of which are simple;
• \( u: f^{-1}(\mathbb{H}_{\leq v}) \cong \{1, \ldots, d\} \times \mathbb{H}_{\leq v} \) is a trivialisation of \( f \) over some lower half-plane \( \mathbb{H}_{\leq v} := \{ z \in \mathbb{C} | \Im(z) \leq v \} \) that is disjoint from all branch values, for a suitable \( v \in \mathbb{R} \).

The equivalence relation is given by declaring \((S, f, u)\) and \((S', f', u')\) equivalent if there is a biholomorphism \( \chi: S \cong S' \) such that \( f' = f \circ \chi \) and \( u \equiv u' \circ \chi \) on \( f^{-1}(\mathbb{H}_{\leq \min(v, v')}) \).

Our notation here is the same used in [EwW13]: the “C” indicates that we restrict to connected branched covers, i.e. we require \( S \) to be connected; the “c” denotes the conjugacy class of transpositions in the symmetric group \( \mathfrak{S}_d \), where local monodromies take value: this ensures that branch values are simple.

Given \([S, f, u] \in \text{CHur}_{\mathfrak{S}_d, k}^c\), represented by \((S, f, u)\), we let \( P = \{ z_1, \ldots, z_k \} \subset \mathbb{C} \) be the set of simple branch values of \( f \), and restrict \( f \) to a genuine \( d \)-fold cover

\[
f: f^{-1}(\mathbb{C} \setminus P) \to \mathbb{C} \setminus P.
\]

Choosing a basepoint \(*_P \in \mathbb{C} \setminus P\) “below \( P\), i.e. inside the lower halfplane \( \mathbb{H}_{\leq v} \) over which the covering is trivialised, we can consider the action of \( \pi_1(\mathbb{C} \setminus P, *_P) \) on the fibre \( f^{-1}(*_P) \cong \{1, \ldots, d\} \), and thus obtain a homomorphism of groups \( \varphi: \pi_1(\mathbb{C} \setminus P, *_P) \to \mathfrak{S}_d \). In particular we can evaluate \( \varphi \) at the class of a simple loop \( \gamma \) in \( \mathbb{C} \setminus P \) spinning clockwise around all points of \( P \), obtaining the total monodromy of \([S, f, u]\), which is a permutation in \( \mathfrak{S}_d \): by loop we mean a continuous map \( \gamma: [0, 1] \to \mathbb{C} \setminus P \) sending both 0 and 1 to \(*_P\), and by simple we mean that \( \gamma \) induces an injective map \([0, 1]/\{0, 1\} \to \mathbb{C} \setminus P\).

Hurwitz proved that a complete invariant for connected components of \( \text{CHur}_{\mathfrak{S}_d, k}^c \) is given by the total monodromy. More precisely, for \( \sigma \in \mathfrak{S}_d \) denote by \( \text{CHur}_{\mathfrak{S}_d, k, \sigma}^c \) the subspace of \( \text{CHur}_{\mathfrak{S}_d, k}^c \) of configurations with total monodromy equal to \( \sigma \). Moreover, let \( N(\sigma) \) be the word length norm of \( \sigma \) with respect to all transpositions in \( \mathfrak{S}_d \), i.e. the minimal \( r \geq 0 \) such that \( \sigma \) can be written as a product of \( r \) transpositions.

Then \( \text{CHur}_{\mathfrak{S}_d, k, \sigma}^c \) is connected and non-empty if \( k - (2d - 2 - N(\sigma)) \) is even and non-negative, and \( \text{CHur}_{\mathfrak{S}_d, k, \sigma}^c \) is empty otherwise.

In the following discussion we restrict for simplicity to the case \( n = 1 \), i.e. we focus on the connection between Hurwitz spaces and moduli spaces of Riemann surfaces with a single marked point. Let \( \text{lc}_d \) denote the permutation \( (1, 2, \ldots, d) \in \mathfrak{S}_d \) consisting of a unique long cycle, and note that \( N(\text{lc}_d) = d - 1 \). There is a continuous, forgetful map

\[
\theta_{\text{CHur}}: \text{CHur}_{\mathfrak{S}_d, d-1+2g, \text{lc}_d}^c \to \mathcal{M}_{g, 1},
\]

sending the class \([S, f, u]\) of a branched cover \( f: S \to \mathbb{C} \) to the total space \( \tilde{S} \) of its completion \( f: \tilde{S} \to \mathbb{C}P^1 \): the smooth, closed Riemann surface \( \tilde{S} \) can be naturally equipped with a directed marked point \( Q \), namely the (unique) preimage along \( f \) of \( \infty \in \mathbb{C}P^1 \), or in other words, the unique point in \( \tilde{S} \setminus S \); a tangent vector \( X \) at \( Q \in \tilde{S} \) can also be chosen in a canonical way, pointing in the direction of \( \{1\} \times \mathbb{H}_{\leq v} \subset S \subset \tilde{S} \), where we use \( u \), the trivialisation of \( f \) over some lower half-plane in \( \mathbb{C} \), to embed \( \{1, \ldots, d\} \times \mathbb{H}_{\leq v} \) into \( S \). The fact that both the source and
the target of the map \( \theta \) are connected spaces implies that \( \theta \) is a 0-connected
map\footnote{In fact, as mentioned in [EVWY16], Severi first proved that \( \mathcal{M}_g \) is connected by constructing a surjective map similar to \( \theta \) with source a connected component of a Hurwitz space. At the time of Severi, Teichmüller theory, and in particular the contractibility of \( \mathbb{X}_g \), was not available yet!}

A natural question arises: how highly connected is the map \( \theta \)?

For \( d = 2 \) and \( g = 1 \), the map \( \theta_{\text{CHur}} : \text{CHur}^c_{\mathcal{E}_d, 1+2g, \text{lc}_{d}} \to \mathcal{M}_{g, 1} \) happens to be a homotopy equivalence: this follows from the well-known fact that every closed Riemann surface \( \mathcal{S} \) of genus 1 with a marked point \( Q \) admits a unique involution fixing the point \( Q \): in fact \((\mathcal{S}, Q)\) can be considered as an elliptic curve, and the involution is the inversion in the group structure. However, it turns out that the previous is a very special case, and in fact \( \theta_{\text{CHur}} \) is not even a 1-connected map for \( g \geq 2 \): note for instance that \( H_1(\text{CHur}^c_{\mathcal{E}_d, d−1+2g, \text{lc}_{d}}) \) is infinite, as it admits a surjection onto \( \mathbb{Z} \), regarded as \( H_1 \) of the unordered configuration space of \( d−1+2g \) points in \( \mathbb{C} \); on the other hand \( H_1(\mathcal{M}_{g, 1}) \) is finite for \( g \geq 2 \).

In fact \( \theta_{\text{CHur}} : \text{CHur}^c_{\mathcal{E}_d, d−1+2g, \text{lc}_{d}} \to \mathcal{M}_{g, 1} \) is the restriction of another map, whose target is still the moduli space \( \mathcal{M}_{g, 1} \), but whose domain of definition is a larger space, which we can think of as a completion of \( \text{CHur}^c_{\mathcal{E}_d, d−1+2g, \text{lc}_{d}} \). In this article, for \( g \geq 0 \) and \( d \geq 1 \), we introduce the space \( \mathcal{O}_{g, 1}[d] \): it contains equivalence classes \([\mathcal{S}, f, u]\) of \( d \)-fold branched covers \( f : \mathcal{S} \to \mathbb{C} \) equipped with a trivialisation \( u \) over some lower half-plane \( \mathbb{H}_\mathcal{S} \), such that the total monodromy is equal to \( \text{lc}_{d} \in \mathcal{E}_d \), and such that the total space \( \mathcal{S} \) of the compactified covering \( f : \mathcal{S} \to \mathbb{C}P^1 \) is a smooth Riemann surface of genus \( g \). Comparing with the definition of \( \text{CHur}^c_{\mathcal{E}_d, d−1+2g, \text{lc}_{d}} \), there is only one requirement which we drop: we no longer require that all branch values of \( f \) in \( \mathbb{C} \) be simple. As we will see, it is possible to identify \( \text{CHur}^c_{\mathcal{E}_d, d−1+2g, \text{lc}_{d}} \) with an open dense subspace of \( \mathcal{O}_{g, 1}[d] \), and there is a forgetful map \( \theta_{\mathcal{O}} : \mathcal{O}_{g, 1}[d] \to \mathcal{M}_{g, 1} \) extending \( \theta_{\text{CHur}} \).

The space \( \mathcal{O}_{g, 1}[d] \) is introduced, in a similar way as in [Bin20], as a closed subspace of a space \( \mathcal{F}_{g, 1}[d] \), which is a mild variation of the slit configuration space \( \mathcal{F}_{g, 1}[d] \). The latter space \( \mathcal{F}_{g, 1}[d] \) was introduced by Bödigheimer in [Böd90], in the case \( d = 1 \), to give a combinatorial model of \( \mathcal{M}_{g, 1} \); the construction was generalised in [BH14] to higher values of \( d \) (see also [Bin20] Chapter 6) for a short discussion).

The space \( \mathcal{O}_{g, 1}[d] \) is also endowed with a natural forgetful map \( \theta_{\mathcal{O}} \) towards \( \mathcal{M}_{g, 1} \), which happens to be a homotopy equivalence for all \( d \geq 1 \); the restriction of this map to \( \mathcal{O}_{g, 1}[d] \) is precisely the map \( \theta_{\mathcal{O}} \) considered above, which further restricts to \( \theta_{\text{CHur}} \) on \( \text{CHur}^c_{\mathcal{E}_d, d−1+2g, \text{lc}_{d}} \).

1.2. Statement of results. We highlight five results from this article, focusing for simplicity on the case \( n = 1 \).

**Theorem A** (Theorem 3.7 for \( n = 1 \)). Let \( d \geq 2g \geq 0 \); then the canonical map

\[ \theta_{\mathcal{O}} : \mathcal{O}_{g, 1}[d] \to \mathcal{M}_{g, 1} \]

is a homotopy equivalence: it starts in the completion \( \mathcal{O}_{g, 1}[d] \) of the classical Hurwitz space \( \text{CHur}^c_{\mathcal{E}_d, d−1+2g, \text{lc}_{d}} \), considered above; and it ends in the moduli space \( \mathcal{M}_{g, 1} \).

Before stating the second result, we recall the notion of partially multiplicative quandle (PMQ), introduced in [Bia21a] Section 2: roughly speaking, a PMQ is a set with well-behaved binary operations of conjugation and of partial product, satisfying conditions similar to those that the usual conjugation and product operations in a group satisfy. For an augmented PMQ \( \mathcal{Q} \) (see [Bin21a] Definition
A simplicial Hurwitz space \( \text{Hur}^\Delta(\mathcal{Q}) \) was constructed in \cite{Bin21a} Definition 6.13. The augmented PMQ \( \mathcal{S}_{d}^{\text{geo}} \) was introduced in \cite{Bin21a} Definition 7.1, and plays a central role in this article: its underlying set is the symmetric group \( \mathcal{S}_d \), the operation of conjugation coincides with group conjugation, the partial product is only defined for certain couples of permutations, satisfying a geodesic condition, and coincides with the usual product of permutations when it is defined.

**Theorem B** (Theorem 1.1). Let \( d \geq 1 \); then the PMQ \( \mathcal{S}_{d}^{\text{geo}} \) is a Poincaré PMQ. In other words, all components of the simplicial Hurwitz space \( \text{Hur}^\Delta(\mathcal{S}_{d}^{\text{geo}}) \) are topological manifolds.

The connection between simplicial Hurwitz spaces and moduli spaces is established combining Theorem A and the following theorem.

**Theorem C** (Theorem 5.2 for \( n = 1 \)). The space \( \mathcal{O}_{g,1}[d] \) is homeomorphic to the connected component \( \text{Hur}^\Delta(\mathcal{S}_{d}^{\text{geo}})((d))_g \) of the space \( \text{Hur}^\Delta(\mathcal{S}_{d}^{\text{geo}}) \).

Here \( ((d))_g \) is a certain element of the completion \( \widehat{\mathcal{S}_{d}^{\text{geo}}} \) of the PMQ \( \mathcal{S}_{d}^{\text{geo}} \). Recall that for a generic augmented PMQ \( \mathcal{Q} \) we have a completion \( \widehat{\mathcal{Q}} \), and the connected components of \( \text{Hur}^\Delta(\mathcal{Q}) \) are classified by the set \( \widehat{\mathcal{Q}} \), along the \( \mathcal{Q} \)-valued total monodromy \cite{Bin21a} Theorem 6.14. In our case, we are considering the connected component of \( \text{Hur}^\Delta(\mathcal{S}_{d}^{\text{geo}}) \) of configurations whose \( \mathcal{S}_{d}^{\text{geo}} \)-valued total monodromy is equal to \( ((d))_g \). The element \( ((d))_g \) can for instance be expressed as the product

\[
((d))_g = (1, 2)(1, 2)\ldots(1, 2)(2, 3)(3, 4)\ldots(d - 1, d) \in \mathcal{S}_{d}^{\text{geo}},
\]

where at the beginning the factor \((1, 2)\) is repeated in total \(2g + 1\) times. The element \( ((d))_g \) can also be expressed in the notation of \cite{Bin21a} Proposition 7.13 as

\[
((d))_g = (l_{c_d}; \{1, \ldots, d\} : d - 1 + 2g).
\]

We remark that the single element \( ((d))_g \in \widehat{\mathcal{S}_{d}^{\text{geo}}} \) contains three pieces of information:

- the classical \( \mathcal{S}_{d} \)-valued total monodromy: in our case, the permutation \( l_{c_d} \);
- a partition of the set \( \{1, \ldots, d\} \) into subsets: in our case, the trivial partition with a single subset, corresponding to the requirement that total spaces of branched covers be connected surfaces;
- the number of simple branch values seen in the generic case, split as a sum of numbers \( \geq 0 \) corresponding to the pieces of the partition: in our case, the single number \( d - 1 + 2g \).

We can use the machinery of Hurwitz spaces to identify the stable homology of moduli spaces with that of an explicit double loop space: the following is the main result of the article.

**Theorem D** (Theorem 6.3). The stable homology groups \( \text{colim}_{g \to \infty} \mathcal{H}_*(\mathcal{M}_{g,1}) \) are isomorphic to \( \mathcal{H}_*\left(\Omega^2_{\infty}\mathcal{B}_{\infty}\right) \), where \( \mathcal{B}_{\infty} \) is the homotopy colimit of a certain sequence of Hurwitz-Ran spaces, and \( \Omega^2_{\infty} \) is a component of the double loop space of \( \mathcal{B}_{\infty} \).

We summarise here the argument, providing also the definition of \( \mathcal{B}_{\infty} \). We replace each of the spaces \( \mathcal{O}_{g,1}[d] \cong \text{Hur}^\Delta(\mathcal{S}_{d}^{\text{geo}})((d))_g \) with the homotopy equivalent space \( \text{HM}(\mathcal{S}_{d}^{\text{geo}})((d))_g \); here, following \cite{Bin21a} Definition 4.1, we consider the space \( \text{HM}(\mathcal{S}_{d}^{\text{geo}}) \), which is a strict topological monoid counterpart of the simplicial Hurwitz space \( \text{Hur}^\Delta(\mathcal{S}_{d}^{\text{geo}}) \), obtained through the theory of Hurwitz-Ran spaces from
We consider then a double-indexed diagram of spaces \( \tilde{\text{HM}}(S_{(d)}) \) for \( d \geq 2 \) and \( g \geq 0 \), with stabilising maps increasing either \( g \) or \( d \) by 1. We identify the following colimits of homology groups

\[
\text{colim}_{g \to \infty} H_\ast(M_{g,1}) \cong \text{colim}_{g,d \to \infty} H_\ast(\tilde{\text{HM}}(S_{(d)}))
\]

using Theorem A and a diagonal argument. We then use the group-completion theorem \([MS76, FM94]\) together with \([Bia21c, Theorem 4.19]\), and we rewrite the second colimit as

\[
\text{colim}_{g,d \to \infty} H_\ast(\tilde{\text{HM}}(S_{(d)})) \cong \text{colim}_{d \to \infty} \text{colim}_{g \to \infty} H_\ast(\tilde{\text{HM}}(S_{(d)})) \cong \text{colim}_{d \to \infty} H_\ast(\Omega^2_0\text{Hur}_+(R, \partial R; S_{geo}, S_d)_1)
\]

\[
\cong H_\ast(\Omega^2_0\mathbb{B}_\infty).
\]

Here \( \text{Hur}_+(R, \partial R; S_{geo}, S_d)_1 \) is an instance of a relative Hurwitz-Ran space, see Section 6 for a brief explanation, and \([Bia21b]\) for the precise construction of Hurwitz-Ran spaces. The space \( \mathbb{B}_\infty \) is defined as the homotopy colimit

\[
\mathbb{B}_\infty := \text{hocolim}_{d \to \infty} \text{Hur}_+(R, \partial R; S_{geo}, S_d)_1,
\]

and the last isomorphism follows immediately.

We exploit Theorem D to make a further computation, passing to rational coefficients and to cohomology. We use \([Bia21c, Theorem 6.1]\) (which is applicable in our situation thanks to Theorem C) and a standard argument in rational homotopy theory to compute the cohomology ring

\[
H^\ast(\Omega^2_0\mathbb{B}_\infty; \mathbb{Q}) \cong \lim_{d \to \infty} H^\ast(\Omega^2_0\text{Hur}_+(R, \partial R; S_{geo}, S_d)_1; \mathbb{Q}) \cong \mathbb{Q}[x_1, x_2, \ldots],
\]

where \( x_i \) has degree \( 2i \). For the first isomorphism we check that the Mittag-Leffler condition is satisfied, so that no \( \lim^1 \) terms occur. Thus \( \lim_{g \to \infty} H^\ast(\mathcal{M}_{g,1}; \mathbb{Q}) \) is isomorphic to the polynomial ring \( \mathbb{Q}[x_1, x_2, \ldots] \), which is a formulation of the Mumford conjecture; see Corollary 6.4.

We conclude the article with the following theorem, which compares our proof of the Mumford conjecture with the original one, due to Madsen and Weiss \([MW07]\), and relying on the spectrum MTSO(2).

**Theorem E (Theorem 7.1).** The space \( \mathbb{B}_\infty \) is homotopy equivalent to the infinite loop space \( \Omega^\infty\text{MTSO}(2) \). where MTSO(2) is the spectrum used by Madsen and Weiss in \([MW07]\).

Thus \( \mathbb{B}_\infty \) provides a “Hurwitz model” for the infinite loop space of the double suspension of MTSO(2).

### 1.3. Motivation.

This is the fourth and final article in a series about Hurwitz spaces. We apply the machinery of simplicial Hurwitz spaces \( \text{Hur}^\Delta(S_{geo}^d) \) with monodromies in the PMQ \( S_{geo}^d \) to give a new combinatorial model of moduli spaces \( \mathcal{M}_{g,n} \) of Riemann surfaces. The model is handy enough to allow a new proof of the Mumford conjecture.

Our hope is to exploit further the simplicial Hurwitz spaces \( \text{Hur}^\Delta(S_{geo}^d) \) to obtain information about the unstable homology of moduli spaces. As discussed in \([Bia21a, Section 6]\), leveraging on the fact that \( S_{geo}^d \) is a Poincaré PMQ, one can in principle compute the homology of any component of \( \text{Hur}^\Delta(S_{geo}^d) \) by using an
explicit, finite chain complex of *arrays*, which is in spirit similar to the Fadell-
Neuwirth-Fuchs chain complex computing the homology of classical configuration
spaces. We hope that some new, interesting homological information about moduli
spaces of Riemann surfaces can be extracted in the future from this chain model.
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2. Preliminaries on moduli spaces

2.1. Moduli spaces of surfaces with directed marked points. We fix \( g \geq 0 \) and \( n \geq 1 \) throughout the section; this includes the special case \( g = 0 \) and \( n = 1 \), which will be slightly different and for which a few extra remarks will be needed.

We fix a closed, smooth, connected, orientable surface \( \Sigma_g \) of genus \( g \). We fix \( n \) distinct points \( Q_1, \ldots, Q_n \in \Sigma_g \), called marked points, and for each \( Q_i \) we fix a non-zero tangent vector \( X_i \in T_{Q_i} \Sigma_g \) (see Figure 1). We denote by \( \Sigma_{g,n} \) the surface \( \Sigma_g \) equipped with these \( n \) directed marked points. We abbreviate \( Q = (Q_1, \ldots, Q_n) \) and \( X = (X_1, \ldots, X_n) \). The open surface \( \Sigma_{g,n} \setminus \{Q_1, \ldots, Q_n\} \) is usually denoted by \( \Sigma_{g,n} \setminus Q \). A sequence \( d = (d_1, \ldots, d_n) \) of numbers \( d_i \geq 1 \) is fixed throughout the section, and we denote by \( d \) the sum \( \sum_{i=1}^{n} d_i \). Finally, we set \( h := 2g + n + d - 2 \) throughout the section.

\[
\begin{aligned}
\text{Figure 1. A surface of genus 3 with 4 marked points.}
\end{aligned}
\]

**Definition 2.1.** We denote by \( \text{Diff}_{g,n} \) the topological group of diffeomorphisms of \( \Sigma_g \) that preserve the orientation and fix all points \( Q_i \) and all vectors \( X_i \). The mapping class group \( \Gamma_{g,n} \) is the group \( \pi_0(\text{Diff}_{g,n}) \) of isotopy classes of such diffeomorphisms.

**Definition 2.2.** The moduli space \( \mathcal{M}_{g,n} \) contains equivalence classes of Riemann structures \( \tau \) on \( \Sigma_{g,n} \): two Riemann structures \( \tau \) and \( \tau' \) on \( \Sigma_{g,n} \) are equivalent if there exists a diffeomorphism \( \psi \in \text{Diff}_{g,n} \) which is a biholomorphism from \( (\Sigma_{g,n}, \tau) \) to \( (\Sigma_{g,n}, \tau') \).

More formally, we consider the action of the topological group \( \text{Diff}_{g,n} \) on the space \( \mathcal{R}(\Sigma_{g,n}) \) of Riemann structures on \( \Sigma_{g,n} \); the moduli space \( \mathcal{M}_{g,n} \) is the orbit space \( \mathcal{R}(\Sigma_{g,n})/\text{Diff}_{g,n} \).

In a two-step process, one usually first defines the Teichmüller space \( \mathcal{T}_{g,n} = \mathcal{R}(\Sigma_{g,n})/\text{Diff}_{g,n}^{\sim \text{Id}} \) as the quotient by the subgroup of \( \text{Diff}_{g,n} \) of diffeomorphisms isotopic to the identity.
For $g > 0$ or $n > 1$, the space $\mathcal{T}_{g,n}$ is homeomorphic to $\mathbb{R}^{6g-6+4n}$, and one then defines $\mathcal{M}_{g,n}$ as the quotient of $\mathcal{T}_{g,n}$ by the free, properly discontinuous and orientation-preserving action of $\Gamma_{g,n}$; thus $\mathcal{M}_{g,n}$ is a classifying space for the group $\Gamma_{g,n}$ and it is an orientable manifold of real dimension $6g-6+4n$.

The case $g = 0$ and $n = 1$ is exceptional: $\mathcal{T}_{0,1}$ is a point, $\Gamma_{0,1}$ is the trivial group, and $\mathcal{M}_{0,1} = \mathcal{T}_{0,1}/\Gamma_{0,1}$ is also just a point. The reader acquainted with the theory of topological stacks may prefer to consider $\mathcal{M}_{0,1}$ as the classifying stack of the topological group $(\mathbb{C}, +, 0)$, and treat here (and in the following) all cases $g \geq 0$ and $n \geq 1$ at the same time.

**Notation 2.3.** We usually denote by $m = [r] \in \mathcal{M}_{g,n}$ a *modulus* on $\Sigma_{g,n}$, i.e. the equivalence class of a Riemann structure $r$ on $\Sigma_{g,n}$.

**Definition 2.4.** A *normal chart* at $(Q_i, X_i)$ for a Riemann structure $r$ on $\Sigma_{g,n}$ is a holomorphic chart $w_i: U_i \to \mathbb{C}$ defined on a neighbourhood $Q_i \subset U_i \subset \Sigma_{g,n}$ with the following properties:

- $w_i : Q_i \to 0 \in \mathbb{C}$;
- $Dw_i : X_i \to \partial / \partial x$, where $x = \Re(z)$ and $y = \Im(z)$ are the standard real coordinates on $\mathbb{C} \simeq \mathbb{R}^2$, and $\partial / \partial x$ is the dual vector of $dx$ (informally, it is the horizontal unit vector pointing to right).

Note that the composition of a normal chart with the inverse of another normal chart is a holomorphic function $w = w(z)$ defined on some neighbourhood of $0 \in \mathbb{C}$; its Taylor expansion has the form $w(z) = z + h.o.t.,$ where the higher order terms correspond to powers of $z$ with exponent higher than 1. In particular the differential of a normal chart $Dw_i: T_{Q_i, \Sigma_{g,n}} \to T_0 \mathbb{C}$ does not depend on the normal chart. Note also that $X_i$ can be recovered from a normal chart $w_i$ as $Dw_i^{-1}(\partial / \partial x)$.

**Notation 2.5.** Our preferred model of surface $\Sigma_{0,1}$ is $\mathbb{CP}^1$: the unique marked point $Q$ is the point at infinity $\infty = [1 : 0]$; the vector $X \in T_{\infty, \mathbb{CP}^1}$ is the unique vector such that the chart $[a : b] \mapsto b/a \in \mathbb{C}$, defined on a neighbourhood of $\infty$, is normal. The difference $\mathbb{CP}^1 \setminus \{Q\}$ is identified with $\mathbb{C}$ through the usual map $[a : b] \mapsto a/b$. The standard Riemann structure on $\mathbb{CP}^1$ is denoted $\tau_{\text{st}}$.

The action of $\text{Diff}_{g,0,1}$ on $\mathcal{R}(\Sigma_{0,1})$ is transitive but not free. The isotropy group of $\tau_{\text{st}}$ is the group of biholomorphisms $f : \mathbb{CP}^1 \to \mathbb{CP}^1$ that fix $\infty$ and induce the identity on $T_{\infty, \mathbb{CP}^1}$: this group is isomorphic to the additive group $\mathbb{C}$, where $\lambda \in \mathbb{C}$ corresponds to the translation $z \mapsto z + \lambda$ on $\mathbb{C}$, extended by $\infty \mapsto \infty$.

In the case $g > 0$ or $n > 1$, instead, the action of $\text{Diff}_{g,n}$ on $\mathcal{R}(\Sigma_{g,n})$ is free. See [ES70] and [Gar87] for these classical results in Teichmüller theory.

In order to study the homotopy type of $\mathcal{M}_{g,n}$ it is convenient to have a combinatorial model for this space; by *combinatorial model* we mean in great generality a pair of finite CW-complexes $(\mathcal{X}, \mathcal{X}')$ whose definition (cells and attaching maps) is combinatorial in flavour, and such that $\mathcal{X} \setminus \mathcal{X}'$ is homotopy equivalent to $\mathcal{M}_{g,n}$.

In Subsection 2.3 we briefly recall the model $\mathcal{S}_{g,n}[d]$ of slit configurations, and in Section 3 we will describe the Hurwitz model $\mathcal{O}_{g,n}[d]$.

**2.2. The theorem of Riemann-Roch.**

**Definition 2.6.** A divisor $\mathcal{D}$ on $\Sigma_{g,n}$ is an element of the free abelian group generated by points of $\Sigma_{g,n}$. The degree of $\mathcal{D} = \sum_{i=1}^{k} \lambda_i P_i$ is $\deg(\mathcal{D}) = \sum_{i=1}^{k} \lambda_i$. 
We say that $\mathcal{D}$ is $Q$-supported if it is of the form $\sum_{i=1}^{n} \lambda_i Q_i$, with coefficients $\lambda_i \geq 1$. We denote by $D = D(d) = \sum_{i=1}^{n} d_i Q_i$, the $Q$-supported divisor of $\Sigma_{g,n}$ associated with the sequence $d$; note that $\deg(D) = \overline{d} = \sum_{i=1}^{n} d_i$. Similarly, we denote by $D + Q$ the $Q$-supported divisor $\sum_{i=1}^{n} (d_i + 1) Q_i$.

Let $\tau$ be a Riemann structure on $\Sigma_{g,n}$, let $\mathcal{D} = \sum_{i=1}^{k} \lambda_i P_i$ be a divisor and consider the complex vector space $\mathcal{O}(\tau, \mathcal{D})$ containing all holomorphic sections of the holomorphic line bundle associated with $\mathcal{D}$. Concretely, an element of $\mathcal{O}(\tau, \mathcal{D})$ is a meromorphic function $f : (\Sigma_{g,n}, \tau) \to \mathbb{C}P^1$ such that $f$ is holomorphic away from $\{P_1, \ldots, P_k\}$ and, for all $1 \leq i \leq k$, $f$ has a pole of order at most $\lambda_i$ at $P_i$; this means that if $\lambda_i < 0$, then $f$ must have a zero of order at least $-\lambda_i$ at $P_i$. The complex dimension of $\mathcal{O}(\tau, \mathcal{D})$ depends in general on $\tau$ and $\mathcal{D}$.

Recall that we can associate with every Riemann surface $(\Sigma_{g,n}, \tau)$ a canonical divisor $K(\tau)$ of degree $2g - 2$, whose corresponding holomorphic line bundle is isomorphic to the holomorphic cotangent bundle $T^{\ast} \Sigma_{g,n}$. The divisor $K(\tau)$ is uniquely determined up to principal divisors.

**Theorem 2.7** (Riemann-Roch). Let $\tau$ be a Riemann structure on $\Sigma_{g,n}$, let $\mathcal{D}$ be any divisor on $\Sigma_{g,n}$, and let $K(\tau)$ be a canonical divisor associated with the Riemann surface $(\Sigma_{g,n}, \tau)$. Then

$$\dim_{\mathbb{C}} \mathcal{O}(\tau, \mathcal{D}) - \dim_{\mathbb{C}} \mathcal{O}(\tau, K(\tau) - \mathcal{D}) = \deg(\mathcal{D}) - g + 1.$$ 

Note that the inequality $\dim_{\mathbb{C}} \mathcal{O}(\tau, \mathcal{D}) \geq \deg(\mathcal{D}) - g + 1$ always holds; if moreover $\deg(\mathcal{D}) \geq 2g - 1$, then $K(\tau) - \deg(\mathcal{D})$ has degree $\leq -1$, so that $\mathcal{O}(\tau, K(\tau) - \mathcal{D}) = 0$ and we obtain the equality $\dim_{\mathbb{C}} \mathcal{O}(\tau, \mathcal{D}) = \deg(\mathcal{D}) - g + 1$.

### 2.3. The parallel slit complex.

The model $\mathcal{H}_{g,n}[d]$ is constructed by considering Riemann surfaces $(\Sigma_{g,n}, \tau)$ equipped with a harmonic function $u : \Sigma_{g,n} \setminus \overline{Q} \to \mathbb{R}$ having prescribed behaviour near the marked points. One can cut the surface along the critical lines of the flow associated with $-\nabla u$, the negative gradient of $u$; the cut surface consists of $d$ contractible components, each of which can be biholomorphically embedded in $\mathbb{C}$ as the complement of a finite collection of slits. A slit is a horizontal halfline in $\mathbb{C}$ running to the left, i.e. of the form $\{z_0 - t \mid t \geq 0\}$ for some $z_0 \in \mathbb{C}$ (see Figure [2]).

The process of dissecting a Riemann surface as described above, in order to represent its parts as tame open subsets of the plane, is called *Hilbert uniformisation* [Hil09]. Bödigheimer [BG90] considers all moduli of Riemann surfaces at the same time and describes the model $\mathcal{H}_{g,1}[1]$ for the moduli space $\mathcal{M}_{g,1}$; the same technique works for surfaces with more than one marked point and with higher values for the numbers $d_i$. The formal definition of $\mathcal{H}_{g,n}[d]$ requires some preparation.

**Definition 2.8.** Let $\tau$ be a Riemann structure on $\Sigma_{g,n}$. A harmonic function $u : \Sigma_{g,n} \setminus \overline{Q} \to \mathbb{R}$ is $d$-directed if for all $1 \leq i \leq n$ it has a directed pole of order $d_i$ at $Q_i$ in the following sense: in a normal chart $w_i : U_i \to \mathbb{C}$ around $Q_i$ we can write

$$u(w_i) = \Re \left( \frac{1}{w_i^{d_i}} + \text{h.o.t.} \right) - B_i \log |w_i|$$

for some real number $B_i$. The higher order terms correspond to powers of $w_i$ with exponent higher than $-d_i$. The word “directed” refers to the fact that the coefficient of $w_i^{-d_i}$ is required to be 1, and not another number in $\mathbb{C}^\ast$. 


Figure 2. On left, the Riemann surface \((\Sigma_{1,2}, \tau)\), together with a harmonic function \(u: \Sigma_{1,2} \setminus \{Q_1, Q_2\} \to \mathbb{R}\) having directed poles of order 1 at \(Q_1\) and \(Q_2\): the critical points of \(u\) are \(P_1, P_2, P_3, P_4\), and the flow lines of \(-\nabla u\) entering or exiting from the critical points are shown. On right, the associated slit picture. Here \(d = 2\) and \(d_1 = d_2 = 1\).

Definition 2.9. The critical graph of a harmonic function \(u: (\Sigma_{g,n}, \tau) \setminus Q \to \mathbb{R}\), denoted \(\mathcal{K}_0(u) \subset \Sigma_{g,n}\), is defined by considering the flow lines of \(-\nabla u\), the negative gradient of \(u\) on \(\Sigma_{g,n} \setminus Q\). The vector field \(-\nabla u\), and hence the parametrisation of the flow lines, depend on a choice of Riemannian metric in the conformal class \(\tau\); but the decomposition of \(\Sigma_{g,n} \setminus Q\) into maximal flow lines is independent of this choice. The graph \(\mathcal{K}_0\) is the union of all critical points of \(u\) (points where \(du = 0\)), all flow lines having a critical point of \(u\) as negative limit, and all marked points \(Q_i\). See Figure 3.

Figure 3. On left, the critical graph \(\mathcal{K}_0 \subset \Sigma_{1,2}\) in the example of Figure 2. It is an oriented graph with 6 vertices and 8 edges embedded in the surface \(\Sigma_{1,2}\). The complement \(\Sigma_{1,2} \setminus \mathcal{K}_0\) is endowed with a holomorphic embedding into \(\mathbb{C}_1 \cup \mathbb{C}_2\); the image of this embedding is the complement of the infinite halflines, called slits, shown on right.

For a \(d\)-directed harmonic function \(u: (\Sigma_{g,n}, \tau) \setminus Q \to \mathbb{R}\), the complement of the critical graph \(\Sigma_{g,n} \setminus \mathcal{K}_0(u)\) consists of \(d\) contractible, open regions. Let \(L_{i,j}: [0, \varepsilon) \to \mathbb{R}\)
\( \Sigma_{g,n} \), for \( 1 \leq i \leq n \) and \( 0 \leq j \leq d_i - 1 \), be a short, smooth path exiting from \( Q_i \) with velocity \( e^{2\pi j/d_i} X_i \), where we use the Riemann structure \( \tau \) to rotate \( X_i \) by an angle \( 2\pi j/d_i \). Each arc \( L_{i,j} \) is contained, for small positive times, in a single region of \( \Sigma_{g,n} \setminus \mathcal{K}_0(u) \); viceversa, all \( d \) regions of \( \Sigma_{g,n} \setminus \mathcal{K}_0(u) \) contain the germ of precisely one arc \( L_{i,j} \). See Figure 4.

**Figure 4.** An example of choices of the germs \( L_{i,j} \) for a Riemann surface \( (\Sigma_{2,3}, \tau) \) and \( d = (1, 2, 3) \).

**Definition 2.10.** Let \( \tau \) be a Riemann structure on \( \Sigma_{g,n} \). The space \( \mathcal{H}(\tau, d) \) contains couples \((u, v)\), where \( u: (\Sigma_{g,n}, \tau) \setminus Q \to \mathbb{R} \) is a \( d \)-directed harmonic function, and \( v: \Sigma_{g,n} \setminus \mathcal{K}_0(u) \) is a conjugate harmonic function to \( u \) defined on the complement of the critical graph of \( u \), i.e. \( u + \sqrt{-1}v \) is a holomorphic function on \( \Sigma_{g,n} \setminus \mathcal{K}_0(u) \).

We note that \( \mathcal{H}(\tau, d) \) has the structure of a real affine space. If \((u, v)\) and \((u', v')\) are in \( \mathcal{H}(\tau, d) \) and \( t \in \mathbb{R} \), then \( u' := tu + (1-t)u' \) is also a \( d \)-directed harmonic function on \( \Sigma_{g,n} \); the complement \( \Sigma_{g,n} \setminus \mathcal{K}_0(u'') \) consists of \( d \) connected components, each containing the germ of one of the paths \( L_{i,j} \); the function \( tv + (1-t)v' \) is well-defined on the image of \( L_{i,j} \), at least for small positive times, and can be extended uniquely to a conjugate harmonic function to \( u'' \) on the component of \( \Sigma_{g,n} \setminus \mathcal{K}_0(u'') \) containing \( L_{i,j} \); these \( d \) extensions give a harmonic function \( v'' : (\Sigma_{g,n}, \tau) \setminus \mathcal{K}_0(u'') \), and we may define the convex combination \( t(u, v) + (1-t)(u', v') \) to be \((u'', v'')\).

To prove that \( \mathcal{H}(\tau, d) \) is non-empty, and to compute its real dimension, we first give a definition.

**Definition 2.11.** Let \( df \) be a meromorphic differential on \( \Sigma_{g,n} \). We say that \( df \) is \( d \)-directed if \( df \) is holomorphic away from \( Q \), and if for all \( 1 \leq i \leq n \) the Laurent expansion of \( df \) in a normal chart \( w_i \) around \( Q_i \) has the form

\[
 df(w_i) = \frac{-d_i}{w_i^{d_i+1}} dw_i + \text{h.o.t.}.
\]

Note the different exponents in comparison with Definition 2.8. We then argue as follows: see [Bo90] for more details.

- Given \((u, v) \in \mathcal{H}(\tau, d)\), the complex differential \( df := du + \sqrt{-1}dv \) can be continuously extended to a \( d \)-directed meromorphic differential on \( \Sigma_{g,n} \); moreover, for all loops \( \gamma \) in \( \Sigma_{g,n} \setminus Q \) we have \( \Re(\int_{\gamma} df) = 0 \): we call this the \( \Re \int 0 \)-condition.
- Conversely, given a \( d \)-directed meromorphic differential \( df \) on \( \Sigma_{g,n} \), satisfying the \( \Re \int 0 \)-condition, we can choose an integral \( u = \int \Re(df): \Sigma_{g,n} \setminus Q \to \mathbb{R} \); \( u \) is a \( d \)-directed harmonic function, uniquely determined up to one real integration constant; on \( \Sigma_{g,n} \setminus \mathcal{K}_0(u) \) we can choose an integral \( v = \int \Im(df) \), which is uniquely determined up to \( d \) real integration constants.
• The space of all \(d\)-directed meromorphic differentials on \((\Sigma_{g,n}, \tau)\) is an affine translation of \(\mathcal{O}(\tau, K(\tau) + D)\) inside \(\mathcal{O}(\tau, K(\tau) + D + Q)\); since \(\deg(K(\tau) + D) \geq 2g - 1\), the complex dimension of \(\mathcal{O}(\tau, K(\tau) + D)\) is \(g - 1 + d\).

• The space of \(d\)-directed meromorphic differentials \(df\) on \((\Sigma_{g,n}, \tau)\) satisfying the \(R\{0\}\)-condition is non-empty by an application of the Dirichlet principle; it has real dimension \(2g - 2 + 2d - (2g + n - 1) = 2d - n - 1\) because it is obtained from the affine space of all \(d\)-directed meromorphic differentials by imposing the vanishing of \(2g + n - 1\) real linear functionals.

• Summing the real dimension of the space of \(d\)-directed meromorphic differentials \(df\) on \((\Sigma_{g,n}, \tau)\) satisfying the \(R\{0\}\)-condition with the number \(d + 1\) of integration constants, we obtain that the real dimension of \(\tilde{H}(\tau, d)\) is \(3d - n = 3h - (6g + 4n - 6)\). This is equal to \(3h - \dim \mathcal{M}_{g,n}\) unless \(g = 0\) and \(n = 1\), in which case we get \(3h + 2\).

The spaces \(\tilde{H}(\tau, d)\), for varying \(\tau \in \mathcal{Riem}(\Sigma_{g,n})\), assemble into a space \(\tilde{H}_{g,n}[d]\); the forgetful map \(\tilde{\theta}_5 : \tilde{H}_{g,n}[d] \to \mathcal{Riem}(\Sigma_{g,n})\), sending \((\tau, u, v)\) to \(\tau\), is a bundle map.

**Definition 2.12.** The group \(\text{Diff}_{g,n}\) acts freely on \(\tilde{H}_{g,n}[d]\) by pulling back both Riemann structures and harmonic functions. The orbit space is denoted

\[\tilde{H}_{g,n}[d] := \tilde{H}_{g,n}[d] / \text{Diff}_{g,n};\]

the forgetful map \(\tilde{\theta}_5\) gives rise to a bundle map \(\theta_5 : \tilde{H}_{g,n}[d] \to \mathcal{M}_{g,n}\).

The space \(\tilde{H}_{g,n}[d]\) is an orientable manifold of dimension \(3h\), and the map \(\theta_5\) is a bundle map. If \(g > 0\) or \(n > 1\), the fibre \(\theta_5^{-1}(m)\) is canonically identified with \(\tilde{H}(\tau, d)\), for any \(m = [\tau] \in \mathcal{M}_{g,n}\). In the case \(g = 0\) and \(n = 1\), both \(\theta_5\) and \(\tilde{\theta}_5\) have only one fibre, \(\tilde{H}(d)\) is itself a real affine space of dimension \(3h + 2\), and \(\tilde{H}_{g,n}[d]\) is the quotient of \(\tilde{H}(d)\) by a free, affine action of \(\mathbb{C}\) by translations. In all cases \(\theta_5\) has contractible fibres and is therefore a homotopy equivalence.

Given an class \([\tau, u, v] \in \tilde{H}_{g,n}[d]\), we can consider the holomorphic function \(f = u + \sqrt{-1}v : (\Sigma_{g,n} \setminus \mathcal{K}_0(u), \tau) \to \mathbb{C}\). The map \(f\) restricts to an open embedding on each of the \(d\) connected components of \(\Sigma_{g,n} \setminus \mathcal{K}_0(u)\), with image given by the complement of a finite configuration of horizontal, left-oriented halflines, called *slits*.

The graph \(\mathcal{K}_0(u)\) has the following decorations:

• it is a *fat graph*, i.e. at each vertex there is a cyclic order of the incident edges; the associated surface, obtained by fattening edges to strips, has genus \(g\) and \(d\) boundary components (it is indeed a small neighbourhood of \(\mathcal{K}_0(u)\) in \(\Sigma_{g,n}\));

• all edges are oriented by \(-\nabla u\);

• \(n\) of the vertices are labelled \(Q_1, \ldots, Q_n\); let \(P_1, \ldots, P_k\) be the other vertices, for some \(k \geq 0\);

• all edges incident to \(Q_i\) are incoming; there is a partition of the edges incident to \(Q_i\) into \(d_i\) parts; each part has an internal order, and the set of parts is also totally ordered; the cyclic order at \(Q_i\) is induced by the lexicographic order given by this partition (use the vectors \(e^{\pm \pi j/d} \mathbf{X}_i\) to split the parts of this partition);

• no two edges incident to \(P_i\) can be consecutive in the cyclic order and both incoming;

• the vertices \(P_1, \ldots, P_k\) are endowed with a preorder, i.e. an equivalence relation together with a total order on the set of equivalence classes; \(P_i\) strictly precedes \(P_j\) in the preorder as soon as there is an edge oriented from \(P_j\) to \(P_i\) (evaluate the function \(u\) to obtain the preorder).
If we fix a combinatorial type for $\mathcal{K}_0$ as decorated graph, the subspace of $\mathcal{H}_{g,n}[d]$ of classes $[\tau, u, v]$ realising this combinatorial type is homeomorphic to an open multisimplex, whose coordinates correspond to the horizontal and vertical positions of the slits in the associated slit configurations. The one-point compactification of $\mathcal{H}_{g,n}[d]$ admits a cell decomposition with cells in bijection with combinatorial types for $\mathcal{K}_0$ (together with the 0-cell given by the point at infinity). The cellular structure of $\mathcal{H}_{g,n}[d]^{\infty}$ is described in detail in [BH14] and [Bin20].

3. The moduli space of branched covers of $\mathbb{C}P^1$

We fix $g \geq 0$, $n \geq 1$ and a sequence $d = (d_1, \ldots, d_n)$ as in Section 2; we moreover assume $d \geq 2$, as in this section the case $d = 1$ would be of little interest. We still denote $d = \sum_{i=1}^{n} d_i$ and $h = 2g + n + d - 2$.

In this section we introduce $\mathcal{O}_{g,n}[d]$, the moduli space of Riemann surfaces $(\Sigma_{g,n}, \tau)$ endowed with a $d$-directed meromorphic function. In fact $\mathcal{O}_{g,n}[d]$ can be considered as a closed subspace of $\mathcal{H}_{g,n}[d]$, and the restricted map

$$\theta_{\mathcal{O}} = \theta_{\mathcal{H}}|_{\mathcal{O}_{g,n}[d]} : \mathcal{O}_{g,n}[d] \to \mathcal{M}_{g,n}$$

is a homotopy equivalence whenever $d \geq 2g + n - 1$. It will however be convenient to embed $\mathcal{O}_{g,n}[d]$ directly into a certain quotient $\mathcal{H}_{g,n}[d]$ of $\mathcal{H}_{g,n}[d]$: roughly speaking, if elements of $\mathcal{H}_{g,n}[d]$ carry the information of $d$ integration constants for the harmonic form $dv$, elements of $\mathcal{H}_{g,n}[d]$ only carry the information of a single integration constant.

3.1. Definition of $\mathcal{O}_{g,n}[d]$ as a subspace of $\mathcal{H}_{g,n}[d]$.

**Definition 3.1.** Recall Definition 2.8 and 2.10. For a Riemann structure $\tau$ on $\Sigma_{g,n}$ we denote by $\mathcal{H}(\tau, d)$ the space of triples $(u, dv, v_1)$, where $u : (\Sigma_{g,n}, \tau) \setminus Q \to \mathbb{R}$ is a $d$-directed harmonic function, $dv$ is the conjugate harmonic 1-form to $du$ on $\Sigma_{g,n} \setminus Q$ (i.e. $dv$ is obtained from $du$ by applying the Hodge star operator), and $v_1$ is an integral of $dv$ on the component of $\Sigma_{g,n} \setminus \mathcal{K}_0(u)$ containing the germ of a path $L_{1,0}$ exiting from $Q_1$ with velocity $X_1$, compare with Figure 4.

Note that $dv$ is completely determined by $u$ (or by $v_{1,0}$): the main reason to put $dv$ among the data is to have a ready notation for the harmonic conjugate of $du$. The space $\mathcal{H}(\tau, d)$ is an affine quotient of $\mathcal{H}(\tau, d)$, by considering the surjective map of affine spaces sending $(u, v)$ to $(u, dv, v_{1,0})$, where $v_{1,0}$ is the restriction of $v$ to the component of $\Sigma_{g,n} \setminus \mathcal{K}_0(u)$ containing the germ of $L_{1,0}$. The real dimension of $\mathcal{H}(\tau, d)$ is $3d - n - (d - 1) = 2d - n + 1$.

**Definition 3.2.** For $g > 0$ or $n > 0$ we define $\mathcal{H}_{g,n}[d]$ as the real affine bundle of dimension $2d - n + 1$ over $\mathcal{M}_{g,n}$ whose fibre over $[\tau] = m \in \mathcal{M}_{g,n}$ is $\mathcal{H}(\tau, d)$. Formally, we first consider the affine bundle over $\text{Riem}(\Sigma_{g,n})$ with fibre $\mathcal{H}(\tau, d)$ over $\tau$, and then we take the quotient of the total space of this affine bundle by the group $\text{Diff}_{g,n}$, which acts by pulling back simultaneously Riemann structures, harmonic functions and harmonic forms. We denote by $\theta_{\mathcal{H}} : \mathcal{H}_{g,n}[d] \to \mathcal{M}_{g,n}$ the associated bundle map.

For $g = 0$ and $n = 0$ we will not need to consider a space $\mathcal{H}_{g,n}[d]$. The following definition should be compared with Definitions 2.8 and 2.11.
Definition 3.3. Let \( \tau \) be a Riemann structure on \( \Sigma_{g,n} \). A meromorphic function \( f: (\Sigma_{g,n}, \tau) \to \mathbb{C}P^1 \) is \( d \)-directed if it is holomorphic on \( \Sigma_{g,n} \setminus Q \) and if for all \( 1 \leq i \leq n \) and for any normal chart \( w_i \) around \( Q_i \), the Laurent expansion of \( f \) has the form

\[
f(w_i) = \frac{1}{w_i^{d_i}} + \text{h.o.t.,}
\]

where the higher order terms correspond powers of \( w_i \) with exponent higher than \(-d_i\): we say that \( f \) has a directed pole of order \( d_i \) at \( Q_i \).

We let \( \mathcal{O}(\tau, d) \) be the space of \( d \)-directed meromorphic functions on \( (\Sigma_{g,n}, \tau) \).

Using normal charts, one can note that if \( f, g \in \mathcal{O}(\tau, d) \) and \( \lambda \in \mathbb{C} \), then also \( \lambda f + (1 - \lambda)g \in \mathcal{O}(\tau, d) \); therefore \( \mathcal{O}(\tau, d) \) is a complex affine subspace of \( \mathcal{O}(\tau, D) \) (see Definition 2.6).

Given \( f \in \mathcal{O}(\tau, d) \), we can define a harmonic function \( u = \Re(f) \) on \( (\Sigma_{g,n}, \tau) \setminus Q \), which admits a conjugate harmonic function \( v = \Im(f) \) on the entire subspace \( \Sigma_{g,n} \setminus Q \), and in particular on the component of \( \Sigma_{g,n} \setminus K_0(u) \) containing the germ of a path \( L_{1,0} \) as in Definition 8.1, thus we determine a triple \( (u, dv, v_1,0) \in \mathcal{H}(\tau, d) \).

We obtain an inclusion of real affine spaces \( \mathcal{O}(\tau, d) \subset \mathcal{H}(\tau, d) \); the image of this inclusion consists of all triples \( (u, dv, v_1,0) \in \mathcal{H}(\tau, d) \) such that \( v_1,0 \) can be continuously extended over \( \Sigma_{g,n} \setminus Q \) to an integral of \( dv \).

Definition 3.4. We define \( \mathcal{O}_{g,n}[d] \) as the moduli space of Riemann surfaces \( (\Sigma_{g,n}, \tau) \) endowed with a \( d \)-directed meromorphic function \( f \in \mathcal{O}(\tau, d) \). Two couples \( (\tau, f) \) and \( (\tau', f') \) are equivalent if there is a diffeomorphism \( \psi \in \text{Diff}_{g,n} \) pulling back \( \tau' \) to \( \tau \) and \( f' \) to \( f \).

Formally, we first consider the space \( \mathcal{O}_{g,n}[d] \) of couples \( (\tau, f) \), with \( \tau \in \mathcal{Riem}(\Sigma_{g,n}) \) and \( f: (\Sigma_{g,n}, \tau) \to \mathbb{C}P^1 \) a \( d \)-directed meromorphic function; the group \( \text{Diff}_{g,n} \) acts freely on this space by pulling back Riemann structures and meromorphic functions, and we define \( \mathcal{O}_{g,n}[d] \) as the quotient \( \mathcal{O}_{g,n}[d]/\text{Diff}_{g,n} \). We denote by \( \theta_{\mathcal{O}}: \mathcal{O}_{g,n}[d] \to \mathcal{M}_{g,n} \) the forgetful map \( \theta_{\mathcal{O}}: [\tau, f] \mapsto [\tau] \).

We used the same notation “\( \theta' \)” in Definitions 2.12, 3.2 and 3.4; in fact, for \( g > 0 \) or \( n > 1 \), the space \( \mathcal{O}_{g,n}[d] \) can be embedded into \( \mathcal{H}_{g,n}[d] \) as the closed subspace of classes of quadruples \( [\tau, u, dv, v_1,0] \) such that \( v_1,0 \) can be continuously extended to an integral \( v: (\Sigma_{g,n}, \tau) \setminus Q \to \mathbb{R} \) of \( dv \). Under this embedding, the map \( \theta_{\mathcal{O}} \) from Definition 3.4 is the restriction of the map \( \tilde{\theta}_{\mathcal{H}} \) from Definition 2.12. In the following we reformulate the characterisation of \( \mathcal{O}_{g,n}[d] \) as subspace of \( \mathcal{H}_{g,n}[d] \).

Definition 3.5. For \( g > 0 \) or \( n > 1 \) we denote by \( p: \mathcal{F}_{g,n} \to \mathcal{M}_{g,n} \) the tautological closed surface bundle over \( \mathcal{M}_{g,n} \), with fibre \( \Sigma_{g,n} \). Formally, \( \mathcal{F}_{g,n} = (\Sigma_{g,n} \times \mathcal{Riem}(\Sigma_{g,n}))/\text{Diff}_{g,n} \). Removing marked points fibrewise yields a tautological open surface bundle \( \mathcal{F}_{g,n} \) with fibre \( \Sigma_{g,n} \setminus Q \).

We can then compute fibrewise the first real cohomology and obtain a vector bundle \( H^1(\mathcal{F}_{g,n}) \to \mathcal{M}_{g,n} \) with fibre \( H^1(\Sigma_{g,n} \setminus Q) \cong \mathbb{R}^{2g+n-1} \). We define a map of real affine bundles over \( \mathcal{M}_{g,n} \)

\[
\int: \mathcal{H}_{g,n}[d] \to H^1(\mathcal{F}_{g,n})
\]

by sending the class \([\tau, u, dv, v_1,0]\) to the cohomology class on \( \mathcal{F}_{g,n} \) given by integrating the closed real 1-form \( dv \) along 1-cycles.
After Definition 3.5 for $g > 0$ or $n > 1$ we can then characterise $\tilde{O}_{g,n}[d] \subset \tilde{S}_{g,n}[d]$ as the kernel of the map $f$, i.e. the preimage of the zero section of $H^1(\tilde{F}_{g,n})$. Comparing with the discussion after Definition 2.11 we may say that for $f = (u,v) \in \tilde{O}(r,d)$ the $d$-directed meromorphic form $df = du + \sqrt{-1}dv$ not only satisfies the “$\mathcal{R}$0-condition”, but also the analogous “$\mathcal{F}$0-condition”.

If $g > 0$ or $n > 1$, for all $m = [r] \in M_{g,n}$ there is a natural identification between $\theta_{\tilde{O}}^{-1}(m)$ and $\tilde{O}(r,d)$. In the case $g = 0$ and $n = 1$, the space $\tilde{O}(r_{st}, d)$ coincides with the space $\text{MonPol}_d$ of monic polynomials $z^d + a_{d-1}z^{d-1} + \cdots + a_0$ of degree $d$ with complex coefficients. The space $\tilde{O}_{0,1}[d]$ is then the quotient of $\tilde{O}(r_{st}, d)$ by the free action of $\mathbb{C}$ given by precomposing polynomials with translations of the complex plane: the element $\lambda \in \mathbb{C}$ acts on the polynomial $z^d + a_{d-1}z^{d-1} + \cdots + a_0$ by sending it to the polynomial $(z + \lambda)^d + a_{d-1}(z + \lambda)^{d-1} + \cdots + a_0$, which is again a monic polynomial of degree $d$.

**Definition 3.6.** We denote by $\mathcal{N}\text{MonPol}_d$ the space of normalised monic polynomials of degree $d$, i.e. the quotient of $\text{MonPol}_d$ by the free action of $\mathbb{C}$ described above. The projection $\text{MonPol}_d \to \mathcal{N}\text{MonPol}_d$ is a surjective map, admitting a section given by taking polynomials of the form $z^d + a_{d-2}z^{d-2} + \cdots + a_0$, i.e. with vanishing coefficient of $z^{d-1}$. We will therefore regard $\mathcal{N}\text{MonPol}_d$ also as an affine subspace of $\text{MonPol}_d$.

In general the projection $\text{MonPol}_d \to \mathcal{N}\text{MonPol}_d$ is not a map of affine spaces.

### 3.2. Moduli spaces as classifying spaces.

Let $g > 0$ or $n > 1$. The tautological fibre bundle $p: \mathcal{F}_{g,n} \to M_{g,n}$ is a fibre bundle with fibres Riemann surfaces of type $\Sigma_{g,n}$: that is, each fibre of $p$ is a Riemann surface of genus $g$ endowed with $n$ ordered and directed marked points.

In fact, $p$ is universal among fibre bundles with this property, in the following strong sense. Let $\mathcal{X}$ be a paracompact space and let $p_Y: Y \to \mathcal{X}$ be a fibre bundle over $\mathcal{X}$ with fibres smooth surfaces of genus $g$ endowed with the following additional structure:

- $n$ disjoint, continuous sections $Q_1, \ldots, Q_n: \mathcal{X} \to Y$ of $p_Y$ are chosen, yielding $n$ marked points on each fibre;
- for each $1 \leq i \leq n$, a nowhere-vanishing section $X_i: Q_i(\mathcal{X}) \to VT(Y)$ is chosen, where $VT(Y)$ denotes the vertical tangent bundle of $Y$, making the $n$ marked points of each fibre into directed marked points;
- each fibre of $p_Y$ is endowed with a Riemann structure; Riemann structures change continuously in $\text{Riem}_{g,n}$, i.e. for any fibre-wise smooth trivialisation $p_Y^{-1}(U) \cong U \times \Sigma_{g,n}$ the natural map of sets $U \to \text{Riem}_{g,n}$ is continuous.

Then there is a unique, continuous map $\kappa: \mathcal{X} \to M_{g,n}$ such that $Y$ is the pull back of $\mathcal{F}_{g,n}$ along $\kappa$.

Consider now the projection $\tilde{\theta}: \tilde{S}_{g,n}[d] \to M_{g,n}$, and let $\tilde{p}_\theta: \tilde{\mathcal{F}}_{g,n} \to \tilde{S}_{g,n}[d]$ be the pull back of the tautological surface bundle. Similarly, let $p_\theta: \mathcal{F}_{g,n} \to \tilde{O}_{g,n}[d]$ be the restriction of $\tilde{p}_\theta$ over $\tilde{O}_{g,n}[d] \subset \tilde{S}_{g,n}[d]$.

Then $p_\theta$ is universal among fibre bundles $p_Y: Y \to \mathcal{X}$ over paracompact spaces with fibres Riemann surfaces of type $\Sigma_{g,n}$ and endowed with the following:

- there is a continuous function $u: Y \setminus (Q_1(\mathcal{X}) \sqcup \cdots \sqcup Q_n(\mathcal{X})) \to \mathbb{R}$ restricting to a $d$-directed harmonic function on each fibre;
there is a continuous function $v: \mathcal{Y}_{1,0} \to \mathbb{R}$, where $\mathcal{Y}_{1,0} \to \mathbb{R}$ is the union, over the fibres of $p_Y$, of the connected components of the complements of the critical graphs of $u$ containing germs of paths exiting from the section $Q_1$ with velocity the vector field $X_1$; $v$ is moreover a harmonic conjugate to $u$ on each portion of fibre where it is defined.

Indeed the datum of such a fibre bundle is equivalent to a map $\kappa: \mathcal{X} \to \mathcal{M}_{g,n}$ together with a section of the pull back affine bundle $\kappa^*(\mathcal{H})$; in other words, the datum of such a fibre bundle is equivalent to a map $\bar{\kappa}_{\mathcal{G}}: \mathcal{X} \to \bar{\mathcal{H}}_{g,n}[d]$.

Finally, by restriction of the previous case, $p_{\mathcal{G}}$ is universal among fibre bundles over paracompact spaces with fibres Riemann surfaces $\Sigma_{g,n}$ endowed with a $\mathcal{G}$-directed meromorphic function.

3.3. Homotopy equivalence between $\mathcal{O}_{g,n}[d]$ and $\mathcal{M}_{g,n}$. In this subsection we prove the following theorem, which is the first main result of the article.

**Theorem 3.7.** Suppose $d \geq 2g + n - 1$. Then the map $\vartheta: \mathcal{O}_{g,n}[d] \to \mathcal{M}_{g,n}$ is a fibre bundle map with contractible fibres, hence a homotopy equivalence; moreover the space $\mathcal{O}_{g,n}[d]$ is an orientable manifold of dimension $2h = 2(2g + n + d - 2)$.

The condition $d \geq 2g + n - 1$ is needed in the following lemma, in which we apply Theorem 2.7 to prove that $\mathcal{O}(\mathcal{G}, \mathcal{D})$ is non-empty, for all Riemann structures $\mathcal{G}$ on $\Sigma_{g,n}$.

**Lemma 3.8.** Suppose $d \geq 2g + n - 1$. Then for every Riemann structure $\mathcal{G}$ on $\Sigma_{g,n}$, $\mathcal{O}(\mathcal{G}, \mathcal{D})$ is non-empty and is a complex affine space of complex dimension $d - g + 1 - n$.

**Proof.** We consider the divisor $\mathcal{D} := \mathcal{D} - \sum_{i=1}^{n} Q_i$, whose degree is $\geq 2g - 1$: by Theorem 2.7 we have

$$\dim_{\mathbb{C}} \mathcal{O}(\mathcal{G}, \mathcal{D}) = d - g + 1 - n.$$ 

We note that $\mathcal{O}(\mathcal{G}, \mathcal{D})$ is a sub-vector space of $\mathcal{O}(\mathcal{G}, \mathcal{D})$, and that $\mathcal{O}(\mathcal{G}, \mathcal{D})$ is either empty or a translate of $\mathcal{O}(\mathcal{G}, \mathcal{D})$ in $\mathcal{O}(\mathcal{G}, \mathcal{D})$: indeed the difference of two meromorphic functions in $\mathcal{O}(\mathcal{G}, \mathcal{D})$ lies in $\mathcal{O}(\mathcal{G}, \mathcal{D})$.

To prove that $\mathcal{O}(\mathcal{G}, \mathcal{D})$ is non-empty, consider for all $1 \leq j \leq n$ the divisor $\mathcal{D} + Q_j$, whose degree is $\geq 2g$: again by Theorem 2.7 we have

$$\dim_{\mathbb{C}} \mathcal{O}(\mathcal{G}, \mathcal{D} + Q_j) = d - g + 2 - n,$$

so that, by comparing dimensions, we can find a function

$$f_j \in \mathcal{O}(\mathcal{G}, \mathcal{D} + Q_j) \setminus \mathcal{O}(\mathcal{G}, \mathcal{D}).$$

Note that $f_j$ has a pole of order exactly $d_j$ at $Q_j$; up to multiplying by a suitable constant in $\mathbb{C}^*$ we may assume that the Laurent expansion of $f_j$ around $Q_j$, read in a normal chart $w_j$, has the form $1/w_j^{d_j} + \text{h.o.t.}$ We can now consider the sum $f = \sum_{j=1}^{n} f_j$, which belongs to $\mathcal{O}(\mathcal{G}, \mathcal{D})$ and witnesses that the latter is non-empty. \hfill \Box

Using Lemma 3.8, we are ready to prove Theorem 3.7.

**Proof of Theorem 3.7.** Assume first $g > 0$ or $n > 1$. Recall that $\bar{\kappa}_{\mathcal{G}}: \bar{\mathcal{H}}_{g,n}[d] \to \mathcal{M}_{g,n}$ is a real affine bundle of dimension $2d - n + 1$, whereas $H^1(\mathcal{H}): H^1(\bar{\mathcal{H}}_{g,n}) \to \mathcal{M}_{g,n}$ is a vector bundle of dimension $2g + n - 1$. Lemma 3.8 implies that $f: \mathcal{O}_{g,n}[d] \to H^1(\bar{\mathcal{H}}_{g,n})$ is surjective on fibres: indeed the difference of dimensions $2d - n + 1 -$
(2g + n - 1) = 2d - 2g + 2 - 2n coincides with the dimension of the fibres of \( \theta_\hat{O} = \ker f \). Since \( \hat{O}_{g,n}[d] \) is the kernel of a surjective map of a real affine bundle onto a real vector bundle, we conclude that \( \theta_\hat{O}: \hat{O}_{g,n}[d] \to M_{g,n} \) is also an affine bundle map, with fibres of real dimension \( 2(d - g + 1 - n) \). Since fibres of \( \theta_\hat{O} \) have a complex structure, they are equipped with a canonical orientation.

Since \( \theta_\hat{O}: \hat{O}_{g,n}[d] \to M_{g,n} \) is a fibre bundle map with contractible fibres, we obtain the first statement of Theorem 3.7. Moreover \( \hat{O}_{g,n}[d] \) is the total space of a fibre bundle over an orientable manifold of real dimension \( 6g - 6 + 4n \), with fibres being oriented manifolds of real dimension \( 2(d - g + n - 1) \); it follows that \( \hat{O}_{g,n}[d] \) is an orientable manifold of real dimension \( 6g - 6 + 4n + 2(d - g + 1 - n) = 2h \).

In the case \( g = 0 \) and \( n = 1 \), the map \( \theta_\hat{O}: \hat{O}_{g,n}[d] \to M_{g,n} \) is also a homotopy equivalence, as \( \hat{O}_{g,1}[d] \cong \text{MonPol}_d \) is contractible; the real dimension of the unique fibre of \( \theta_\hat{O} \) is \( 2(d - 1) = 2h \); note again that this is \( 2 \) less than the real dimension of \( \hat{O}(r; d) \cong \text{MonPol}_d \), which is \( 2d \).

In the case \( d < 2g + n - 1 \) we fail in proving the surjectivity of \( \theta_\hat{O}: \hat{O}_{g,n}[d] \to M_{g,n} \), but it is still true that fibres \( \theta_\hat{O}^{-1}(m) \) are either empty or contractible (as they have a structure of affine complex space), so one could expect \( \hat{O}_{g,n}[d] \) to capture the homotopy type of a subspace of \( M_{g,n} \). For example, when \( n = 1 \) and \( d = 2 \), the image of \( \theta_\hat{O}: \hat{O}_{g,1}[d] \to M_{g,1} \) is precisely the hyperelliptic moduli space, i.e. the subspace of \( M_{g,1} \) containing moduli \( m = \{ \} \) such that \( (\Sigma_{g,1}, \tau) \) admits a hyperelliptic involution fixing its marked point \( Q \) (and sending \( X \) to \( -X \)). It would be interesting to generalise this observation to higher values of \( d \); similar stratifications of the moduli space \( M_g \) of closed Riemann surfaces have been considered, among other, in [Rau59], [Par06], [Arb74], [Arb78], [Lax75], [Dia84], [Loc94].

4. The Poincaré property for the PMQ \( \mathcal{G}_d^{\text{geo}} \)

Let \( d \geq 1 \) be fixed throughout the section and let \( \mathcal{G}_d \) denote the group of permutations of the set \( \{1, \ldots, d\} \). In [Bia21a] the word length norm on \( \mathcal{G}_d \) with respect to the generating set of all transpositions was used to define a partially multiplicative quandle (shortly PMQ) called \( \mathcal{G}_d^{\text{geo}} \). The underlying set of \( \mathcal{G}_d^{\text{geo}} \) is \( \mathcal{G}_d \). Conjugation is defined as the conjugation of the group \( \mathcal{G}_d \): a couple of permutations \( (\sigma, \tau) \) admits a product in \( \mathcal{G}_d^{\text{geo}} \) if and only if it is geodesic, i.e. the permutation \( \tau \sigma \tau \in \mathcal{G}_d \) has norm equal to the sum of the norms of \( \sigma \) and \( \tau \). By construction, \( \mathcal{G}_d^{\text{geo}} \) is a normed PMQ, i.e. it is endowed with a morphism of PMQs \( N: \mathcal{G}_d^{\text{geo}} \to \mathbb{N} \), sending \( (\mathcal{G}_d^{\text{geo}})_+ \) to positive natural numbers. We remark that \( \mathcal{G}_d^{\text{geo}} \) is augmented (a product of elements \( \neq 1 \) is \( \neq 1 \)) and locally finite (every element can be written in finitely many ways as a finite product of elements \( \neq 1 \)). In this section we show the following theorem.

**Theorem 4.1.** For \( d \geq 1 \) the partially multiplicative quandle \( \mathcal{G}_d^{\text{geo}} \) is Poincaré, i.e. all components of \( \text{Hur}^\Delta(\mathcal{G}_d^{\text{geo}}) \) are topological manifolds.

We immediately remark that for \( d = 1 \) the PMQ \( \mathcal{G}_1^{\text{geo}} \) is isomorphic to the trivial PMQ \( \{1\} \), so that \( \text{Hur}^\Delta(\mathcal{G}_1^{\text{geo}}) \) is a point, and in particular a manifold of dimension 0. We will henceforth focus on the case \( d \geq 2 \).
Notation 4.2. For $t \geq 0$ we denote by $R_t$ the closed rectangle $[0, t] \times [0, 1] \subset \mathbb{C}$, which for $t = 0$ is a vertical segment; we denote by $\hat{R}_t$ the interior of $R_t$, which for $t = 0$ is empty. For $t = 1$ we abbreviate $R_1 = R$ and $\hat{R}_1 = \hat{R}$.

The simplicial Hurwitz space $\text{Hur}^\Delta(\mathcal{G}_d^{\text{geo}})$ was introduced in [Bia21a]; since $\mathcal{G}_d^{\text{geo}}$ is a locally finite PMQ, by [Bia21b Theorem 9.1] the space $\text{Hur}^\Delta(\mathcal{G}_d^{\text{geo}})$ is homeomorphic to the Hurwitz-Ran space $\text{Hur}(R, (\mathcal{G}_d^{\text{geo}})_+)$: elements in the latter space are couples $(P, \psi)$ such that $P \subset \hat{R}$ is finite, and $\psi: \Omega(P) \to \mathcal{G}_d^{\text{geo}}$ is an augmented map of PMQs, assigning in a consistent way an element in $(\mathcal{G}_d^{\text{geo}})_+$ to each based loop in $\pi_1(\mathbb{C} \setminus P)$ that spins clockwise around exactly one point of $P$. By [Bia21a Theorem 6.14] the total monodromy $\hat{\omega}: \text{Hur}^\Delta(\mathcal{G}_d^{\text{geo}}) \to \mathcal{G}_d^{\text{geo}}$ induces a bijection $\pi_0(\text{Hur}^\Delta(\mathcal{G}_d^{\text{geo}})) \to \mathcal{G}_d^{\text{geo}}$.

The complete PMQ $\mathcal{G}_d^{\text{geo}}$ was described in [Bia21a Proposition 7.13]: its elements are given by sequences $(\sigma; \mathcal{P}_1, \ldots, \mathcal{P}_l; r_1, \ldots, r_l)$, where $\sigma \in \mathcal{G}_d$, the sets $\mathcal{P}_1, \ldots, \mathcal{P}_l$ form an unordered partition of $\{1, \ldots, d\}$, and $r_1, \ldots, r_l$ are non-negative integers, each corresponding to one piece of the partition; moreover, certain mild combinatorial conditions must be satisfied. By [Bia21a Lemma 7.12], each element in $\mathcal{G}_d^{\text{geo}}$ can be also represented as a product $t_1 \ldots t_r$, where $t_i \in \mathcal{G}_d^{\text{geo}}$ is the image of the transposition $t_i \in \mathcal{G}_d$ under the canonical inclusion of PMQs $\mathcal{G}_d \hookrightarrow \mathcal{G}_d^{\text{geo}}$; the decomposition of an element in $\mathcal{G}_d^{\text{geo}}$ into transpositions is unique up to standard moves [Bia21a Definition 3.6].

In order to prove Theorem 4.1 we thus have to show that for all $a \in \mathcal{G}_d^{\text{geo}}$ the space $\text{Hur}^\Delta(\mathcal{G}_d^{\text{geo}})(a)$, or equivalently the homeomorphic space $\text{Hur}(R, (\mathcal{G}_d^{\text{geo}})_+)a$, is a topological manifold. By [Bia21b Theorem 9.3] we can restrict to the case $a = \hat{\sigma}$, i.e. $a$ is the image of an element $\sigma \in \mathcal{G}_d$ along the inclusion $\mathcal{G}_d^{\text{geo}} \hookrightarrow \mathcal{G}_d^{\text{geo}}$; in the notation of [Bia21a Proposition 7.13] we have $\hat{\sigma} = (\sigma; c_1, \ldots, c_n; 0, \ldots, 0)$, where $c_1, \ldots, c_n$ are the cycles of a permutation $\sigma \in \mathcal{G}_d$, considered as subsets of $\{1, \ldots, d\}$. Using the action by global conjugation [Bia21b Subsection 6.2], it suffices to consider one representative $\sigma$ in each conjugacy class of $\mathcal{G}_d^{\text{geo}}$.

We will first address the case $\sigma = lc_d \in \mathcal{G}_d^{\text{geo}}$, where $lc_d = (1, \ldots, d)$ is the long cycle, and then we will deduce the case of a generic permutation $\sigma \in \mathcal{G}_d^{\text{geo}}$.

4.1. The case $\sigma = lc_d$. Recall Definition 3.6 and let $f(z) = z^d + a_d - 2z^{d-2} + \cdots + a_0$ be a normalised monic polynomial of degree $d$. The derivative of $f$ is the polynomial $f'(z) = dz^{d-1} + (d-2)a_d - 2z^{d-3} + \cdots + a_1$; denote the $d-1$ roots of $f'$ by $\zeta_1, \ldots, \zeta_{d-1}$. The images $f(\zeta_1), \ldots, f(\zeta_{d-1})$ are the critical values of $f$ when considered as a branched cover $f: \mathbb{C} \to \mathbb{C}$, and they form an element of the $(d-1)$-fold symmetric power of $\mathbb{C}$, denoted $\text{SP}^{d-1}(\mathbb{C}) = \mathbb{C}^{d-1}/\mathbb{G}_{d-1}$. We obtain a continuous and proper map $\psi: \text{MonPol}_d \to \text{SP}^{d-1}(\mathbb{C})$, with finite fibres.

Definition 4.3. We denote by $\text{MonPol}_d(R)$ (respectively $\text{MonPol}_d(\hat{R})$) the preimage under $\psi$ of $\text{SP}^{d-1}(R)$ (respectively of $\text{SP}^{d-1}(\hat{R})$).

Note that the space $\text{MonPol}_d(R)$ is compact.

Proposition 4.4. There exists a continuous bijection $\psi: \text{MonPol}_d(R) \to \text{Hur}(R; (\mathcal{G}_d^{\text{geo}})_+)lc_d$.  

restricting to a bijection $\mathcal{NMonPol}_d(\mathcal{R}) \to \text{Hur}(\mathcal{R}; (\mathcal{S}^\text{geo}_d)_{+})_{\text{
}}.

Let us assume for a moment that Proposition 4.4 holds. Both $\mathcal{NMonPol}_d(\mathcal{R})$ and $\text{Hur}(\mathcal{R}; (\mathcal{S}^\text{geo}_d)_{+})_{\text{
}}$ are compact Hausdorff spaces: in particular the second is homeomorphic to the realisation of a finite semi-bisimplicial set $\text{Arr}_{\text{ndeg}}(\mathcal{S}^\text{geo}_d)(\mathcal{I}_d)$. It follows that $\psi^R$ is a homeomorphism, and by restriction $\text{Hur}(\mathcal{R}; (\mathcal{S}^\text{geo}_d)_{+})_{\text{
}}$ is homeomorphic to the subspace $\mathcal{NMonPol}_d(\mathcal{R})$ of $\mathcal{NMonPol}_d$, which is a manifold.

The map $\psi^\mathcal{R}$ will be a lift of the map $\psi: \mathcal{NMonPol}_d(\mathcal{R}) \to \text{Hur}(\mathcal{R}; (\mathcal{S}^\text{geo}_d)_{+})_{\text{
}} \cong \text{SP}^{d-1}(\mathcal{R})$ along the map $N_d: \text{Hur}(\mathcal{R}; (\mathcal{S}^\text{geo}_d)_{+})_{\text{
}} \to \text{Hur}(\mathcal{R}; N_d)_{d-1}$ induced by the augmented map of PMQs $N: \mathcal{S}^\text{geo}_d \to \mathcal{N}$; this explains the notation “$\psi^\mathcal{R}$”. The superscript “$\mathcal{R}$” distinguishes this map from a similar one considered in Section 5.

**Definition 4.5.** We denote by $f_0 \in \mathcal{NMonPol}_d(\mathcal{R})$ the polynomial $f_0(z) = z^d$. We define a deformation retraction $\rho: \mathcal{NMonPol}_d(\mathcal{R}) \times [0, 1] \to \mathcal{NMonPol}_d(\mathcal{R})$ onto $f_0$ by the formula $\rho(f, t) = f_0$ for $t = 0$, and $\rho(f, t) = t^d f(z/t)$ for $t > 1$. Note that the critical values of $t^d f(z/t)$ are obtained by multiplying the critical values of $f(z)$ by $t^d$, and hence they are contained in $\mathcal{R}$ as well.

Let $f(z) \in \mathcal{NMonPol}_d(\mathcal{R})$, and let $P = \{f(\zeta_1), \ldots, f(\zeta_{d-1})\}$, considered as a finite subset of $\mathcal{R}$ of cardinality at most $d-1$, where $\zeta_1, \ldots, \zeta_{d-1}$ are the roots of $f'(z)$, as above. The branched cover $f: \mathbb{C} \to \mathbb{C}$ restricts to a genuine $d$-fold cover $f: f^{-1}(\mathbb{C} \setminus P) \to \mathbb{C} \setminus P$. In particular, the restriction $f: f^{-1}(\mathbb{C} \setminus \mathcal{R}) \to \mathbb{C} \setminus \mathcal{R}$ is a $d$-fold cyclic covering of the annulus $\mathbb{C} \setminus \mathcal{R}$. Varying $f$ in $\mathcal{NMonPol}_d(\mathcal{R})$, we obtain a family of $d$-fold cyclic coverings of $\mathbb{C} \setminus \mathcal{R}$.

We fix once and for all a trivialisation $f_0^{-1}(\mathbb{H}_{<0}) \cong \{1, \ldots, d\} \times \mathbb{H}_{<0}$, where $\mathbb{H}_{<0} = \{z \mid \Im(z) < 0\}$; later, we will add a mild combinatorial assumption on this fixed trivialisation. Through the homotopy $\rho$, we obtain for all $f \in \mathcal{NMonPol}_d(\mathcal{R})$ a trivialisation

$$f^{-1}(\mathbb{H}_{<0}) \cong \{1, \ldots, d\} \times \mathbb{H}_{<0}.$$ 

Taking all $f \in \mathcal{NMonPol}_d(\mathcal{R})$ at the same time, we obtain an embedding

$$\psi: \mathcal{NMonPol}_d(\mathcal{R}) \times \{1, \ldots, d\} \times \mathbb{H}_{<0} \to \mathcal{NMonPol}_d(\mathcal{R}) \times \mathbb{C},$$

that is compatible with the projection onto $\mathcal{NMonPol}_d(\mathcal{R})$, and that satisfies the equality $f(\pi_C(\psi(f, i, z))) = z$ for all $f \in \mathcal{NMonPol}_d(\mathcal{R})$, $i \in \{1, \ldots, d\}$ and $z \in \mathbb{H}_{<0}$. Here $\pi_C$ denotes the projection onto the factor $\mathbb{C}$.

Let $* = -\sqrt{-1}$ be the basepoint of $\mathbb{C} \setminus P$ and of $\mathbb{C} \setminus \mathcal{R}$. For $f \in \mathcal{NMonPol}_d(\mathcal{R})$, the $d$-fold cyclic covering $f: f^{-1}(\mathbb{C} \setminus \mathcal{R}) \to \mathbb{C} \setminus \mathcal{R}$ of the annulus $\mathbb{C} \setminus \mathcal{R}$ is endowed with a trivialisation over $\mathbb{H}_{<0}$, and in particular over $*$; we can thus compute the monodromy $\omega(f) \in \mathcal{S}_d$ as the action on $f^{-1}(*) \cong \{1, \ldots, d\}$ induced by a based loop in $\mathbb{C} \setminus \mathcal{R}$ spinning once clockwise around $\mathcal{R}$. The monodromy $\omega(f) \in \mathcal{S}_d$ is a permutation consisting of a single cycle of length $d$, and is independent of $f \in \mathcal{NMonPol}_d(\mathcal{R})$; up to changing the above “once and for all fixed” trivialisation $f_0^{-1}(\mathbb{H}_{<0}) \cong \{1, \ldots, d\} \times \mathbb{H}_{<0}$, we can assume $\omega(f) = \text{id}_d$ for all $f \in \mathcal{NMonPol}_d(\mathcal{R})$.

More generally, the covering $f: f^{-1}(\mathbb{C} \setminus P) \to \mathbb{C} \setminus P$ gives rise to an action of the group $\pi_1(\mathbb{C} \setminus P, *)$ on the set $f^{-1}(*) \cong \{1, \ldots, d\}$. We thus obtain a map of groups $\psi: \pi_1(\mathbb{C} \setminus P, *) \to \mathcal{S}_d$, which is the $\mathcal{S}_d$-valued monodromy associated with $f$. Restricting to the fundamental PMQ $\Omega(P)$, and interpreting elements of $\mathcal{S}_d$ as the corresponding elements of the PMQ $\mathcal{S}^\text{geo}_d$, we obtain a map of PMQs $\psi: \Omega(P) \to \mathcal{S}^\text{geo}_d$, which is the $\mathcal{S}^\text{geo}_d$-valued monodromy of $f$. We thus obtain a
configuration \((P, \psi) \in \text{Hur}(\mathcal{R}; \mathcal{S}^\text{geo}_d)\). By construction, if \(f \in \mathcal{N}\text{MonPol}_d(\mathcal{R})\), then the set \(P\) of critical values of \(f\) is contained in \(\mathcal{R}\), so that \((P, \psi) \in \text{Hur}(\mathcal{R}; \mathcal{S}^\text{geo}_d)\).

Our next goal is to show the following two statements:

- the \(\mathcal{S}^\text{geo}_d\)-valued total monodromy \(\tilde{\omega}(P, \psi)\) is precisely \(\text{lc}_d\), i.e. the image of \(\text{lc}_d \in \mathcal{S}^\text{geo}_d\) under the inclusion \(\mathcal{S}^\text{geo}_d \to \mathcal{S}^\text{geo}_d\)
- the map \(\psi\) sends non-trivial loops of \(\mathcal{Q}(P)\) to elements of \(\mathcal{S}^\text{geo}_d\).

Let \(|P| = k\) and write \(P = \{z_1, \ldots, z_k\}\). Let \(\alpha_1, \ldots, \alpha_k : [0, 1] \to \mathbb{C} \setminus P\) be loops based at \(*\) representing an admissible generating set for \(\pi_1(\mathbb{C} \setminus P, *)\): the loops are embedded and disjoint away from the endpoints, and \(\alpha_i\) spins once clockwise around \(z_i\). Let \(D_i \subset \mathbb{C}\) be the open disc bounded by \(\alpha_i\). Let \(\sigma_i = \varphi(\alpha_i) \in \mathcal{S}_d\), and let \(c_{i,1}, \ldots, c_{i,\lambda_i}\) be the cycles in the cycle decomposition of \(\sigma_i\), where \(\lambda_i = d - N(\sigma_i)\) by [Bia21a, Lemma 7.3]. Then \(f^{-1}(D_i)\) is the union of \(\lambda_i\) open discs in \(\mathbb{C}\), which are in canonical bijection with the cycles \(\alpha_{i,1}, \ldots, \alpha_{i,\lambda_i}\); moreover the disc corresponding to \(\alpha_{i,j}\) covers \(D_i\) as a cyclic branched cover of degree \(|c_{i,j}|\) with a unique branch point \(\zeta_{i,j}\) over \(z_i\). The point \(\zeta_{i,j} \in \mathbb{C}\) is a zero of \(f'\) of order \(|c_{i,j}| - 1 = N(\alpha_{i,j})\), and all zeroes of \(f'\) arise in this way. It follows that \(N(\sigma_i) = \sum_{j=1}^{\lambda_i} N(\alpha_{i,j})\) is also equal to the number of zeroes of \(f'\) lying over the critical value \(z_i\) of \(f\), counted with multiplicity. Since \(z_i\) is assumed to be a critical value of \(f\), we have \(N(\sigma_i) \geq 1\), i.e. \(\sigma_i \in \mathcal{S}^\text{geo}_d\). Moreover, summing over \(1 \leq i \leq k\), we obtain the equality \(N(\sigma_1) + \cdots + N(\sigma_k) = d - 1\), which is the degree of the polynomial \(f'\), but also the norm of \(\text{lc}_d\). Up to rearranging the indices from 1 to \(k\), we can assume that the product \(\alpha_1 \cdots \alpha_k\) represents the same element of \(\pi_1(\mathbb{C} \setminus P, *)\) as an embedded loop spinning once clockwise around \(\mathcal{R}\). It follows that the product \(\sigma_1 \cdots \sigma_k\) is defined in \(\mathcal{S}^\text{geo}_d\) and is equal to \(\text{lc}_d = \mathcal{S}^\text{geo}_d\) (a priori we only know that \(\sigma_1 \cdots \sigma_k\) is an element of \(\mathcal{S}^\text{geo}_d\) mapping to the group element \(\text{lc}_d \in \mathcal{S}_d\) under the natural map of PMQs \(\mathcal{S}^\text{geo}_d \to \mathcal{S}_d\) having the group \(\mathcal{S}_d\) as target). In fact a bit more is true, and will be used later: each partial product \(\sigma_i \cdots \sigma_j\), for \(i < j\), is defined in \(\mathcal{S}^\text{geo}_d\).

**Definition 4.6.** The above assignment \(f \mapsto (P, \psi)\) gives a map of sets

\[ \tilde{c}^R : \mathcal{N}\text{MonPol}_d(\mathcal{R}) \to \text{Hur}(\mathcal{R}; (\mathcal{S}^\text{geo}_d)_+) \subseteq \mathcal{S}_d. \]

**Proof of Proposition 4.4.** We first prove continuity of \(\tilde{c}^R\). Let \(f \in \mathcal{N}\text{MonPol}_d(\mathcal{R})\) and denote \(\tilde{c}^R(f) = (P, \psi) \in \text{Hur}(\mathcal{R}; (\mathcal{S}^\text{geo}_d)_+)\subseteq \mathcal{S}_d\); we write \(P = \{z_1, \ldots, z_k\}\) as above, and fix loops \(\alpha_1, \ldots, \alpha_k\) as above. Let \(U_1, \ldots, U_k\) be disjoint, convex open sets contained in \(\mathbb{C} \setminus \bigcup_{i=1}^k \alpha_i\), such that \(U_i\) intersects \(P\) in \(z_i\); the sets \(U_i\) give an adapted covering \(\mathcal{U} = (U_1, \ldots, U_k)\) of \(P\), as in [Bin21b, Proposition 2.5]. Let \(V \subseteq \mathcal{N}\text{MonPol}_d(\mathcal{R})\) be a connected neighbourhood of \(f\) such that \(c^R(V) \subseteq \mathcal{S}^d_{\text{ad}}(\mathcal{R}) \subseteq \mathcal{S}_d\): such a neighbourhood exists because \(c^R\) is continuous. Let \(\tilde{f} \in V\) and denote \((P, \tilde{\psi}) = \tilde{c}^R(\tilde{f})\). Note that for all \(1 \leq i \leq k\) the map \(\tilde{\psi} : \mathcal{Q}(P) \to \mathcal{S}^\text{geo}_d\) can be extended over \(\alpha_i \in \pi_1(\mathbb{C} \setminus P, *)\) in the sense of [Bin21b, Definition 2.13]: we can factor \(\alpha_i\) as a product of admissible generators \(\tilde{\alpha}_{i,1}, \ldots, \tilde{\alpha}_{i,k_i}\), and use the remark before Definition 4.6. Then \(P \subset U\) by the condition \(c^R(f) \in \mathcal{S}^d_{\text{ad}}(\mathcal{R})\); moreover, for any path of polynomials \((f_s)_{0 \leq s \leq 1}\) in \(V\) joining \(f\) with \(\tilde{f}\), the \(\mathcal{S}^\text{geo}_d\)-valued monodromy of \(f_s\) along \(\alpha_i\) is well-defined and locally constant in \(s\), since the \(\mathcal{S}^\text{geo}_d\)-valued monodromy is reflected by the \(\mathcal{S}_d\)-valued monodromy, which is locally constant on the path. It follows that \(\tilde{\psi}(\alpha_i) = \psi(\alpha_i)\) as elements
of $\mathcal{S}_d^{\infty}$. This means precisely that $(\bar{P}, \bar{\psi})$ belongs to the normal neighbourhood $\Upsilon(P, \psi; \bar{U})$ of $(P, \psi)$ in $\text{Hur}(\mathfrak{R}; \mathcal{S}_d^{\infty})_{\bar{U}}$, see Definition [Bia21b, Definition 3.7]; we have thus proved that $\psi^{\bar{R}}$ is continuous.

We next prove that $\psi^{\bar{R}}$ is a bijection of sets. For this we will define a map of sets $\psi^{\bar{R}} : \text{Hur}(\mathfrak{R}; \mathcal{S}_d^{\infty})_{\bar{U}} \to \text{MonPol}_d(\mathfrak{R})$ which is both a left and right inverse to $\psi^{\bar{R}}$. The notation “$\psi^{\bar{R}}$” stands for “branched cover”; the superscript “$\bar{R}$” is to distinguish this map from a similar one used in Section 5.

Let $(P, \psi) \in \text{Hur}(\mathfrak{R}; (\mathcal{S}_d^{\infty} )^{+})_{\bar{U}}$. The map of PMQs $\psi : \Omega(P) \to \mathcal{S}_d^{\infty}$ gives rise to a map of groups $\varphi : \pi_1(\mathbb{C} \setminus P, *) \to \mathcal{S}_d$ using [Bia21a, Theorem 3.3]; the action of $\mathcal{S}_d$ on the set $\{1, \ldots, d\}$ gives rise to a covering $f : \mathcal{F} \to \mathbb{C} \setminus P$ of degree $d$, with fibre $f^{-1}(\ast)$ canonically identified with the set $\{1, \ldots, d\}$. The total space $\mathcal{F}$ of the covering is connected, as the image of $\varphi$ contains $\text{lc}_d$ and thus acts transitively on $\{1, \ldots, d\}$. The Euler characteristic of $\mathcal{F}$ is computed as

$$\chi(\mathcal{F}) = d\chi(\mathbb{C} \setminus P) = d(1 - k),$$

using again the notation $P = \{z_1, \ldots, z_k\}$, hence $|P| = k$. We can compactify $\mathcal{F}$ to a smooth closed Riemann surface $\bar{\mathcal{F}}$ endowed with a branched cover map $f : \bar{\mathcal{F}} \to \mathbb{C}P^1$ by adjoining one point $Q$ lying over $\infty \in \mathbb{C}P^1$, and several other points, lying over the points of $\bar{P}$. More precisely, fix loops $\alpha_1, \ldots, \alpha_k$ as above, and use the same notation used above in the following: then for each $1 \leq i \leq k$, the preimage $f^{-1}(D_i \setminus z_i)$ is a disjoint union of cyclic covers of the punctured disc $D_i \setminus z_i$, one of degree $\text{lc}_{i,j}$ for every $1 \leq j \leq \lambda_i = d - N(\sigma_i)$; we adjoin a point $\zeta_{i,j}$ to compactify each of these cyclic covers over $z_i$. The Euler characteristic of the resulting surface is $\chi(\bar{\mathcal{F}})$ plus the number of adjoined points, i.e.

$$\chi(\bar{\mathcal{F}}) = d\chi(\mathbb{C} \setminus P) + 1 + \sum_{i=1}^{k} (d - N(\sigma_i)) = d - kd + 1 + kd - d - 1 = 2.$$

This implies that $\bar{\mathcal{F}}$ is biholomorphic to the Riemann sphere; we note that $\infty \in \mathbb{C}P^1$ has a unique preimage $Q \in \bar{\mathcal{F}}$. Moreover the meromorphic map $f : \bar{\mathcal{F}} \to \mathbb{C}P^1$ restricts to a trivial $d$-fold cover over $\mathbb{H}_{<0} \subset \mathbb{C}P^1$, and we can uniquely extend the trivialisation $f^{-1}(\ast) \cong \{1, \ldots, d\}$ to a trivialisation $f^{-1}(\mathbb{H}_{<0}) \cong \{1, \ldots, d\} \times \mathbb{H}_{<0}$. We let then $X \in T_{\mathcal{F}}\bar{\mathcal{F}}$ be the unique non-zero vector making $Q$ into a directed pole of $f$ of order $d$, and such that a germ of path $L$ exiting from $Q$ with velocity $X$ lies in $\{1\} \times \mathbb{H}_{<0} \subset \mathbb{C}P^1$ for small positive times.

We obtain therefore a surface $(\bar{\mathcal{F}}, Q, X)$ of type $\Sigma_{0,1}$, that can be identified with $\mathbb{C}P^1$; the map $f : \bar{\mathcal{F}} \to \mathbb{C}P^1$ corresponds to the map $f : \mathbb{C}P^1 \to \mathbb{C}P^1$ represented by a polynomial $f(z)$ of degree $d$. By construction, the polynomial $f(z)$ is monic, i.e. it belongs to $\text{MonPol}_d$, and its projection to $\text{MonPol}_d$ is independent of the identification $(\bar{\mathcal{F}}, Q, X) \cong \mathbb{C}P^1$. Moreover the critical values of $f$ are all points of $P$ (all of them, because $\psi$ is an augmented map of PMQs, hence each $\sigma_i$ is not the identity permutation), and in particular lie in $\mathfrak{R}$. The above assignment $(P, \psi) \to f$ gives a map of sets

$$\psi^{\bar{R}} : \text{Hur}(\mathfrak{R}; (\mathcal{S}_d^{\infty} )^{+})_{\bar{U}} \to \text{MonPol}_d(\mathfrak{R}).$$

The fact that $\psi^{\bar{R}}$ and $\psi^{\bar{R}}$ are inverse maps of sets is straightforward.

4.2. The generic case $\sigma \in \mathcal{S}_d^{\infty}$. Let $\sigma \in \mathcal{S}_d^{\infty}$ be generic, and let $\sigma = c_1 \ldots c_k$ be the cycle decomposition of $\sigma$, with $\lambda = d - N(\sigma)$. Let $\mathcal{S}_{c_i}$ be the symmetric group
on the set \( c_i \subset \{1, \ldots, d\} \). There is an inclusion of PMQs (see [Bin21a] Definition 2.16) for the product of PMQs

\[
\mu : \mathcal{S}^{\text{geo}}_{\leq} := \mathcal{S}^{\text{geo}}_{c_1} \times \cdots \times \mathcal{S}^{\text{geo}}_{c_n} \hookrightarrow \mathcal{S}^{\text{geo}}_d
\]

with image those permutations \( \tau \in \mathcal{S}^{\text{geo}}_d \) such that each cycle of \( \tau \), considered as a subset of \( \{1, \ldots, d\} \), is contained in a single cycle \( c_i \). By [Bin21a] Corollary 7.5, the image of \( \mu \) is closed under factorisations in \( \mathcal{S}^{\text{geo}}_d \), or in other words, the complement \( \mathcal{S}^{\text{geo}}_d \setminus \mu \left( \mathcal{S}^{\text{geo}}_{\leq} \right) \) is an ideal of \( \mathcal{S}^{\text{geo}}_d \) (see [Bin21a] Definition 2.20) for the notion of ideal). Moreover, the image of \( \mu \) contains \( \sigma \).

It follows that \( \text{Hur}(\mathcal{R}; (\mathcal{S}^{\text{geo}}_{\leq})_\sigma) \) is homeomorphic to \( \text{Hur}(\mathcal{R}; (\mathcal{S}^{\text{geo}}_d)_\sigma) \). Moreover \( \text{Hur}(\mathcal{R}; (\mathcal{S}^{\text{geo}}_{\leq})_\sigma) \) is homeomorphic to the product of spaces

\[
\text{Hur}(\mathcal{R}; (\mathcal{S}^{\text{geo}}_{\leq})_\sigma) \cong \prod_{i=1}^{\lambda} \text{Hur}(\mathcal{R}; (\mathcal{S}^{\text{geo}}_{c_i})_\sigma)
\]

as can be directly seen using continuity of the external product [Bin21b] Definition 5.7 and functoriality of Hurwitz-Ran spaces in the PMQ [Bin21b] Subsection 4.1.

Each space \( \text{Hur}(\mathcal{R}; (\mathcal{S}^{\text{geo}}_{\leq})_\sigma) \) is a manifold, since \( c_i \) is a long cycle (a permutation with a single cycle) in \( \mathcal{S}_{c_i} \); we conclude that the product of manifolds \( \text{Hur}(\mathcal{R}; (\mathcal{S}^{\text{geo}}_{\leq})_\sigma) \) is again a manifold.

5. Homeomorphism between \( \mathcal{O}_{g,n\{d\}} \) and simplicial Hurwitz spaces

In this section we prove Theorem 5.2 which is the third main result of the article and establishes a connection between moduli spaces \( \mathcal{O}_{g,n\{d\}} \) and simplicial Hurwitz spaces \( \text{Hur}^\Delta(\mathcal{S}^{\text{geo}}_d) \). Some of the arguments of this section are similar to the ones from Section 4. We fix \( g \geq 0, n \geq 1 \) and \( d \) as in the previous sections; we further assume \( d = \sum_{i=1}^{n} d_i \geq 2 \) throughout this section. We still denote \( h = 2g + n + d - 2 \).

Definition 5.1. For \( 1 \leq i \leq n \) we set \( l_i = 1 + \sum_{j=1}^{i-1} d_j \); in particular \( l_1 = 1 < l_2 < \cdots < l_n \). We let \( (d) \in \mathcal{S}_d \) be the permutation with cycle decomposition

\[
(d) = (1, \ldots, l_2 - 1)(l_2, \ldots, l_3 - 1), \ldots, (l_n, \ldots, d).
\]

Note that \( (d) \) is a permutation on \( n \) cycles of lengths \( d_1, \ldots, d_n \). We consider \( (d) \) also as an element of \( \mathcal{S}^{\text{geo}}_d \).

We denote by \( \langle d \rangle \) the image of \( (d) \in \mathcal{S}_d^{\text{geo}} \) under the inclusion \( \mathcal{S}_d^{\text{geo}} \hookrightarrow \mathcal{S}_d^{\text{geo}} \), and for a transposition \( t = (i, j) \in \mathcal{S}_d \), similarly, we denote by \( \vec{t} = (i, j) \) the corresponding element in \( \mathcal{S}_d^{\text{geo}} \). For \( 2 \leq i \leq n \), we denote by \( \vec{t}_i^d \) the transposition \( (l_i - 1, l_i) \). We define \( (d)_g \in \mathcal{S}_d^{\text{geo}} \) as the following product, in which \( (1, 2) \) is repeated \( 2g \) times at the beginning, and each \( \vec{t}_i^d \) is repeated twice at the end:

\[
(d)_g = (1, 2) \cdots (1, 2) \cdot \langle d \rangle \cdot \vec{t}_2^d \cdot \vec{t}_3^d \cdot \vec{t}_4^d \cdot \cdots \cdot \vec{t}_n^d \cdot \vec{t}_n^d \cdot \vec{t}_n^d.
\]

Note that \( N((d)_g) = h \), where we consider the extension \( N: \mathcal{S}_d^{\text{geo}} \to \mathbb{N} \) of the norm \( N: \mathcal{S}_d^{\text{geo}} \to \mathbb{N} \). Using the notation of [Bin21a] Proposition 7.13, we can write

\[
(d)_g = ((d)); \{1, \ldots, d\}; h).
\]
between \( K \) at most one component of \( \text{NMonPol} \) subset \( Q \) corresponding to simple closed curves in \( C \).

For \( \text{bc} \) Hurwitz-Ran spaces with \( g > 0 \) or \( n > 1 \), from Proposition 4.4, implying that \( \text{Hur}(\mathcal{R}) \) is homeomorphic to \( \text{PMQ} \) in the subsection. For each subspace \( \text{bc} \) that \( \ast \notin \) the more general case of a finite union of disjoint convex subsets of \( C \).

There is a homeomorphism \( \text{bc} : \text{Hur}(\mathcal{Q})_{g,n}(\mathcal{D}) \cong \mathcal{O}_{g,n}[\mathcal{D}] \).

In the case \( g = 0 \) and \( n = 1 \), Theorem 5.2 reduces to the statement that \( \text{Hur}(\mathcal{Q})_{g,n}(\mathcal{D}) \) is homeomorphic to \( \text{PMQ} \) \( \cong \mathbb{C}^{d-1} \); this follows directly from Proposition 4.4 implying that \( \text{Hur}(\mathcal{Q})_{g,n}(\mathcal{D}) \) is homeomorphic to the open subset \( \text{PMQ}(\mathcal{R}) \) of \( \text{PMQ} \): since \( \text{PMQ}(\mathcal{R}) \) is the interior of a contractible, semi-algebraic 2\((d-1)\)-dimensional submanifold with boundary of \( \text{PMQ}(\mathcal{R}) \), namely the interior of \( \text{PMQ}(\mathcal{R}) \), we conclude that \( \text{PMQ}(\mathcal{R}) \) is homeomorphic to an open 2\((d-1)\)-dimensional ball, i.e. to \( \mathbb{C}^{d-1} \). Therefore, from now on we will focus on the case \( g > 0 \) or \( n > 1 \).

To prove Theorem 5.2 we will construct the map \( \text{bc} \) and another map \( \tilde{\text{bc}} : \mathcal{O}_{g,n}[\mathcal{D}] \rightarrow \text{Hur}(\mathcal{Q})_{g,n}(\mathcal{D}) \), such that \( \tilde{\text{bc}} \) and \( \text{bc} \) are inverse bijections, and prove continuity of the two maps. Roughly, \( \text{bc} \) is the map given by constructing a branched cover, whereas \( \tilde{\text{bc}} \) is the map given by taking critical values (a finite configurations in \( C \)) and retaining also the monodromy information.

It will in fact be convenient to replace \( \text{Hur}(\mathcal{Q})_{g,n}(\mathcal{D}) \) by the homeomorphic space \( \text{Hur}(\mathcal{R},(\mathcal{Q})_{g,n}(\mathcal{D})) \), using [Bia21b, Theorem 9.1], and to replace further \( \text{Hur}(\mathcal{R},(\mathcal{Q})_{g,n}(\mathcal{D})) \) with a homeomorphic space \( \text{Hur}(\mathcal{C},(\mathcal{Q})_{g,n}(\mathcal{D})) \) that we will introduce in Subsection 5.1. We will then construct the maps \( \text{bc} \) and \( \tilde{\text{bc}} \) directly between \( \mathcal{O}_{g,n}[\mathcal{D}] \) and the new space \( \text{Hur}(\mathcal{C},(\mathcal{Q})_{g,n}(\mathcal{D})) \).

5.1. Hurwitz-Ran spaces with \( C \) as background. Let \( Q \) be a PMQ throughout the subsection. For each subspace \( X \subset \mathcal{H} \) of the closed upper half plane, a Hurwitz-Ran space \( \text{Hur}(\mathcal{X},\mathcal{Q}) \) was introduced in [Bia21b]; a point in \( \text{Hur}(\mathcal{X},\mathcal{Q}) \) can be described as a couple \( (P,\psi) \), where \( P \subset X \) is a finite subset, and \( \psi : \Omega(P) \rightarrow Q \) is a map of PMQs. The fundamental PMQ \( \Omega(P) \) is defined as a subset of the fundamental group \( \pi_1(\mathbb{H} \setminus P,*) \), which in turn is defined after choosing a basepoint \( * \in \mathbb{C} \setminus P \). The choice \( * = -\sqrt{-1} \), together with the hypothesis \( X \subset \mathbb{H} \), ensures that \( * \notin P \) for all \( P \), and gives thus a “constant” choice of basepoint for the spaces \( \mathbb{C} \setminus P \), for \( P \) varying among finite subsets of \( X \).

Definition 5.3. For \( K \subset \mathbb{C} \) with compact closure we define the point \( *_K \) as
\[ *_K := (\inf \{ \Re(z) \mid z \in K \cup \{0\} \} - 1) \cdot \sqrt{-1} \in \mathbb{C} \setminus K. \]

If \( K \subset \mathbb{H} \), then \( *_K = -\sqrt{-1} \). We can now generalise the definition of the fundamental PMQ \( \Omega(P) \) to all finite subsets \( P \subset \mathbb{C} \); in the next definition we treat the more general case of a finite union of disjoint convex subsets of \( \mathbb{C} \).

Definition 5.4. Let \( K \) be a finite union of convex subsets of \( \mathbb{C} \) with compact and disjoint closures. We denote by \( \Omega(K) \subset \pi_1(\mathbb{C} \setminus K, *_K) \) the union of conjugacy classes corresponding to simple closed curves in \( \mathbb{C} \setminus K \) spinning clockwise around at most one component of \( K \), and by \( \Omega^\text{ext}(K) \) the union of all conjugacy classes corresponding to simple closed curves in \( \mathbb{C} \setminus K \) spinning clockwise. Both \( \Omega(K) \) and \( \Omega^\text{ext}(K) \) inherit a PMQ structure from \( \pi_1(\mathbb{C} \setminus K, *_K) \) as in [Bia21a, Definition 2.8].
We note that $\Omega(K) \subseteq \Omega^{\text{ext}}(K)$ are augmented PMQs as can be easily checked by considering the abelianisation of $\pi_1(\mathbb{C} \setminus K, *_K)$. See the proof of [Bin21b] Lemma 2.16] for an analogous argument.

**Definition 5.5.** An element of the space $\text{Hur}(\mathbb{C}, Q)$ has the form $(P, \psi)$, where $P \subseteq \mathbb{C}$ is finite and $\psi : \Omega(P) \rightarrow Q$ is a map of PMQs.

Given $(P, \psi) \in \text{Hur}(\mathbb{C}, Q)$, write $P = \{z_1, \ldots, z_k\}$ and let $U = (U_1, \ldots, U_k)$ be a collection of disjoint, convex open sets with compact, disjoint closures, such that $z_i \in U_i$ (an adapted covering). For any finite set $P' \subseteq U$ with $P'$ intersecting all components of $U$, translating basepoints along straight segments in $\mathbb{C}$ gives a natural, injective group homomorphism $\pi_1(\mathbb{C} \setminus U_*, *_{U}) \hookrightarrow \pi_1(\mathbb{C} \setminus P', *_{P'})$ restricting to an injection $\Omega(U) \hookrightarrow \Omega^{\text{ext}}(P')$; in the special case $P' = P$ we get in fact identifications $\pi_1(\mathbb{C} \setminus U_*, *_{U}) \cong \pi_1(\mathbb{C} \setminus P, *_{P})$ and $\Omega(U) \cong \Omega(P)$.

We define the normal neighbourhood $\mathcal{U}(P, \psi; U) \subseteq \text{Hur}(\mathbb{C}, Q)$ as the subset of configurations $(P', \psi')$ such that $P' \subseteq U$, $P'$ intersects all components of $U$, $\psi'$ can be extended to a sub-PMQ of $\Omega^{\text{ext}}(P')$ containing $\Omega(U)$, and the restriction of $(\psi')^{\text{ext}}$ on $\Omega(U) \cong \Omega(P)$ coincides with $\psi$.

For an element $a$ in the completion $\hat{Q}$ of $Q$, we denote by $\text{Hur}(\mathbb{C}, Q)_a$ the closed subspace of configurations $(P, \psi)$ such that the natural extension $\Omega^{\text{ext}}(P) \rightarrow \hat{Q}$ of $\psi$ sends the class of a simple loop $\gamma$ spinning clockwise around $P$ to the element $a$: we say that $a$ is the $Q$-valued total monodromy of $(P, \psi)$, and write $a = \omega(P, \psi)$.

If $Q$ is augmented, we denote by $\text{Hur}(\mathbb{C}, Q_+) \subseteq \text{Hur}(\mathbb{C}, Q)$ the subspace of configurations $(P, \psi)$ such that $\psi : \Omega(\mathbb{C}) \rightarrow Q$ is an augmented map of augmented PMQs, i.e. the preimage of $1 \in Q$ is $\{1\} \subseteq \Omega(P)$.

As in [Bin21b] Sections 2 and 3], the sets $\mathcal{U}(P, \psi; U)$ define a Hausdorff topology on $\text{Hur}(\mathbb{C}, Q)$. Our next goal is to identify the spaces $\text{Hur}(R; Q)$ and $\text{Hur}(\mathbb{C}, Q)$.

Let $\xi : \mathbb{C} = \mathbb{R}^2 \cong R = (0, 1)^2$ be the homeomorphism given by

$$\xi(x, y) = (e^x/(e^x + 1), e^y/(e^y + 1)).$$

Given $(P, \psi) \in \text{Hur}(\mathbb{C}, Q)$, let $P' = \xi(P) \subseteq R$. The fundamental groups $\pi_1(\mathbb{C} \setminus P', *)$ and $\pi_1(\mathbb{C} \setminus P', \xi(*_{P}))$ can be identified by translating $* = -\sqrt{-1}$ to $\xi(*_{P})$ along a straight segment in $\mathbb{C} \setminus P'$. Thus $\xi$ yields an identification of groups

$$\pi_1(\mathbb{C} \setminus P, *_{P}) \cong \pi_1(R \setminus P', \xi(*_{P})) \cong \pi_1(\mathbb{C} \setminus P', \xi(*_{P})) \cong \pi_1(\mathbb{C} \setminus P', *)$$

and this identification restricts to an identification $\Omega(P) \cong \Omega(P')$. We can then define $\psi' : \Omega(P') \rightarrow Q$ as the map of PMQs corresponding to $\psi$. The assignment $\xi_* : (P, \psi) \rightarrow (P', \psi')$ is a bijection between $\text{Hur}(\mathbb{C}, Q)$ and $\text{Hur}(R, Q)$. Moreover $\xi_*$ induces a bijection between the bases of the two topologies given by normal neighbourhoods corresponding to coverings $U$ consisting of disjoint open rectangles compactly contained in $\mathbb{C}$ and in $R$, respectively. Hence $\xi_* : \text{Hur}(\mathbb{C}, Q) \rightarrow \text{Hur}(R, Q)$ is a homeomorphism. Finally, $\xi_*$ respects the $Q$-valued total monodromy; and when $Q$ is augmented, $\xi_*$ restricts to a homeomorphism $\text{Hur}(\mathbb{C}, Q_+) \rightarrow \text{Hur}(R, Q_+)$.

In the rest of the section we identify the spaces $\text{Hur}(\mathbb{C}, \mathcal{G}_d^{\text{geo}})$ and $\text{Hur}(R, \mathcal{G}_d^{\text{geo}})$ and their corresponding pairs of subspaces without further mention.

**5.2. The map of sets $c_{\Omega}$.** Denote again $h = 2g + n + d - 2$. The map of PMQs $N : \mathcal{G}_d^{\text{geo}} \rightarrow N$ given by the norm is augmented, and can be extended to an augmented map of complete PMQs $N : \tilde{\mathcal{G}}_d^{\text{geo}} \rightarrow N$. The element $((d))_g$ considered in the statement of Theorem 5.2] has norm precisely $h$, i.e. $N((d))_g = h$. 
Similarly as in Subsection 4.1, we first consider a map of sets
\[ \mathbf{c} : \hat{O}_{g,n}[\bar{d}] \to \text{SP}^h(\mathbb{C}) \cong \text{Hur}(\mathbb{C}, \mathbb{N}_+)_n, \]
and later construct \( \mathbf{v} \) as a lift of \( \mathbf{c} \) along the map \( N_\ast : \text{Hur}(\mathbb{C}, (\mathcal{S}_d^\text{geo})_+)_+ \to \text{Hur}(\mathbb{C}, \mathbb{N}_+)_n \). In this subsection we only define \( \mathbf{c} \) and \( \mathbf{v} \) as maps of sets; we will deal in Subsections A.1 and A.2 of the appendix with their continuity.

The map \( \mathbf{c} \) sends an element \([r, f] \in \hat{O}_{g,n}[\bar{d}]\) to the collection of critical values of \( f \) lying in \( \mathbb{C} \), counted with multiplicity. Concretely, recall that \([r, f] \in \hat{O}_{g,n}[\bar{d}]\) is the class of a pair \((r, f)\), where \( r \) is a Riemann structure on \( \Sigma_{g,n} \) and \( f : (\Sigma_{g,n}, r) \to \mathbb{C}P^1 \) is an \( d \)-directed meromorphic function. Denote by \( P = \{z_1, \ldots, z_k\} \) the set of critical values of \( f \) lying in \( \mathbb{C} \), and for each \( 1 \leq i \leq k \) let \( \zeta_i, \ldots, \zeta_i, \lambda_i \) be the points in the fibre \( f^{-1}(z_i) \subset \Sigma_{g,n} \); denote by \( \zeta \) the set \( \{\zeta_i \mid 1 \leq i \leq k, 1 \leq j \leq \lambda_i\} \). Since \( f : \Sigma_{g,n} \setminus (Q \cup \zeta) \) is a genuine \( d \)-fold cover of \( \mathbb{C} \setminus P \), we have
\[
2 - 2g - n - \sum_{i=1}^k \lambda_i = \chi(\Sigma_{g,n} \setminus (Q \cup \zeta)) = d\chi(\mathbb{C} \setminus P) = d(1 - k),
\]
implying the equality
\[
\sum_{i=1}^k (d - \lambda_i) = 2g + n + d - 2 = h.
\]
Thus the formal sum \( \sum_{i=1}^k (d - \lambda_i) \cdot z_i \) represents an element in \( \text{SP}^h(\mathbb{C}) \). If we change representative of \([r, f] \in \hat{O}_{g,n}[\bar{d}]\), we obtain the same element in \( \text{SP}^h(\mathbb{C}) \).

**Definition 5.6.** Define a map of sets \( \mathbf{c} : \hat{O}_{g,n}[\bar{d}] \to \text{SP}^h(\mathbb{C}) \) by the assignment \([r, f] \mapsto \sum_{i=1}^k (d - \lambda_i) \cdot z_i \).

We can say a bit more: let \( \alpha \subset \mathbb{C} \setminus P \) be a simple closed curve bounding a disc \( D \subset \mathbb{C} \); then we can repeat the above argument and compute the Euler characteristic of \( f^{-1}(D) \), which is a subsurface of \( \Sigma_{g,n} \):
\[
\chi(f^{-1}(D)) = \chi(f^{-1}(D \setminus \zeta)) + \sum_{z_i \in D \setminus \bar{P}} \lambda_i = d - \sum_{z_i \in D \setminus \bar{P}} (d - \lambda_i).
\]
Next, for fixed \([r, f] \in \hat{O}_{g,n}[\bar{d}]\) represented by \((r, f)\), and using the notation above, consider the closed segment \( I_P = \{t \star + t \mid t \in \mathbb{R}_{\geq 0} \cup \{\infty\} \subset \mathbb{C}P^1 \), i.e. the closure of the horizontal line in \( \mathbb{C} \) starting at \( \star \) and running towards right. Note that \( I_P \) is disjoint from \( P \). The preimage \( f^{-1}(I_P) \) is a union of \( d \) segments \( I_{P,s} \) for \( 1 \leq s \leq n \) and \( 0 \leq j \leq d_i - 1 \) the segment \( I_{P,s,j} \) has an endpoint at \( Q_i \) and is tangent to the \( e^{2\pi j \sqrt{-1}/d} \cdot X_i \); compare with Figure 4.

We obtain a trivialisation \( f^{-1}(\star) \cong \{1, \ldots, d\} \) by declaring the endpoint of \( I_i \) lying over \( \star \) to be the \( i^\text{th} \) point of \( f^{-1}(\star) \). In fact, using that \( f \) restricts to a trivial \( d \)-fold cover over the lower half-plane \( \mathbb{H} \leq \mathbb{H}(\star_P) \) \( \{z \mid z \leq \mathbb{H}(\star_P) \} \subset \mathbb{C} \), we also obtain a trivialisation \( f^{-1}(\mathbb{H} \leq \mathbb{H}(\star_P)) \cong \{1, \ldots, d\} \times \mathbb{H} \leq \mathbb{H}(\star_P) \).

We can now consider the map of groups \( \varphi : \pi_1(\mathbb{C} \setminus P, \star_P) \to \mathbb{S}_d^\text{geo} \) given by the monodromy of the \( d \)-fold cover \( f^{-1}(\mathbb{C} \setminus P) \to \mathbb{C} \setminus P \), with trivialised fibre over \( \star \). Restricting \( \varphi \) over \( \Omega(P) \), and interpreting permutations as elements of \( \mathbb{S}_d^\text{geo} \), we obtain a map of PMQs \( \psi : \Omega(P) \to \mathbb{S}_d^\text{geo} \); here we also use [Bia21a, Theorem 3.3], i.e. that \( \Omega(P) \) is a free PMQ on \( k \) generators. The couple \((P, \psi)\) is an element of \( \text{Hur}(\mathbb{C}, \mathbb{S}_d^\text{geo}) \), and it is independent of the representative of \([r, f] \in \hat{O}_{g,n}[\bar{d}]\).
Definition 5.7. We define a map of sets \( \psi : \mathcal{O}_{g,n,d} \rightarrow \text{Hur}(\mathbb{C}, \mathcal{S}_d^{g,\text{geo}}) \) by the above assignment \([r,f] \mapsto (P,\psi)\).

We note that if \( \alpha_i \) is a simple loop in \( \mathbb{C} \setminus P \) bounding a disc \( D_i \subset \mathbb{C} \) with \( D_i \cap P = \{z_i\} \), then \( \psi(\alpha_i) \) is a permutation with precisely \( \lambda_i \) cycles, one for each preimage \( z_{i,j} \) of \( z_i \) along \( f \). In particular, since \( z_i \) is assumed to be a critical value of \( f \), we have \( \lambda_i < d \) and thus \( N(\psi(\alpha_i)) > 0 \). This implies \( \psi(\alpha_i) \in (\mathcal{S}_d^{g,\text{geo}})^+ \), and therefore \( \psi : \Omega(P) \rightarrow \mathcal{S}_d^{g,\text{geo}} \) is an augmented map of PMQs. Moreover we have

\[
\chi(f^{-1}(D)) = d - (d - \lambda_i) = d - N(\psi(\alpha_i)).
\]

Given now a simple loop \( \alpha \) representing a class in \( \Omega^{\text{ext}}(P) \), we can also consider the natural extension \( \hat{\psi} : \Omega^{\text{ext}}(P) \rightarrow \hat{\mathcal{S}}_d^{\text{geo}} \) and evaluate \( \hat{\psi}(\alpha) \): for instance, up to renumbering the points of \( P \), we can find an admissible generating set \( \alpha_1, \ldots, \alpha_k \) of \( \pi_1(\mathbb{C} \setminus P, \ast_P) \) such that \( \alpha \) decomposes as product \( \alpha_1 \cdot \cdots \cdot \alpha_j \), for some \( 1 \leq i, j \leq k \) with \( i \leq j + 1 \) (to allow an empty product), and such that the disc \( D \) bounded by \( \alpha \) contains the discs \( D_1, \ldots, D_j \) bounded by \( \alpha_1, \ldots, \alpha_j \); then we have

\[
\hat{\psi}(\alpha) = \psi(\alpha_1) \cdots \psi(\alpha_j) \in \hat{\mathcal{S}}_d^{\text{geo}},
\]

implying

\[
N(\hat{\psi}(\alpha)) = N(\psi(\alpha_1)) + \cdots + N(\psi(\alpha_j));
\]

on the other hand we have

\[
\chi(f^{-1}(D)) = d(x^{-1}(D \setminus \{z_i, \ldots, z_j\})) + \lambda_1 + \cdots + \lambda_j.
\]

This holds in particular in the case in which \( \alpha \) is a simple loop in \( \mathbb{C} \setminus P \) spinning clockwise around all points of \( P \); in this case \( \hat{\psi}(\alpha) = \hat{\omega}(P,\psi) \), the \( \hat{\mathcal{S}}_d^{\text{geo}} \)-valued total monodromy of \( (P,\psi) \), and we obtain the equality \( 2 - 2g - n = d - N(\hat{\omega}(\alpha)) \), i.e. \( N(\hat{\omega}(P,\psi)) = h \). Moreover the permutations \( \psi(\alpha_1), \ldots, \psi(\alpha_k) \) must generate a subgroup of \( \mathcal{S}_d \) acting transitively on the set \( \{1, \ldots, d\} \), as the space \( f^{-1}(\mathbb{C} \setminus P) = \bigcup_{i=1}^g \mathcal{O}_{g,n,\{z_i\}} \) is connected. Finally, the identity of sets \( \mathcal{S}_d^{g,\text{geo}} \rightarrow \mathcal{S}_d \) is a map of PMQs, where the second is a group and hence a complete PMQ: the image of \( \hat{\omega}(P,\psi) \) under the natural extension \( \hat{\mathcal{S}}_d^{\text{geo}} \rightarrow \mathcal{S}_d \) is the permutation \( ((d)) \), which is the \( \mathcal{S}_d \)-valued total monodromy of the covering \( f^{-1}(\mathbb{C} \setminus P) \rightarrow \mathbb{C} \setminus P \). Using [Bia21a, Proposition 7.13], we obtain the equality \( \hat{\omega}(P,\psi) = ((d)), \{1, \ldots, d\} : h = ((d)) \), yielding the following proposition.

Proposition 5.8. The map of sets \( \psi \) from Definition 5.7 has values in the subspace \( \text{Hur}(\mathbb{C}, (\mathcal{S}_d^{g,\text{geo}})^+)_d \).

5.3. The map of sets \( \mathcal{O} \). We now construct a map of sets

\[
\mathcal{O} : \text{Hur}(\mathbb{C}, (\mathcal{S}_d^{g,\text{geo}})^+)_d \rightarrow \hat{\mathcal{O}}_{g,n,d}.
\]

Let \( (P,\psi) \in \text{Hur}(\mathbb{C}, (\mathcal{S}_d^{g,\text{geo}})^+)_d \); the map \( \psi : \Omega(P) \rightarrow \mathcal{S}_d^{g,\text{geo}} \) gives rise to a map of groups \( \varphi : \pi_1(\mathbb{C} \setminus P, \ast_P) \rightarrow \mathcal{S}_d \) by [Bia21a, Theorem 3.3], and as in Subsection 4.3 this gives in turn a \( d \)-fold covering \( f : F \rightarrow \mathbb{C} \setminus P \) with trivialised fibre \( f^{-1}(\ast_P) \cong \{1, \ldots, d\} \); we extend the trivialisation over \( \ast_P \) to a trivialisation over the lower half-plane \( \mathbb{H}_{<0}(\ast_P) \). Let \( V \subset \mathbb{H}_{>0}(\ast_P) = \{z \in \mathbb{H} : \mathcal{O}(z) > 0\} \subset \mathbb{C} \) be a convex, open set containing \( P \); then the restriction \( f : f^{-1}(\mathbb{C} \setminus V) \rightarrow \mathbb{C} \setminus V \) is a disjoint union of \( n \) cyclic covers of the annulus \( \mathbb{C} \setminus V \): more precisely, for all \( 1 \leq i \leq n \), there is
a component of $f^{-1}(\mathbb{C} \setminus V)$ containing the points labeled $1, \ldots, l_i + d_i - 1$ of the trivialised fibre $f^{-1}(p) \cong \{1, \ldots, d\}$. We can compactify $f^{-1}(\mathbb{C} \setminus V)$ by adjoining $n$ points $Q_{1}^{F}, \ldots, Q_{n}^{F}$: the point $Q_{i}^{F}$ compactifies the $i$th component of $f^{-1}(\mathbb{C} \setminus V)$. We can also extend $f$ continuously by declaring $f(Q_{i}^{F}) = \infty \in \mathbb{C}P^{1}$. Similarly, we adjoin points $\zeta_{i,j}$ to compactify $F$ over the points $z_{i} \in P$, and extend $f$ continuously by declaring $f(\zeta_{i,j}) = z_{i}$. The number $\lambda_{i}$ of points to adjoin over $z_{i}$ is equal to the number of cycles of the permutation $\varphi(\alpha_{i})$, where $\alpha_{1}, \ldots, \alpha_{k}$ is an admissible generating set for $\pi_{1}(\mathbb{C} \setminus P, +p)$; in other words, we have $\lambda_{i} = d - N(\psi(\alpha_{i}))$. Since $\psi$ is an augmented map, we have moreover $\lambda_{i} < d$.

The result of the compactification is a smooth Riemann surface $\tilde{F}$ endowed with a branched cover map $f : \tilde{F} \to \mathbb{C}P^{1}$, and whose Euler characteristic is

$$\chi(\tilde{F}) = \deg(\tilde{F}) + n + \sum_{i=1}^{k} \lambda_{i} = d + n - \sum_{i=1}^{k} N(\psi(\alpha_{i})) = d + n - h = 2 - 2g;$$

hence $\tilde{F}$ is a closed Riemann surface of genus $g$. Moreover, for each $1 \leq i \leq n$ we can uniquely define a vector $X_{i}^{F} \in T_{Q_{i}^{F}} \tilde{F}$ satisfying the following properties:

- $X_{i}^{F}$ is tangent to the unique segment in $\tilde{F}$ projecting homeomorphically to $I_{P}$ and having as endpoints $Q_{i} \in F$ and the point of $f^{-1}(p)$ labelled $1$;
- $f$ has a $X_{i}^{F}$-directed pole of order $d_{j}$ at $Q_{j}^{F}$, i.e. for every holomorphic chart $w_{i}$ defined on a neighbourhood of $Q_{i}^{F} \in \tilde{F}$ such that $w_{i}(Q_{i}^{F}) = 0 \in \mathbb{C}$ and $Dw_{i}(X_{i}^{F}) = \partial/\partial x \in T_{0}\mathbb{C}$, the function $f$ has the form

$$f(w_{i}) = \frac{1}{w_{i}^{d_{j}}} + \text{h.o.t.}$$

Note that the first property determines $X_{i}^{F}$ up to real positive multiples, whereas the second determines it up to a rotation by an integral multiple of $2\pi/d_{j}$.

We can now identify $(\tilde{F}; Q_{1}^{F}, \ldots, Q_{n}^{F}; X_{1}^{F}, \ldots, X_{n}^{F})$ with $\Sigma_{g,n} = (\Sigma_{g}: Q, X)$ by a diffeomorphism; the Riemann structure on $\tilde{F}$ gives a Riemann structure $\tau$ on $\Sigma_{g,n}$, and the function $f$ can be considered as a $d$-directed meromorphic function on $\Sigma_{g,n}$.

We thus obtain a class $[r, f] \in \mathcal{O}_{g,n}[d]$. 

**Definition 5.9.** We define a map of sets $bc : \text{Hur}(\mathbb{C}, (\mathbb{G}_{d}^{\text{geo}})_{+})_{\|d\|_{0}} \to \mathcal{O}_{g,n}[d]$ by the above assignment $(P, \psi) \mapsto [r, f]$.

The maps of sets $cv$ and $bc$ are inverse bijections, as is straightforward from the two constructions. It is left to prove that $cv$ and $bc$ are continuous: this is done in Subsections A.1 and A.2 of the appendix, respectively.

**Remark 5.10.** The reader will notice that the statement of Theorem 5.2 for $g = 0$ and $n = 1$ suffices to prove that $\text{Hur}^{\Delta}(\mathbb{G}_{d}^{\text{geo}})_{\|d\|_{0}}$ is a manifold, since $\|d\|_{0} = (\|d\|_{0})_{0}$, and may wonder why one does not first prove Theorem 5.2 and then present Theorem 4.1 skipping all of Subsection 4.1. The reason is that we use the arguments of Subsection 4.1 in Subsection A.2 of the appendix, which is part of the proof of Theorem 5.2.

6. Stable rational cohomology of moduli spaces

6.1. Surfaces with boundary. The moduli space $\mathcal{M}_{g,n}$ parametrises closed Riemann surfaces of genus $g$ with $n$ directed marked points. It is convenient in this section to replace $\mathcal{M}_{g,n}$ by the homotopy equivalent space $\mathcal{M}_{g,n}^{\partial}$. 
Definition 6.1. We denote by $\Sigma^\partial_{g,n}$ a compact, oriented, smooth surface of genus $g$ with $n$ ordered boundary components. Each boundary component $\partial_i \Sigma^\partial_{g,n}$ is endowed with a fixed parametrisation by $S^1 \subset \mathbb{C}$ which is compatible with the orientation induced on the boundary by the orientation of $\Sigma^\partial_{g,n}$. We also fix a germ of parametrisation of a collar neighbourhood of $\partial_i \Sigma^\partial_{g,n}$ by a collar neighbourhood of $S^1 \subset \mathbb{D}$, where $\mathbb{D} = \{z \in \mathbb{C} : |z| \leq 1\}$ is the unit disc in $\mathbb{C}$; this germ of parametrisation of a collar neighbourhood is automatically orientation-preserving.

We denote by $\text{Diff}(\Sigma^\partial_{g,n}, \partial)$ the topological group of diffeomorphisms of $\Sigma^\partial_{g,n}$ fixing pointwise some neighbourhood of $\partial \Sigma^\partial_{g,n}$.

We denote by $\mathcal{Riem}(\Sigma^\partial_{g,n})$ the space of Riemann structures $\tau$ on $\Sigma^\partial_{g,n}$ for which the germ of parametrisation of a collar neighbourhood of each boundary curve of $\Sigma^\partial_{g,n}$ admits a holomorphic representative. The moduli space $\mathcal{M}^\partial_{g,n}$ contains equivalence classes $[\tau]$ of Riemann structures in $\mathcal{Riem}(\Sigma^\partial_{g,n})$: two Riemann structures $\tau$ and $\tau'$ are considered equivalent if there is a diffeomorphism $\varphi \in \text{Diff}(\Sigma^\partial_{g,n}, \partial)$ that pulls back $\tau$ to $\tau'$. Formally, $\mathcal{M}^\partial_{g,n}$ is the quotient of the space $\mathcal{Riem}(\Sigma^\partial_{g,n})$ by the action of the topological group $\text{Diff}(\Sigma^\partial_{g,n}, \partial)$.

We can sew a copy $D_i$ of the standard disc $\mathbb{D} = \{z \in \mathbb{C} : |z| \leq 1\}$ along each boundary curve of $\Sigma^\partial_{g,n}$ by the map $S^1 \to S^1$ given by $z \mapsto z^{-1}$; the result is a closed surface of genus $g$, endowed with $n$ marked points (the centres $Q_i$ of the discs $D_i$); moreover, each marked point is endowed with a non-zero tangent vector $X_i := \frac{d}{dz} \in T_{Q_i} \mathbb{D} \cong T_{Q_i} \mathbb{D}$. We thus can obtain $\Sigma_{g,n}$ from $\Sigma^\partial_{g,n}$ by sewing $n$ standard discs; by using germs of parametrised collar neighbourhoods of boundary components, one can also ensure to have a well-defined smooth structure on the sewing locus. Compare also with Definition 7.10 in the next section.

If we have a Riemann structure $\tau \in \mathcal{Riem}(\Sigma^\partial_{g,n})$, we can extend $\tau$ to a Riemann structure on $\Sigma_{g,n}$ by adjoining the standard Riemann structure on the discs $D_i$; this gives a map $\mathcal{Riem}(\Sigma^\partial_{g,n}) \to \mathcal{Riem}(\Sigma_{g,n})$. Similarly, a diffeomorphism of $\Sigma^\partial_{g,n}$ fixing pointwise a neighbourhood of the boundary can be extended to a diffeomorphism of $\Sigma_{g,n}$ by the identity of each disc $D_i$; this gives a homomorphism of groups $\text{Diff}(\Sigma^\partial_{g,n}, \partial) \to \text{Diff}_{g,n}$. Finally, the map $\mathcal{Riem}(\Sigma^\partial_{g,n}) \to \mathcal{Riem}(\Sigma_{g,n})$ is equivariant with respect to the two actions of $\text{Diff}(\Sigma^\partial_{g,n}, \partial)$ and $\text{Diff}_{g,n}$ respectively, compared along the given group homomorphism: therefore we obtain a map of spaces $\mathcal{M}^\partial_{g,n} \to \mathcal{M}_{g,n}$, which is known to be a weak homotopy equivalence.

The advantage of the space $\mathcal{M}^\partial_{g,n}$ is that it allows to define the genus stabilisation map. Let $\bar{\tau}_{1,2}$ be a fixed Riemann structure in $\mathcal{Riem}(\Sigma^\partial_{1,2})$ and let $1 \leq i \leq n$.

Given a Riemann structure $\tau \in \mathcal{Riem}(\Sigma^\partial_{g,n})$, we can obtain a Riemann surface of genus $g + 1$ with $n$ boundary curves as follows: for a fixed $1 \leq i \leq n$, we sew $(\Sigma^\partial_{g,n}, \tau)$ and $(\Sigma^\partial_{1,2}, \bar{\tau}_{1,2})$ by identifying $\partial_i \Sigma^\partial_{g,n}$ with $\partial_1 \Sigma^\partial_{1,2}$ along the map $S^1 \to S^1$ given by $z \mapsto z^{-1}$. The new surface has $n - 1$ boundary curves coming from $\Sigma^\partial_{g,n}$, and one boundary curve coming from $\Sigma_{1,2}$, which is declared to be the $i^{th}$ boundary curve of the new surface. We can identify the new surface with $\Sigma^\partial_{g+1,n}$.

Definition 6.2. The above construction gives rise, for all $g \geq 0$, $n \geq 1$ and $1 \leq i \leq n$, to a map

$$
\text{stabil}_i : \mathcal{M}^\partial_{g,n} \to \mathcal{M}^\partial_{g+1,n}.
$$
6.2. A brief historical note. A classical theorem of Harer [Har85] (with later improvements in the stability ranges, see [Iva89 Bol12 RW16]) ensures that \( \text{stab}_i \) induces an isomorphism in integral homology \( H_*(\mathcal{M}_{g,n}^\partial) \to H_*(\mathcal{M}_{g+1,n+1}^\partial) \) in the range of degrees \( * \leq \frac{3}{2}g - 1 \).

For simplicity, in the rest of the section we shall restrict to surfaces with one boundary component, i.e. we set \( n = 1 \). It is interesting to compute the homology groups of the homotopy colimit

\[
\mathcal{M}_{\infty,1} := \hocolim \left( M_{g,1}^{\partial} \xrightarrow{\text{stab}_1} M_{1,1}^{\partial} \xrightarrow{\text{stab}_2} M_{2,1}^{\partial} \xrightarrow{\text{stab}_3} \cdots \right),
\]

because these homology groups coincide, in a range depending on \( g \), with the actual homology groups of \( \mathcal{M}_{g,1} \). Mumford [Mum83] conjectured that the cohomology ring \( H^*(\mathcal{M}_{\infty,1}^\partial; \mathbb{Q}) \) is isomorphic to the polynomial ring \( \mathbb{Q}[\kappa_1, \kappa_2, \ldots] \) generated by variables \( \kappa_i \) of degree \( 2i \), and he also gave a construction of candidates for such free multiplicative generators. Miller [Mil86] and Morita [Mor87] proved independently the algebraic independence over \( \mathbb{Q} \) of the classes \( \kappa_i \in H^*(\mathcal{M}_{\infty,1}^\partial; \mathbb{Q}) \).

Subsequently, Tillmann [Til97] proved that the integral homology \( H_*(\mathcal{M}_{\infty,1}^\partial) \) coincides with the homology of a component of an infinite loop space, and Madsen and Weiss [MW07] finally proved that \( H_*(\mathcal{M}_{\infty,1}) \) is isomorphic to the homology \( H_*(\Omega_\infty^\infty \text{MTSO}(2)) \) of a component of the infinite loop space associated with the spectrum \( \text{MTSO}(2) \). As a corollary of their theorem, Madsen and Weiss proved the Mumford conjecture.

6.3. Double loop spaces of Hurwitz-Ran spaces. In order to state the main result of this section, we need to recollect some definitions. For \( d \geq 2 \) the relative Hurwitz-Ran space \( H_{\infty}(R, \partial R; \mathcal{S}_d^{\text{geo}}, \mathcal{S}_d) \), introduced in [Bia21b], is the space of triples \((P, \psi, \varphi)\) where

- \( P \) is a non-empty, finite subset of \( R = [0,1]^2 \) (whence the “+”);
- \( \varphi : \pi_1(\mathbb{C} \setminus P, *) \to \mathcal{S}_d \) is a morphism of groups (the \( \mathcal{S}_d \)-valued monodromy);
- \( \psi : \Omega_{(R, \partial R)}(P) \to \mathcal{S}_d^{\text{geo}} \) is a morphism of PMQs, only defined on \( \Omega_{(R, \partial R)}(P) \subset \pi_1(\mathbb{C} \setminus P, *) \), the relative fundamental PMQ of \( P \) with respect to the nice couple \((R, \partial R)\) (see [Bia21b] Definition 2.9)).

A compatibility between \( \varphi \) and \( \psi \) is required: the pair \((\psi, \varphi)\) is required to be a morphism of PMQ-group pairs \((\psi, \varphi) : (\Omega_{(R, \partial R)}(P), \pi_1(\mathbb{C} \setminus P, *)) \to (\mathcal{S}_d^{\text{geo}}, \mathcal{S}_d)\).

Moreover the total monodromy \( \omega(P, \psi, \varphi) \) is required to be equal to \( \mathbb{Z} \in \mathcal{S}_d \); in the relative setting, the only well-defined total monodromy is the \( \mathcal{S}_d \)-valued total monodromy, and there is no total monodromy with values in \( \mathcal{S}_d^{\text{geo}} \).

For \( d \geq 2 \) we have an inclusion of PMQ-group pairs \((\mathcal{S}_d^{\text{geo}}, \mathcal{S}_d) \hookrightarrow (\mathcal{S}_{d+1}^{\text{geo}}, \mathcal{S}_{d+1}^{\text{geo}})\) coming from the standard inclusion of groups \( \mathcal{S}_d \hookrightarrow \mathcal{S}_{d+1} \); by functoriality of Hurwitz-Ran spaces in the PMQ-group pair (see [Bia21b] Subsection 4.1]), we obtain an inclusion

\[
H_{\infty}(R, \partial R; \mathcal{S}_d^{\text{geo}}, \mathcal{S}_d) \hookrightarrow H_{\infty}(R, \partial R; \mathcal{S}_{d+1}^{\text{geo}}, \mathcal{S}_{d+1})\).
\]

The following is the main result of this section.

**Theorem 6.3.** Let \( \mathbb{B}_\infty = \hocolim_{d \to \infty} H_{\infty}(R, \partial R; \mathcal{S}_d^{\text{geo}}, \mathcal{S}_d) \). Then there is a zig-zag of integral homology equivalences of spaces starting from \( \mathcal{M}_{\infty,1} \) and ending
with $\Omega^2_0B_\infty$; in particular

$$H_*(\mathcal{M}_{\infty,1}) \cong H_*(\Omega^2_0B_\infty).$$

6.4. A new proof of the Mumford conjecture. As a corollary of Theorem 6.3 we obtain a new proof of the Mumford conjecture.

**Corollary 6.4.** The rational cohomology ring $H^*(\mathcal{M}_{\infty,1}; \mathbb{Q})$ is isomorphic to a polynomial ring $\mathbb{Q}[y_1, y_2, \ldots]$ generated by a sequence of variables $y_i$, one in each even degree $2i > 0$.

**Proof.** By Theorem 6.3 it suffices to prove an isomorphism of rings $H^*(\Omega^2_0B_\infty; \mathbb{Q}) \cong \mathbb{Q}[y_1, y_2, \ldots]$. By Theorem 4.1 the PMQ $\mathcal{G}^\text{geo}$ is Poincaré for all $d \geq 2$. We can thus apply [Bia21c, Theorem 6.1] and obtain an isomorphism of graded rings

$$H^*(\text{Hur}_+ (\mathcal{R}, \partial \mathcal{R}; \mathcal{G}^\text{geo}_{d+1}, \mathcal{G}_{d+1}); \mathbb{Q}) \cong \mathcal{A}(\mathcal{G}^\text{geo}_d),$$

where we denote by $\mathcal{A}(\mathcal{G}^\text{geo}_d) := [\mathcal{G}^\text{geo}_d, \mathcal{G}_d]$ the sub-$\mathbb{Q}$-algebra of conjugation-invariants in the PMQ-algebra $\mathcal{Q}[\mathcal{G}^\text{geo}_d]$. A basis of $\mathcal{A}(\mathcal{G}^\text{geo}_d)$ as a $\mathbb{Q}$-vector space is given by the elements $[S] = \sum_{\sigma \in S} [\sigma]$, for $S$ varying among conjugacy classes of $\mathcal{G}^\text{geo}_d$. Here $[\sigma]$ denotes the basis element of $\mathcal{Q}[\mathcal{G}^\text{geo}_d]$ corresponding to $\sigma \in \mathcal{G}^\text{geo}_d$.

A conjugacy class in $\mathcal{G}^\text{geo}_d$ is uniquely determined by a sequence $\Lambda = (\lambda_i)_{i \geq 2}$ of integers $\lambda_i \geq 0$, such that $\sum_{i \geq 2} i \lambda_i \leq d$: we associate with $\Lambda$ the conjugacy class of permutations whose cycle decomposition contains precisely $\lambda_i$ cycles of length $i$, for all $i \geq 2$, and a suitable number of fixpoints. We shall denote by $S_{\Lambda, d} \subset \mathcal{G}^\text{geo}_d$ the conjugacy class corresponding to $\Lambda$ if $\sum_{i \geq 2} i \lambda_i \leq d$, and the empty set, if $\sum_{i \geq 2} i \lambda_i > d$. The element $[S_{\Lambda, d}] \in \mathcal{A}(\mathcal{G}^\text{geo}_d)$ lies in cohomological degree $2N(\Lambda)$, where $N(\Lambda) := \sum_{i \geq 2} (i - 1) \lambda_i$.

The inclusion $\mathcal{G}^\text{geo}_d \hookrightarrow \mathcal{G}^\text{geo}_{d+1}$ is norm-preserving and induces an injective map between sets of conjugacy classes, sending $S_{\Lambda, d} \mapsto S_{\Lambda, d+1}$. Moreover, all conjugacy classes $S_{\Lambda, d+1}$ with $N(\Lambda) \leq d/2$ are hit by a (non-empty) conjugacy class $S_{\Lambda, d} \subset \mathcal{G}^\text{geo}_d$.

The argument of the proof of [Bia21c, Theorem 6.1] ensures that the map of cohomology rings induced by the inclusion

$$\text{Hur}_+ (\mathcal{R}, \partial \mathcal{R}; \mathcal{G}^\text{geo}_{d+1}, \mathcal{G}_{d+1}) \hookrightarrow \text{Hur}_+ (\mathcal{R}, \partial \mathcal{R}; \mathcal{G}^\text{geo}_{d+1}, \mathcal{G}_{d+1}),$$

corresponds to the map of rings $\mathcal{A}(\mathcal{G}^\text{geo}_{d+1}) \to \mathcal{A}(\mathcal{G}^\text{geo}_d)$ sending $[S_{\Lambda, d+1}] \mapsto [S_{\Lambda, d}]$. In particular the map $\mathcal{A}(\mathcal{G}^\text{geo}_{d+1}) \to \mathcal{A}(\mathcal{G}^\text{geo}_d)$ is surjective, and it is an isomorphism in cohomological degree $* \leq d$. We can thus compute

$$H^* (\mathbb{B}_\infty; \mathbb{Q}) \cong \lim_{d \to \infty} \mathcal{A}(\mathcal{G}^\text{geo}_d),$$

leveraging on the fact that the Mittag-Leffler condition is satisfied and no $\lim^1$ terms occur.

We now recall from [LS01, Remark 6.3] that $\mathcal{A}(\mathcal{G}^\text{geo}_d)$ is isomorphic in cohomological degrees $* \leq d$ to the polynomial algebra $\mathbb{Q}[x_1, x_2, x_3, \ldots]$ generated by a sequence of variables $x_i$, one in each degree $2i \geq 0$; see also [BCP23, Proposition 3.3]. We thus obtain an isomorphism of rings

$$H^* (\mathbb{B}_\infty; \mathbb{Q}) \cong \mathbb{Q}[x_1, x_2, x_3, \ldots].$$

To conclude, by [Bin21c, Theorem 4.19] the spaces $\text{Hur}_+ (\mathcal{R}, \partial \mathcal{R}; \mathcal{G}^\text{geo}, \mathcal{G})$ are simply connected, and thus also $\mathbb{B}_\infty$ is simply connected. We can then use a standard argument in rational homotopy theory: the map $\mathbb{B}_\infty \to \prod_{i=1}^{\infty} K(2i, \mathbb{Q})$
classifying the cohomology classes \(x_i\), is a rational cohomology equivalence between simply connected spaces, hence a rational equivalence. Its double looping is thus also a rational equivalence, and in particular a rational cohomology equivalence.

Taking one component of the double loop spaces, we obtain

\[
H^* (\Omega^2_0 \mathbb{A}_\infty; \mathbb{Q}) \cong H^* \left( \prod_{i=1}^{\infty} \Omega^2_0 K(2i, \mathbb{Q}); \mathbb{Q} \right)
\]

\[
\cong H^* \left( \prod_{i=1}^{\infty} K(2i, \mathbb{Q}); \mathbb{Q} \right) \cong \mathbb{Q} [y_1, y_2, y_3, \ldots].
\]

\(\square\)

The rest of the section is devoted to the proof of Theorem 6.3.

### 6.5. The main diagram

For all \(d \geq 2\) we have a PMQ \(\mathcal{S}_d^{geo}\), giving rise to a Hurwitz-Moore topological monoid \(\mathrm{HM}(\mathcal{S}_d^{geo})\), see [Bia21c, Definition 2.4]. It will be convenient to consider in this section the submonoid \(\mathrm{HM}(\mathcal{S}_d^{geo})_+\), containing configurations \((t, (P, \psi))\) with \(\psi\) an augmented map of PMQs. The induced map on group completions \(\Omega B \mathrm{HM}(\mathcal{S}_d^{geo})_+ \to \Omega B \mathrm{HM}(\mathcal{S}_d^{geo})\) is a weak equivalence, so for our purposes the two monoids are interchangeable.

The inclusion of PMQs \(\mathcal{S}_d^{geo} \hookrightarrow \mathcal{S}_{d+1}^{geo}\) gives rise to an inclusion of monoids \(\hat{\mathrm{HM}}((\mathcal{S}_d^{geo})_+) \hookrightarrow \hat{\mathrm{HM}}((\mathcal{S}_{d+1}^{geo})_+)\).

**Notation 6.5.** Recall from [Bia21c, Theorem 2.15] that \(\pi_0(\hat{\mathrm{HM}}((\mathcal{S}_d^{geo})_+))\) is in bijection with \(\mathcal{S}_d^{geo}\). For all transposition \(t \in \mathcal{S}_d^{geo}\) we fix once and for all a configuration in \(\hat{\mathrm{HM}}((\mathcal{S}_d^{geo})_+)\) of “width” 1, i.e. of the form \((1, c_t)\) for some \(c_t \in \mathrm{Hur}(\mathcal{S}_d^{geo})_+\).

We denote by \(l_t : \hat{\mathrm{HM}}((\mathcal{S}_d^{geo})_+) \to \hat{\mathrm{HM}}((\mathcal{S}_d^{geo})_+)\) the map \((t, \epsilon) \mapsto (1, c_t) \cdot (t, \epsilon)\).

We denote by \(r_t : \hat{\mathrm{HM}}((\mathcal{S}_d^{geo})_+) \to \hat{\mathrm{HM}}((\mathcal{S}_d^{geo})_+)\) the map \((t, \epsilon) \mapsto (t, \epsilon) \cdot (1, c_t)\).

Recall Definition 5.1 and note that for \(n = 1\) the element \(\langle (d) \rangle_g := \langle (d) \rangle_{g}\) can be factored in \(\mathcal{S}_d^{geo}\) as

\[
\langle (d) \rangle_g = (1, 2) \ldots (1, 2) \cdot l_{c_d} = (1, 2) \ldots (1, 2) \cdot (1, 2)(2, 3) \ldots (d - 1, d),
\]

where \((1, 2)\) is repeated \(2g\) times at the beginning.

For all \(d \geq 2\) and \(g \geq 0\), we consider the following two maps:

- the map \(l_1^{(1,2)} : \hat{\mathrm{HM}}((\mathcal{S}_d^{geo})_+)\langle (d) \rangle_g \to \hat{\mathrm{HM}}((\mathcal{S}_d^{geo})_+)\langle (d) \rangle_{g+1}\), obtained by iterating twice the map \(l_{(1,2)}\);
- the map \(\hat{\mathrm{HM}}((\mathcal{S}_d^{geo})_+)\langle (d) \rangle_g \to \hat{\mathrm{HM}}((\mathcal{S}_{d+1}^{geo})_+)\langle (d+1) \rangle_g\), obtained by composing the inclusion \(\hat{\mathrm{HM}}((\mathcal{S}_d^{geo})_+)\langle (d) \rangle_g \to \hat{\mathrm{HM}}((\mathcal{S}_d^{geo})_+)\langle (d) \rangle_g\) and the right multiplication map \(r_{(d,d+1)} : \hat{\mathrm{HM}}((\mathcal{S}_{d+1}^{geo})_+)\langle (d) \rangle_g \to \hat{\mathrm{HM}}((\mathcal{S}_{d+1}^{geo})_+)\langle (d+1) \rangle_g\).
We obtain a strictly commutative diagram of spaces, which we will refer to as the main diagram

\[
\begin{array}{cccccc}
\hat{\text{HM}}((\mathcal{S}^\text{geo}_{2g})_+)(2g) \rightarrow & (\hat{\text{HM}}((\mathcal{S}^\text{geo}_{2g})_+)(2g))_1 \rightarrow & (\hat{\text{HM}}((\mathcal{S}^\text{geo}_{2g})_+)(2g))_2 \rightarrow & \ldots & \\
\downarrow_{r(2,3)} & \downarrow_{r(2,3)} & \downarrow_{r(2,3)} & & \\
\hat{\text{HM}}((\mathcal{S}^\text{geo}_{3g})_+)(3g) \rightarrow & (\hat{\text{HM}}((\mathcal{S}^\text{geo}_{3g})_+)(3g))_1 \rightarrow & (\hat{\text{HM}}((\mathcal{S}^\text{geo}_{3g})_+)(3g))_2 \rightarrow & \ldots & \\
\downarrow_{r(3,4)} & \downarrow_{r(3,4)} & \downarrow_{r(3,4)} & & \\
\hat{\text{HM}}((\mathcal{S}^\text{geo}_{4g})_+)(4g) \rightarrow & (\hat{\text{HM}}((\mathcal{S}^\text{geo}_{4g})_+)(4g))_1 \rightarrow & (\hat{\text{HM}}((\mathcal{S}^\text{geo}_{4g})_+)(4g))_2 \rightarrow & \ldots & \\
\vdots & \vdots & \vdots & & \\
\vdots & \vdots & \vdots & & \\
\end{array}
\]

**Definition 6.6.** We denote by \(\hat{\text{HM}}((\mathcal{S}^\text{geo}_\infty)_+)(\infty)_\infty\) the homotopy colimit of the main diagram.

We have highlighted some of the objects in the main diagram by putting them in parentheses: these are the spaces \(\hat{\text{HM}}((\mathcal{S}^\text{geo}_{2g})_+)(2g)_g\), for varying \(g \geq 1\), and they form a diagonal of the diagram, which in particular is cofinal. We can thus compute \(\hat{\text{HM}}((\mathcal{S}^\text{geo}_\infty)_+)(\infty)_\infty\) also as

\[
\hat{\text{HM}}((\mathcal{S}^\text{geo}_\infty)_+)(\infty)_\infty \simeq \text{hocolim}_{g \to \infty} \hat{\text{HM}}((\mathcal{S}^\text{geo}_{2g})_+)(2g)_g,
\]

where now we have a sequential colimit, and the stabilisation maps are given by composing two vertical maps and one horizontal map in the previous diagram.

By [Bia21c, Lemma 2.7], each space \(\text{Hur}(\hat{\mathcal{R}}; (\mathcal{S}^\text{geo}_{2g})_+)(2g)_g\) admits an inclusion into \(\hat{\text{HM}}((\mathcal{S}^\text{geo}_{2g})_+)(2g)_g\), which is a homotopy equivalence, with inverse an explicit deformation retraction, which in particular is natural in the PMQ. Using this together with Theorem 5.2 we obtain that each space \(\hat{\text{HM}}((\mathcal{S}^\text{geo}_{2g})_+)(2g)_g\) is homotopy equivalent to the corresponding moduli space \(\mathcal{M}_{g,1}\).

Moreover, for each \(g \geq 1\), the following diagram commutes up to homotopy:

\[
\begin{array}{cccccc}
\hat{\text{HM}}((\mathcal{S}^\text{geo}_{2g})_+)(2g)_g \xrightarrow{\sim} \text{Hur}(\hat{\mathcal{R}}; (\mathcal{S}^\text{geo}_{2g})_+)(2g)_g \xrightarrow{b} \bar{\mathcal{O}}_{g,1}[2g] \xrightarrow{\theta_{g,1}} \mathcal{M}_{g,1} \xrightarrow{\sim} \mathcal{M}^0_{g,1} \\
| & | & | & | & |
\hat{\text{HM}}((\mathcal{S}^\text{geo}_{2g+1})_+)(2g+1)_g \xrightarrow{\sim} \text{Hur}(\hat{\mathcal{R}}; (\mathcal{S}^\text{geo}_{2g+1})_+)(2g+1)_g \xrightarrow{b} \bar{\mathcal{O}}_{g+1,1}[2g+1] \xrightarrow{\theta_{g+1,1}} \mathcal{M}_{g+1,1} \xrightarrow{\sim} \mathcal{M}^0_{g+1,1}
\end{array}
\]

The top and bottom rows are zig-zags of weak equivalences: using that \(\mathcal{M}_{g,1}\) is a complex variety, and in particular is homeomorphic to a CW-complex, we could in fact invert up to homotopy the arrows \(\mathcal{M}^0_{g,1} \rightarrow \mathcal{M}_{g,1}\). Similarly, we could invert up to homotopy the inclusions \(\text{Hur}_+(\hat{\mathcal{R}}; (\mathcal{S}^\text{geo}_{2g})_+)(2g)_g \hookrightarrow \hat{\text{HM}}((\mathcal{S}^\text{geo}_{2g})_+)(2g)_g\) appearing on left, using the deformation retractions provided by [Bia21c, Lemma 2.7].
It follows that the homotopy colimit given by the left, vertical columns, for varying \( g \), is homotopy equivalent to the homotopy colimit given by the right, vertical columns. In other words we have a weak equivalence

\[
\operatorname{hocolim}_{g \to \infty} \HM((\mathfrak{S}^{\text{geo}}_{d}^{\infty})_{+})_{((2g) \mathfrak{g})} \simeq \operatorname{hocolim}_{g \to \infty} \mathfrak{M}_{g,1}^{d}.
\]

Putting together this equivalence and the previous one, we obtain the following lemma.

**Lemma 6.7.** There is a zig-zag of weak equivalences of topological spaces between \( \HM((\mathfrak{S}^{\text{geo}}_{\infty})_{+})_{((\infty) \mathfrak{g})} \) and \( \mathfrak{M}_{\infty,1} \).

Our final goal is to prove the existence of a homology equivalence

\[
\HM((\mathfrak{S}^{\text{geo}}_{\infty})_{+})_{((\infty) \mathfrak{g})} \to \Omega_{0}^{2}\mathfrak{B}_{\infty}.
\]

**Notation 6.8.** For \( d \geq 2 \) we denote by \( \HM((\mathfrak{S}^{\text{geo}}_{d})_{+})_{((d) \mathfrak{g})} \) the homotopy colimit of the \( d \)th row of the main diagram, i.e.

\[
\HM((\mathfrak{S}^{\text{geo}}_{d})_{+})_{((d) \mathfrak{g})} := \operatorname{hocolim}_{g \to \infty} \HM((\mathfrak{S}^{\text{geo}}_{d})_{+})_{((d) \mathfrak{g})}.
\]

We can then write \( \HM((\mathfrak{S}^{\text{geo}}_{d})_{+})_{((d) \mathfrak{g})} \) as \( \operatorname{hocolim}_{d \to \infty} \HM((\mathfrak{S}^{\text{geo}}_{d})_{+})_{((d) \mathfrak{g})} \). Similarly, \( \Omega_{0}^{2}\mathfrak{B}_{\infty} \) is homotopy equivalent to the homotopy colimit

\[
\Omega_{0}^{2}\mathfrak{B}_{\infty} \simeq \operatorname{hocolim}_{d \to \infty} \Omega_{0}^{d}\HM((\mathfrak{S}^{\text{geo}}_{d})_{+})_{((d) \mathfrak{g})},
\]

where we use the maps induced on double loop spaces by the inclusions of spaces \( \operatorname{Hur}_{+}(\mathfrak{R}, \partial \mathfrak{R}; \mathfrak{S}^{\text{geo}}_{d}, \mathfrak{S}_{d}) \hookrightarrow \operatorname{Hur}_{+}(\mathfrak{R}, \partial \mathfrak{R}; \mathfrak{S}^{\text{geo}}_{d}, \mathfrak{S}_{d+1}) \), which in turn are induced by the inclusions of PMQ-group pairs \((\mathfrak{S}^{\text{geo}}_{d}, \mathfrak{S}_{d}) \hookrightarrow (\mathfrak{S}^{\text{geo}}_{d+1}, \mathfrak{S}_{d+1})\).

The proof of [Bia21c, Theorem 4.1] is natural in the PMQ-group pair: hence we can replace each term \( \Omega_{0}^{d}\HM((\mathfrak{S}^{\text{geo}}_{d})_{+})_{((d) \mathfrak{g})} \) in the last homotopy colimit by the homotopy equivalent term \( \Omega_{0}\HM((\mathfrak{S}^{\text{geo}}_{d})_{+})_{((d) \mathfrak{g})} \), and thus obtain a homotopy equivalence

\[
\Omega_{0}^{d}\mathfrak{B}_{\infty} \simeq \operatorname{hocolim}_{d \to \infty} \Omega_{0}^{d}\HM((\mathfrak{S}^{\text{geo}}_{d})_{+})_{((d) \mathfrak{g})} \simeq \operatorname{hocolim}_{d \to \infty} \Omega_{0}\HM((\mathfrak{S}^{\text{geo}}_{d})_{+})_{((d) \mathfrak{g})}.
\]

We would like therefore to prove the existence of a homology equivalence

\[
\Xi : \HM((\mathfrak{S}^{\text{geo}}_{\infty})_{+})_{((\infty) \mathfrak{g})} \to \operatorname{hocolim}_{d \to \infty} \Omega_{0}\HM((\mathfrak{S}^{\text{geo}}_{d})_{+})_{((d) \mathfrak{g})}.
\]

In order to do so, we will prove the following proposition.

**Proposition 6.9.** There exist a family of homology equivalences

\[
\Xi_{d} : \HM((\mathfrak{S}^{\text{geo}}_{d})_{+})_{((d) \mathfrak{g})} \to \Omega_{0}\HM((\mathfrak{S}^{\text{geo}}_{d})_{+})_{((d) \mathfrak{g})}, \quad d \geq 2,
\]

such that for all \( d \geq 2 \) the following square commutes up to homotopy

\[
\begin{array}{ccc}
\HM((\mathfrak{S}^{\text{geo}}_{d})_{+})_{((d) \mathfrak{g})} & \xrightarrow{\Xi_{d}} & \Omega_{0}\HM((\mathfrak{S}^{\text{geo}}_{d})_{+})_{((d) \mathfrak{g})} \\
\downarrow & & \downarrow \\
\HM((\mathfrak{S}^{\text{geo}}_{d+1})_{+})_{((d+1) \mathfrak{g})} & \xrightarrow{\Xi_{d+1}} & \Omega_{0}\HM((\mathfrak{S}^{\text{geo}}_{d+1})_{+})_{((d+1) \mathfrak{g})}.
\end{array}
\]
6.6. **Mapping telescopes.** Let \( M \) be a unital topological monoid, and let \( \bar{m} \in M \) be an element. We can consider the mapping telescope

\[
\text{Tel}(M; \bar{m}) := \text{hocolim} \left( M \xrightarrow{\bar{m}} M \xrightarrow{\bar{m}} M \xrightarrow{\bar{m}} \ldots \right),
\]

obtained by iterating left multiplication by \( \bar{m} \); the argument of the proof of the group-completion theorem [MS76, FM94] provides a map \( \Xi_{M; \bar{m}} \) from \( \text{Tel}(M; \bar{m}) \) to \( \Omega BM \). First, one defines a map \( \mathbf{s} : M \to \Omega BM \), sending \( m \in M \) to the loop in \( BM \) represented by the 1-simplex \( \bar{m} \); then one defines \( \Xi_{M; \bar{m}} \) as the map induced on homotopy colimits of the rows of the following diagram, where squares can be filled by homotopies in a way that is natural in \( M \) and \( \bar{m} \):

\[
\begin{array}{ccc}
M & \xrightarrow{\bar{m}} & M \\
\downarrow{\mathbf{s}(-)} & & \downarrow{\mathbf{s}(\bar{m})^{-1}\mathbf{s}(-)} \\
\Omega BM & \xrightarrow{\mathbf{BM}} & \Omega BM
\end{array}
\]

\[
\begin{array}{ccc}
M & \xrightarrow{\bar{m}} & M \\
\downarrow{\mathbf{s}(-)} & & \downarrow{\mathbf{s}(\bar{m})^{-1}\mathbf{s}(-)} \\
\Omega BM & \xrightarrow{\mathbf{BM}} & \Omega BM
\end{array}
\]

Here, for \( m \in M \), the loop \( \mathbf{s}(m)^{-1} \in \Omega BM \) is the inverse of the loop \( \mathbf{s}(m) \), and a representative \( \ldots : \Omega BM \times \Omega BM \to \Omega BM \) is fixed.

We remark that, in order to prove that the map \( \Xi_{M; \bar{m}} \) is a homology equivalence, one requires additional conditions on \( M \) and \( \bar{m} \); but the map \( \Xi_{M; \bar{m}} \) itself can be defined in general.

If we fix an element \( a \in M \), representing a path component \( \pi_0(a) \in \pi_0(M) \), we can also restrict the previous to a map

\[
\text{Tel}(M, a; \bar{m}) := \text{hocolim} \left( M_{\pi_0(a)} \xrightarrow{\bar{m}} M_{\pi_0(a)} \xrightarrow{\bar{m}} M_{\pi_0(a)} \xrightarrow{\bar{m}} \ldots \right) \to \Omega_{\pi_0(a)} BM.
\]

We can then postcompose the previous with the map \( \Omega_{\pi_0(a)} BM \xrightarrow{\Xi} \Omega_0 BM \) given by right multiplication by \( \mathbf{s}(a)^{-1} \). We obtain a map

\[
\Xi_{M, a; \bar{m}} : \text{Tel}(M, a; \bar{m}) \to \Omega_0 BM.
\]

The construction above is natural with respect to triples \((M, a, \bar{m})\) consisting of a topological monoid with two chosen elements. Moreover, if \( b \in M \) is another element of \( M \), we can consider the map \( \mathbf{r}_b^{\text{Tel}} : \text{Tel}(M, a; \bar{m}) \to \text{Tel}(M, ab; \bar{m}) \) induced levelwise by right multiplication by \( b \); then the following diagram commutes up to a homotopy which is again natural in the quadruple \((M, a, \bar{m}, b)\):

\[
\begin{array}{ccc}
\text{Tel}(M, a; \bar{m}) & \xrightarrow{\mathbf{r}_b^{\text{Tel}}} & \text{Tel}(M, ab; \bar{m}) \\
\downarrow{\Xi_{M, a, \bar{m}}} & & \downarrow{\Xi_{M, a, \bar{m}}} \\
& & \Omega_0 BM
\end{array}
\]

In homology, we have a canonical identification of \( H_*(\text{Tel}(M, a; \bar{m})) \) with the colimit

\[
\text{colim} \left( H_*(M_{\pi_0(a)}) \xrightarrow{\bar{m}} H_*(M_{\pi_0(a)}) \xrightarrow{\bar{m}} H_*(M_{\pi_0(a)}) \xrightarrow{\bar{m}} \ldots \right),
\]

where we consider \( \bar{m} \cdot - \) as the left multiplication by the “ground class” \( \bar{m} \) in \( H_0(M_{\pi_0(\bar{m})}) \), using the Pontryagin ring structure on \( H_*(M) \).
The map \( H_* (\text{Tel}(M, a; \tilde{m})) \rightarrow H_* (\Omega_0 BM) \) induced by \( \Xi_{M,a;\tilde{m}} \) coincides with the map induced on colimits of rows by the following diagram:

\[
\begin{array}{c}
\longrightarrow
\end{array}
\]

\[
H_* (M_{\pi_0(a)}) \quad \longrightarrow \quad H_* (M_{\pi_0(a)}) \quad \longrightarrow \quad \ldots
\]

\[
H_* (\Omega_0 BM) \quad \longrightarrow 
\]

We can now define \( \Xi_d \) to be the map \( \Xi_{M,a;\tilde{m}} \) corresponding to the data:

- \( M = \hat{HM}(\mathcal{S}_d^{\text{geo}})_+ \);
- \( a = (1, \xi_{(1,2)}) (1, \xi_{(2,3)}) \ldots (1, \xi_{(d-1,d)}) ; \)
- \( \tilde{m} = (1, \xi_{(1,2)})^2 \).

Note that \( \hat{HM}(\mathcal{S}_d^{\text{geo}})_+ (d) \) is defined as the same homotopy colimit as \( \text{Tel}_{M,a;\tilde{m}} \), for \( (M,a,\tilde{m}) \) as above.

The diagram in the statement of Proposition 6.9 commutes by considering the inclusion of monoids \( HM((\mathcal{S}_d^{\text{geo}})_+) \hookrightarrow HM((\mathcal{S}_d^{\text{geo}})_{+1}) \) together with the map \( T^{\text{Tel}} \) induced by the element \( b = (1, \xi_{(d,d+1)}) \).

In order to prove Proposition 6.9 and hence Theorem 6.3 it is only left to prove that \( \Xi_d \) is a homology equivalence.

6.7. Propagators. In this subsection, we fix \( d \geq 2 \) and aim at proving that \( \Xi_d \) is a homology equivalence. We abbreviate \( \hat{HM}(\mathcal{S}_d^{\text{geo}})_+ \) by \( HM_+ \) for simplicity (note that this notation is not compatible with a similar notation used in [Bia21c], for example in [Bia21c, Theorem 2.19]). We denote \( a = (1, \xi_{(1,2)}) (1, \xi_{(2,3)}) \ldots (1, \xi_{(d-1,d)}) \) as at the end of the previous subsection.

**Notation 6.10.** We denote by \( e \) the element \( (1, \xi_{(1,2)}) \ldots (1, \xi_{(1,2)}) \in HM_+ \), where \( (1, \xi_{(1,2)}) \) is repeated \( 2d-2 \) times; we consider \( \pi_0(e) \in \pi_0(HM_+) \), and denote by \( \hat{\omega}(e) \) the \( \mathcal{S}_d^{\text{geo}} \)-valued total monodromy of \( e \). We denote by \( \pi_0(e) \) also the corresponding “ground” class in \( HM_+ \hat{\omega}(e) \approx \mathbb{Z} \). Similarly, we denote by \( e' \in HM_+ \) the element

\[
e' = (1, \xi_{(1,2)}) (1, \xi_{(1,2)}) (1, \xi_{(2,3)}) (1, \xi_{(2,3)}) \ldots (1, \xi_{(d-1,d)}) (1, \xi_{(d-1,d)}) ,
\]

and consider \( \pi_0(e') \) also as an element in \( HM_+ \hat{\omega}(e') \approx \mathbb{Z} \).

Notice that \( \hat{\omega}(e) = (1; \{1, 2\}, \{3\}, \ldots, \{d\}; 2d-2, 0, \ldots, 0) \), using the notation of [Bia21a, Proposition 7.13], whereas \( \hat{\omega}(e') = (1; \{1, \ldots, d\}; 2d-2) \): these are different elements in \( \mathcal{S}_d^{\text{geo}} \). Recall from [Bia21a, Lemma 7.2] that the enveloping group \( G(\mathcal{S}_d^{\text{geo}}) \) of \( \mathcal{S}_d^{\text{geo}} \) is the index two subgroup \( \mathfrak{S}_d \subset \mathcal{S}_d \) containing pairs \( (r, \sigma) \) with \( r \) and \( \sigma \) of the same parity. We remark that \( \hat{\omega}(e) \) and \( \hat{\omega}(e') \) are sent to the same element \( (2d-2, 1) \in \mathfrak{S}_d \) under the natural map \( \mathcal{S}_d^{\text{geo}} \rightarrow G(\mathcal{S}_d^{\text{geo}}) \).

We thus have \( \omega(e) = \omega(e') = (2d-2, 1) \), i.e. \( \mathfrak{S}_d \)-valued total monodromies of \( e \) and \( e' \) are equal.

There is yet another, more relevant difference between \( e \) and \( e' \): the element \( e' \) is a *propagator* of the topological monoid \( HM_+ \), whereas \( e \) is not, in the following sense.
Definition 6.11. Let $M$ be a weakly braided topological monoid (see Definition 3.5) and let $m \in M$. We say that $m$ is a *propagator* if for every $x \in M$ there exists $y \in M$ and $k \geq 1$ such that $x \cdot y$ and $m^k$ belong to the same path component of $M$.

The fact that $e'$ is a propagator follows from the fact that $\pi_0(\text{HM}_+^1) \cong \hat{\mathcal{G}}_d^{\text{geo}}$ is generated by the elements $t$ corresponding to transpositions $t \in \mathcal{G}_d^{\text{geo}}$: for any fixed transposition $t$, the element $\pi_0(e') \in \pi_0(\text{HM}_+^1)$ admits a factorisation $t_1 \ldots t_{2d-2}$ in $\hat{\mathcal{G}}_d^{\text{geo}}$, with $t_1 = t$, see [Bin21a Proposition 7.11]. The group completion theorem ensures that the map

$$\Xi_{\text{HM}_+,a,e'} : \text{Tel}(\text{HM}_+,a; e') \to \Omega_0BH\text{HM}_+$$

is a homology equivalence. We then note the following fact.

Lemma 6.12. Let $g \geq 0$ and consider the two maps

$$e \cdot - , e' \cdot - : \text{HM}_+^{d,(d)g} \to \text{HM}_+^{d,(d)g+1};$$

given by left multiplication by $e$ and $e'$ respectively. Then $e \cdot -$ and $e' \cdot -$ are homotopic maps.

Proof. We can write $e \cdot -$ as the composition $I_{(1,2)}^{2d-2}$, whereas $e' \cdot -$ can be written as composition $I_{(1,2)}^2I_{(2,3)}^2 \cdots I_{(d-1,d)}^2$. It suffices therefore to prove, for all $g \geq 0$, that for all $1 \leq j \leq d-2$ the maps $I_{(j,j+1)}^2$ and $I_{(j+1,j+2)}^2$ are homotopic maps $\text{HM}_+^{d,(d)g} \to \text{HM}_+^{d,(d)g+1}$.

For this, recall from the proof of [Bin21c Lemma 3.6] that the map

$$\text{br} : \text{HM} \times \text{HM} \to \text{HM} \times \text{HM}, \quad ((t,c),(t',c')) \mapsto ((t',c'),(t,c^\omega(c')))$$

is a weak braiding, i.e. the composite map

$$\text{HM} \times \text{HM} \xrightarrow{\text{br}} \text{HM} \times \text{HM} \xrightarrow{- \cdot -} \text{HM}$$

is homotopic to the multiplication map $- \cdot - : \text{HM} \times \text{HM} \to \text{HM}$. It follows that also the composite

$$\text{HM} \times \text{HM} \xrightarrow{\text{br}} \text{HM} \times \text{HM} \xrightarrow{\text{br}} \text{HM} \times \text{HM} \xrightarrow{\text{br}} \text{HM},$$

sending $((t,c),(t',c')) \mapsto (t,c^\omega(c')) \cdot (t',c')^{\omega(c')}$ is homotopic to $- \cdot -$. The same properties hold for the restricted map $\text{br} : \text{HM}_+ \times \text{HM}_+ \to \text{HM}_+ \times \text{HM}_+$.

We can now set $t(c) = (1, c_{(j+1,j+2)}) \cdot (1, c_{(j+1,j+2)})$; using that the element

$$\omega((1,c_{(j+1,j+2)})(1,c_{(j+1,j+2)})) = (2,1) \in \hat{\mathcal{G}}_d = \mathcal{G}_d^{\text{geo}}$$

congjugates trivially all elements in $\hat{\mathcal{G}}_d^{\text{geo}}$, and using instead that

$$(j+1,j+2)^{(d-1+2g,kl)} = (j+1,j+2)^{kl} = (j,j+1) \in \hat{\mathcal{G}}_d^{\text{geo}},$$

we obtain precisely that the map $I_{(j,j+1)}^2 = (1, c_{(j,j+1)}) \cdot (1, c_{(j,j+1)}) \cdot -$ is homotopic to the map $I_{(j+1,j+2)}^2 = (1, c_{(j+1,j+2)}) \cdot (1, c_{(j+1,j+2)}) \cdot -$, when considered as maps $\text{HM}_+^{d,(d)g} \to \text{HM}_+^{d,(d)g+1}$. \qed

We now notice that both \( \Xi_{\mathcal{HM}_+,a;e} : H_\ast(Tel(\mathcal{HM}_+,a; e)) \to H_\ast(\Omega_0 B\mathcal{HM}_+) \) and 
\( \Xi_{\mathcal{HM}_+,a;e} : H_\ast(Tel(\mathcal{HM}_+,a; e)) \to H_\ast(\Omega_0 B\mathcal{HM}_+) \) can be described, by Lemma 6.12,
as the map induced on colimits of rows by the following commutative diagram of \( \text{homology groups} \), where we use \( \hat{\omega}(a) = ((d)_0) \):

\[
\begin{array}{ccc}
H_\ast(\mathcal{HM}_+,(d)_0) & \longrightarrow & H_\ast(\mathcal{HM}_+,(d)_{d-1}) \\
\downarrow \quad \hat{\omega}(a) & & \downarrow \quad \hat{\omega}(a) \\
H_\ast(\Omega_0 B\mathcal{HM}_+) & \longrightarrow & H_\ast(\Omega_0 B\mathcal{HM}_+) \\
\end{array}
\]

Since \( \Xi_{\mathcal{HM}_+,a;e} \) induces a homology isomorphism, also \( \Xi_{\mathcal{HM}_+,a;e} \) induces a homology isomorphism. To conclude, let \( \tilde{m} = (1,\epsilon_{(1,2)})^{-1} \) as in the previous subsection: we note that there is a weak equivalence \( \text{Tel}(\mathcal{HM}_+,a; e) \xrightarrow{\sim} \text{Tel}(\mathcal{HM}_+,a; \tilde{m}) \), given by the fact that \( e = \tilde{m}d-1 \) and hence the first telescope is defined as a homotopy colimit over a cofinal subsequence of the sequence of spaces yielding the second telescope as homotopy colimit. Moreover the following triangle commutes up to homotopy:

\[
\begin{array}{ccc}
\text{Tel}(\mathcal{HM}_+,a; e) & \xrightarrow{\sim} & \text{Tel}(\mathcal{HM}_+,a; \tilde{m}) \\
\downarrow \Xi_{\mathcal{HM}_+,a;e} & & \downarrow \Xi_{\mathcal{HM}_+,a;e} \\
\Omega_0 B\mathcal{HM}_+ & & \Omega_0 B\mathcal{HM}_+ \\
\end{array}
\]

Since the horizontal and the diagonal arrows are homology equivalences, also the vertical arrow is a homology equivalence. This concludes the proof of Proposition 6.9 and hence of Theorem 6.3.

7. A Hurwitz-Ran model for MTSO(2)

In this section we compare Theorem 6.3, asserting that \( H_\ast(\mathcal{M}_{\infty,1}) \cong H_\ast(\Omega_0 \mathcal{B}_\infty) \), with the isomorphism \( H_\ast(\mathcal{M}_{\infty,1}) \cong H_\ast(\Omega_0 \text{MTSO}(2)) \) proved by Madsen and Weiss [MW07]. The following is the main result of the section.

**Theorem 7.1.** Let \( \mathcal{B}_\infty \) be the space occurring in the statement of Theorem 6.3. There is a weak homotopy equivalence of spaces

\[
\mathcal{B}_\infty \simeq \Omega^{\infty-2} \text{MTSO}(2).
\]

We note that both spaces are simply connected: in particular, by [Bin21c, Theorem 4.19], \( \mathcal{B}_\infty \) is a sequential homotopy colimit of simply connected spaces. Therefore it suffices to construct a homology equivalence between the two spaces.

7.1. \( E_2 \)-algebras from Hurwitz-Ran spaces. For \( d \geq 2 \), the space \( \text{Hur}(\mathcal{R}; \mathcal{G}_d^{\text{geo}}) \) can be considered as an \( E_2 \)-algebra, i.e. an algebra over the operad of little 1-cubes, by squeezing horizontally configurations supported in \( \mathcal{R} = (0,1)^2 \) and by embedding them into disjoint sub-rectangles of \( \mathcal{R} \) of the form \((t_1, t_2) \times (0,1)\). The Hurwitz-Moore topological monoid \( \text{HM}(\mathcal{G}_d^{\text{geo}}) \) is a strictification of the \( E_2 \)-algebra \( \text{Hur}(\mathcal{R}; \mathcal{G}_d^{\text{geo}}) \).
Unfortunately, for $d \geq 3$, the monoid $\pi_0(\text{Hur}(\mathcal{R}; \mathfrak{S}_d^{\text{geo}})) \cong \pi_0(\text{HM}(\mathfrak{S}_d^{\text{geo}}))$ is not commutative, and therefore we cannot upgrade $\text{Hur}(\mathcal{R}; \mathfrak{S}_d^{\text{geo}})$ to an $E_2$-algebra.

**Notation 7.2.** For $r \geq 1$ we denote by $E_2(r)$ the space of $r$-tuples $(\iota_1, \ldots, \iota_r)$ of self-embeddings $\iota_i: \mathcal{R} \rightarrow \mathcal{R}$ satisfying the following properties:

- the embeddings are rectilinear in the following strong sense: for each $1 \leq k \leq r$ there is $z_k \in \mathbb{C}$ and $\lambda_k > 0$ such that $\iota_k(z) = \lambda_k z + z_k$ for all $z \in \mathcal{R}$;
- the closures in $\mathcal{C}$ of the open squares $\iota_i(\mathcal{R})$ are pairwise disjoint and are contained in $\mathcal{R}$.

The spaces $E_2(r)$ assemble into a version of the little 2-cubes operad; however, we insist that a rectilinear embedding squeezes $\mathcal{R}$ as much horizontally as vertically, and that boundaries of little 2-squares and of their ambient square are disjoint.

Recall that the enveloping group $\mathcal{G}(\mathfrak{S}_d^{\text{geo}})$ of $\mathfrak{S}_d^{\text{geo}}$ is the index-2 subgroup $\hat{\mathfrak{S}}_d \subset \mathbb{Z} \times \mathfrak{S}_d$ containing pairs $(r, \sigma)$ with $r$ and $\sigma$ of the same parity [Bin21a, Lemma 7.2]. Recall also that the $\mathfrak{S}_d^{\text{geo}}$-valued total monodromy $\hat{\omega}: \text{Hur}(\mathcal{R}; \mathfrak{S}_d^{\text{geo}}) \rightarrow \hat{\mathfrak{S}}_d^{\text{geo}}$ can be postcomposed with the natural map of PMQs $\mathfrak{S}_d^{\text{geo}} \rightarrow \mathcal{G}(\mathfrak{S}_d^{\text{geo}})$, yielding the $\hat{\mathfrak{S}}_d^{\text{geo}}$-valued total monodromy $\omega: \text{Hur}(\mathcal{R}; \mathfrak{S}_d^{\text{geo}}) \rightarrow \hat{\mathfrak{S}}_d$.

**Definition 7.3.** We denote by $\text{Hur}(\mathcal{R}; \mathfrak{S}_d^{\text{geo}})(\bullet, \mathbb{1}) \subset \text{Hur}(\mathcal{R}; \mathfrak{S}_d^{\text{geo}})$ the subspace of configurations $(P, \psi)$ whose $\hat{\mathfrak{S}}_d^{\text{geo}}$-valued total monodromy has the form $(h, \mathbb{1})$ for some even integer $h \in 2\mathbb{Z}$.

Note that $\text{Hur}(\mathcal{R}; \mathfrak{S}_d^{\text{geo}})(\bullet, \mathbb{1})$ is a union of connected components of $\text{Hur}(\mathcal{R}; \mathfrak{S}_d^{\text{geo}})$, and it is a sub-$E_1$-algebra of $\text{Hur}(\mathcal{R}; \mathfrak{S}_d^{\text{geo}})$.

**Lemma 7.4.** The $E_1$-algebra structure on $\text{Hur}(\mathcal{R}; \mathfrak{S}_d^{\text{geo}})(\bullet, \mathbb{1})$ can be extended to an $E_2$-algebra structure.

**Proof.** Let $(\iota_1, \ldots, \iota_r) \in E_2(r)$ be a configuration of little $2$-cubes, i.e. rectilinear embeddings $\iota_i: \mathcal{R} \rightarrow \mathcal{R}$, and choose an extension of each $\iota_i$ to a semi-algebraic homeomorphism $\tilde{\iota}_i: \mathbb{C} \rightarrow \mathbb{C}$ fixing $* = -\sqrt{-1} \in \mathbb{C}$.

Let $c_1, \ldots, c_r \in \text{Hur}(\mathcal{R}; \mathfrak{S}_d^{\text{geo}})(\bullet, 1)$ be configurations, and write $c_i = (P_i, \psi_i)$. We let $P = \iota_1(P_1) \sqcup \cdots \sqcup \iota_r(P_r)$, and write $P = \{z_{i,j}\}_{1 \leq i \leq r, 1 \leq j \leq k_i}$, with $z_{i,j} \in \iota_i(P_i)$, for suitable $k_i = |P_i| \geq 0$.

Fix an admissible generating set of $\pi_1(\mathbb{C} \setminus P, *)$ represented by loops $\alpha_{i,j}$ for $1 \leq i \leq r$ and $1 \leq j \leq k_i$, such that $\alpha_{i,j}$ spins clockwise around $z_{i,j}$, and such that for each $1 \leq i \leq r$ the product $\alpha_{i,1} \cdots \alpha_{i,k_i}$ is homotopic in $\mathbb{C} \setminus P$ to a simple loop spinning clockwise around $\iota_i(\mathcal{R}) \subset \mathbb{C}$ and disjoint from $\iota_1(\mathcal{R}) \sqcup \cdots \sqcup \iota_r(\mathcal{R})$.

We define a map of PMQs $\psi: \Omega(P) \rightarrow \mathfrak{S}_d^{\text{geo}}$ by sending $\alpha_{i,j} \mapsto \psi_i(\tilde{\iota}_i^{-1}(\alpha_{i,j}))$. The map $\psi$ does not depend on the choice of admissible generating set $\{\alpha_{i,j}\}_{1 \leq i \leq r, 1 \leq j \leq k_i}$ with the properties above, nor on the choice of extensions $\tilde{\iota}_i: \mathbb{C} \rightarrow \mathbb{C}$ of $\iota_i: \mathcal{R} \rightarrow \mathbb{C}$ with the properties above, as a consequence of the fact that each configuration $c_i$ has a $\hat{\mathfrak{S}}_d$-valued total monodromy $\omega(c_i)$ that acts trivially by conjugation on $\mathfrak{S}_d^{\text{geo}}$, and hence $\omega(c_i)$ also acts trivially by global conjugation on the space $\text{Hur}(\mathfrak{S}_d^{\text{geo}})$, and in particular on its subspace $\text{Hur}_+(\bullet, 1)$.

We then let the operation $\{(\iota_1, \ldots, \iota_r) \in E_2(r)\}$ act on the $r$-tuple of inputs $(c_1, \ldots, c_r)$ by giving the constructed output $(P, \psi)$. This defines an action of the operad $E_2$ on $\text{Hur}(\mathcal{R}; \mathfrak{S}_d^{\text{geo}})(\bullet, 1)$. See also Figure 3.
We can consider the subspace $\text{Hur}(\mathcal{R}; (S^\text{geo}_d^\infty)^+)(\bullet, 1)$, containing configurations $(P, \psi)$ with $\psi: \mathcal{Q}(P) \to S^\text{geo}_d^\infty$ being an augmented map of PMQs; the $E_2$-algebra structure from Lemma 7.4 restricts to an $E_2$-algebra structure on the corresponding subspace $\text{Hur}(\mathcal{R}; (S^\text{geo}_d^\infty)^+)(\bullet, 1)$.

The standard inclusion of augmented PMQs $S^\text{geo}_d^\infty \subset S^\text{geo}_{d+1}^\infty$ gives rise to an inclusion of $E_2$-algebras

$$\text{Hur}(\mathcal{R}; (S^\text{geo}_d^\infty)^+)(\bullet, 1) \subset \text{Hur}(\mathcal{R}; (S^\text{geo}_{d+1}^\infty)^+)(\bullet, 1),$$

with image a union of connected components.

**Notation 7.5.** We denote by $\text{Hur}(\mathcal{R}; (S^\text{geo}_\infty^\infty)^+)(\bullet, 1)$ the $E_2$-algebra

$$\text{Hur}(\mathcal{R}; (S^\text{geo}_\infty^\infty)^+)(\bullet, 1) := \bigcup_{d \geq 2} \text{Hur}(\mathcal{R}; (S^\text{geo}_d^\infty)^+)(\bullet, 1).$$

Our next goal is to identify the homology of the group completion

$$H_*(\Omega B\text{Hur}(\mathcal{R}; (S^\text{geo}_\infty^\infty)^+)(\bullet, 1)),$$

where we consider $\text{Hur}(\mathcal{R}; (S^\text{geo}_\infty^\infty)^+)(\bullet, 1)$ as an $E_1$-algebra. We will first compute $H_*(\Omega B\text{Hur}(\mathcal{R}; (S^\text{geo}_d^\infty)^+)(\bullet, 1))$ for all $d \geq 2$, and then take the colimit for $d \to \infty$.

**7.2. Comparison between mapping telescopes.** For each $d \geq 2$, we replace the $E_2$-algebra $\text{Hur}(\mathcal{R}; (S^\text{geo}_d^\infty)^+)(\bullet, 1)$ by the corresponding sub-topological monoid.
Let the neutral element \(0\) as in Subsection 6.7, and let similarly \(\dot{0}\). It follows that the maps by the elements \(\hat{t}\) recalled in the proof of Lemma 6.12, we obtain that the six maps \(\dot{\hat{t}}\) of \(\tilde{\text{HM}}((\Sigma_d^{geo},\bullet,1))\), as follows from the equalities
\[
\dot{\omega}(\dot{a}) = \dot{\omega}(\dot{a}) = \dot{\omega}(\dot{a}) = \dot{\omega}(\dot{a}) = \dot{\omega}(\dot{a}) = \dot{\omega}(\dot{a}) = 0 \in \tilde{\text{HM}}((\Sigma_d^{geo},\bullet,1)).
\]
Passing to \(\tilde{\Sigma}_d\)-valued total monodromies, we obtain the equality \(\omega(\dot{a}) = \omega(\dot{a}) = \omega(\dot{a}) = (2d-2,1) \in \tilde{\Sigma}_d\). In particular, using that the element \((2d-2,1)\) acts trivially by conjugation on \(\tilde{\Sigma}_d^{geo}\), and thanks to the weak braiding of \(\dot{\text{HM}}\) already recalled in the proof of Lemma 6.12, we obtain that the six maps \(\dot{\omega}, \dot{\omega}, \dot{\omega}, \dot{\omega}, \dot{\omega}, -\dot{\omega}, -\dot{\omega}, -\dot{\omega}, \dot{\omega}, \dot{\omega}, -\dot{\omega}\) are all homotopic to each other when considered as maps \(\dot{\text{HM}} \to \dot{\text{HM}}\).

The mapping telescopes \(\text{Tel}(\dot{\text{HM}}+,(\bullet,1),0;\dot{c})\) and \(\text{Tel}(\dot{\text{HM}}+,\dot{a};\dot{c})\) can be compared as follows:
- there is a map, as in Subsection 6.6
  \[\hat{r}_a^{\text{Tel}}: \text{Tel}(\dot{\text{HM}}+,(\bullet,1),0;\dot{c}) \to \text{Tel}(\dot{\text{HM}}+,\dot{a};\dot{c});\]
- there is a map
  \[\hat{r}_a^{\text{Tel}}: \text{Tel}(\dot{\text{HM}}+,\dot{a};\dot{c}) \to \text{Tel}(\dot{\text{HM}}+,(\bullet,1),0;\dot{c});\]
we may then consider \(\text{Tel}(\dot{\text{HM}}+,(\bullet,1),0;\dot{c})\) as a subspace of \(\text{Tel}(\dot{\text{HM}}+,(\bullet,1),0;\dot{c})\), since both spaces are homotopy colimits of sequences of spaces, and the first sequence is obtained from the second by deleting the very first term.

We obtain a commutative diagram of homology groups as follows, whose rows have \(H_*(\text{Tel}(\dot{\text{HM}}+,(\bullet,1),0;\dot{c})\)) and \(H_*(\text{Tel}(\dot{\text{HM}}+,\dot{a};\dot{c})\)) as colimits, respectively
\[
\begin{array}{ccccccc}
H_*(\dot{\text{HM}}+) & \dot{c} & H_*(\dot{\text{HM}}+,\dot{c}) & H_*(\dot{\text{HM}}+,\dot{c}) & H_*(\dot{\text{HM}}+,\dot{c}) & H_*(\dot{\text{HM}}+,\dot{c}) & \cdots \\
\downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \cdots \\
H_*(\dot{\text{HM}}+,(\bullet,1),0;\dot{c}) & \dot{c} & H_*(\dot{\text{HM}}+,(\bullet,1),0;\dot{c}) & H_*(\dot{\text{HM}}+,(\bullet,1),0;\dot{c}) & H_*(\dot{\text{HM}}+,(\bullet,1),0;\dot{c}) & H_*(\dot{\text{HM}}+,(\bullet,1),0;\dot{c}) & \cdots \\
\end{array}
\]
It follows that the maps \(\hat{r}_a^{\text{Tel}}\) and \(\hat{r}_a^{\text{Tel}}\) induce homology isomorphisms between \(H_*(\text{Tel}(\dot{\text{HM}}+,(\bullet,1),0;\dot{c})\)) and \(H_*(\text{Tel}(\dot{\text{HM}}+,\dot{a};\dot{c})\)).

The group completion theorem can be applied to the (weakly) braided topological monoid \(\dot{\text{HM}}+,(\bullet,1)\), for which \(\dot{c}\) is a propagator: indeed \(\pi_0(\dot{\text{HM}}+,(\bullet,1))\) is generated by the elements \(\text{Tel}(\dot{\text{HM}}+,(\bullet,1));\) for \(\dot{c}\) ranging among transpositions in \(\tilde{\Sigma}_d^{geo}\), and again by [Bin21a Proposition 7.11], for each transposition \(\dot{t}\) we can factor \(\dot{c}\) inside \(\tilde{\Sigma}_d^{geo}\).
as a product of $t \cdot t$ and some other element, whose image in $\tilde{\mathcal{S}}_d$ along the natural map $\tilde{\mathcal{S}}_d^{\text{geo}} \to \tilde{\mathcal{S}}_d$ is $(2d - 4, 1)$. We obtain a commutative diagram

$$
\begin{array}{ccc}
H_*(\text{Tel}(H\text{M}_+,(\cdot,1),0;e')) & \xrightarrow{r_0^\text{rel}} & H_*(\text{Tel}(H\text{M}_+,a;e')) \\
\cong \xrightarrow{\eta \text{HM}_+,(\cdot,1),0;e'} & & \cong \xrightarrow{\eta \text{HM}_+,a;e'} \\
H_*(\Omega_0\text{BHM}_+,(\cdot,1)) & \longrightarrow & H_*(\Omega_0\text{BHM}_+)
\end{array}
$$

where the bottom horizontal map is the map induced by the inclusion of monoids $\text{HM}_+,(\cdot,1) \hookrightarrow \text{HM}_+$. We conclude therefore the following lemma.

**Lemma 7.6.** The inclusion of monoids $\text{HM}_+((\tilde{\mathcal{S}}_d^{\text{geo}})_+,(\cdot,1)) \hookrightarrow \text{HM}_+((\tilde{\mathcal{S}}_d^{\text{geo}})_+,(\cdot,2))$ induces a homology isomorphism $H_*(\Omega_0\text{BHM}_+((\tilde{\mathcal{S}}_d^{\text{geo}})_+,(\cdot,1))) \cong H_*(\Omega_0\text{BHM}_+((\tilde{\mathcal{S}}_d^{\text{geo}})_+,(\cdot,2)))$.

**7.3. Enveloping groups of $\pi_0$.** We fix $d \geq 2$ also in this subsection, and abbreviate $\text{HM}_+((\tilde{\mathcal{S}}_d^{\text{geo}})_+)$ by $\text{HM}_+$. We want now to determine the enveloping group of the abelian monoid $\pi_0(\text{HM}_+,(\cdot,1))$; in other words, we want to compute the fundamental group $\pi_1(\text{BHM}_+,(\cdot,1))$.

**Lemma 7.7.** The map $\pi_1(\text{BHM}_+,(\cdot,1)) \to \pi_1(\text{BHM}_+) \cong \tilde{\mathcal{S}}_d$ induced by the inclusion of monoids $\text{HM}_+,(\cdot,1) \hookrightarrow \text{HM}_+$ is injective, with image the subgroup $2\mathbb{Z} \subset \tilde{\mathcal{S}}_d$.

**Proof.** Using [Bia21a] Propositions 7.11 and 7.13 we can identify $\pi_0(\text{HM}_+,(\cdot,1))$ with the subset of $\tilde{\mathcal{S}}_d^{\text{geo}} = \pi_0(\text{HM}_+)$ containing tuples of the following form, see the notation of [Bia21a] Proposition 7.13:

$$(1; \mathcal{P}_1, \ldots, \mathcal{P}_\ell; r_1, \ldots, r_\ell).$$

Note that all numbers $r_i$ are automatically even, by the conditions imposed by [Bia21a] Proposition 7.13. Multiplication by $\pi_0(e')$ transforms the above element of $\tilde{\mathcal{S}}_d^{\text{geo}}$ into the element

$$(1; \{1, \ldots, d\}; r_1 + \cdots + r_\ell + 2d - 2) \in \tilde{\mathcal{S}}_d^{\text{geo}};$$

it follows that $\tilde{\mathcal{S}}(\pi_0(\text{HM}_+,(\cdot,1)))$ coincides with the enveloping group of the submonoid of $\tilde{\mathcal{S}}_d^{\text{geo}}$ spanned by elements of the form $(1, \{1, \ldots, d\}, h)$ for $h \geq 2$ even; on this submonoid the composition is just given by summing the third components, and the enveloping group of this submonoid can be identified with the subgroup of $\tilde{\mathcal{S}}_d$ of elements of the form $(h, 1)$, with $h \in 2\mathbb{Z}$. 

In order to put together Lemmas 7.6 and 7.7 we need to replace $\Omega B\text{HM}_+$ by its sub-$E_1$-algebra of connected components mapping to $2\mathbb{Z}$ under the map $\pi_0: \Omega B\text{HM}_+ \to \pi_0(\Omega B\text{HM}_+) \cong \tilde{\mathcal{S}}_d$; roughly speaking, this is a sub-$E_1$-algebra of “index $\mathcal{S}_d$” in $\Omega B\text{HM}_+$.

**Notation 7.8.** We denote by $\Omega_{(\cdot,1)} B\text{HM}_+ \subset \Omega B\text{HM}_+$ the aforementioned sub-$E_1$-algebra of $\Omega B\text{HM}_+$.

The $E_1$-algebra $\Omega_{(\cdot,1)} B\text{HM}_+$ is the loop space of some covering space of $B\text{HM}_+$ with $\tilde{\mathcal{S}}_d$ as group of deck transformations, and this covering space can be identified, up to homotopy, with the space $\text{HM}_+(\mathcal{S}_d^{\text{geo}}, \tilde{\mathcal{S}}_d)_1$ from [Bia21c] Definition 2.4.
• [Bia21c Theorem 4.1] provides a weak homotopy equivalence

\[ B\text{HM}((\mathcal{G}_d^{\text{geo}})_+) \simeq \text{Hur}(\hat{\mathcal{G}}_d^{\text{geo}}, \hat{\mathcal{G}}_d^{\text{geo}}, \mathcal{G}_d)_{\mathcal{S}_d, \mathcal{S}_d^{\text{geo}}}; \]

• the space \( \text{Hur}(\hat{\mathcal{G}}_d^{\text{geo}}, \hat{\mathcal{G}}_d^{\text{geo}}, \mathcal{G}_d)_{\mathcal{S}_d, \mathcal{S}_d^{\text{geo}}}; \) is by definition the quotient of another space, denoted \( \text{Hur}(\hat{\mathcal{G}}_d^{\text{geo}}, \hat{\mathcal{G}}_d^{\text{geo}}, \mathcal{G}_d)_{\mathcal{S}_d^{\text{geo}}, \mathcal{S}_d^{\text{geo}}}; \), by a free, properly discontinuous action of the group \( \mathcal{G}_d \times \mathcal{G}_d^{\text{geo}}; \)

• the action of the subgroup \( \mathcal{S}_d^{\text{geo}} \subset \mathcal{G}_d \times \mathcal{G}_d^{\text{geo}}; \) is free and transitive on connected components of \( \text{Hur}(\hat{\mathcal{G}}_d^{\text{geo}}, \hat{\mathcal{G}}_d^{\text{geo}}, \mathcal{G}_d)_{\mathcal{S}_d^{\text{geo}}, \mathcal{S}_d^{\text{geo}}}; \)

• the quotient

\[ \left( \text{Hur}(\hat{\mathcal{G}}_d^{\text{geo}}, \hat{\mathcal{G}}_d^{\text{geo}}, \mathcal{G}_d)_{\mathcal{S}_d^{\text{geo}}, \mathcal{S}_d^{\text{geo}}}; \right) / \mathcal{G}_d^{\text{geo}} \]

is thus connected and carries a residual action of \( \mathcal{G}_d; \) we can identify this partial quotient with the component \( \text{Hur}(\hat{\mathcal{G}}_d^{\text{geo}}, \mathcal{G}_d)_{\mathcal{S}_d^{\text{geo}}, \mathcal{S}_d^{\text{geo}}}; \) of configurations in \( \text{Hur}(\hat{\mathcal{G}}_d^{\text{geo}}, \hat{\mathcal{G}}_d^{\text{geo}}, \mathcal{G}_d)_{\mathcal{S}_d^{\text{geo}}, \mathcal{S}_d^{\text{geo}}}; \) with \( \mathcal{S}_d^{\text{geo}}; \) valued total monodromy equal to \( \mathcal{t} \in \mathcal{G}_d; \) the corresponding action of \( \mathcal{S}_d; \) can be identified with the action by global conjugation of \( \mathcal{S}_d \) on \( \text{Hur}(\hat{\mathcal{G}}_d^{\text{geo}}, \hat{\mathcal{G}}_d^{\text{geo}}, \mathcal{G}_d)_{\mathcal{S}_d^{\text{geo}}, \mathcal{S}_d^{\text{geo}}}; \)

• the composite map of monoids

\[ \mathcal{G}_d^{\text{geo}} \xrightarrow{\cong} \pi_0(\text{HM}((\mathcal{G}_d^{\text{geo}})_+)) \xrightarrow{\mathcal{S}_d} \pi_0(\Omega B\text{HM}((\mathcal{G}_d^{\text{geo}})_+))) \xrightarrow{\cong} \pi_1 \left( \text{Hur}(\hat{\mathcal{G}}_d^{\text{geo}}, \mathcal{G}_d)_{\mathcal{S}_d^{\text{geo}}, \mathcal{S}_d^{\text{geo}}}; \right) \xrightarrow{\text{deck}} \mathcal{G}_d \]

coincides with the canonical map of PMQs \( \mathcal{G}_d^{\text{geo}} \rightarrow \mathcal{G}_d; \) here “deck” denotes the map of groups corresponding to the action of \( \pi_1(\text{Hur}(\hat{\mathcal{G}}_d^{\text{geo}}, \mathcal{G}_d)_{\mathcal{S}_d^{\text{geo}}, \mathcal{S}_d^{\text{geo}}};) \) by deck transformations on the covering space

\[ \text{Hur}(\hat{\mathcal{G}}_d^{\text{geo}}, \mathcal{G}_d)_{\mathcal{S}_d^{\text{geo}}, \mathcal{S}_d^{\text{geo}}}; \]

\[ \left( \text{Hur}(\hat{\mathcal{G}}_d^{\text{geo}}, \mathcal{G}_d)_{\mathcal{S}_d^{\text{geo}}, \mathcal{S}_d^{\text{geo}}}; \right) / \mathcal{G}_d \quad \text{Hur}(\hat{\mathcal{G}}_d^{\text{geo}}, \mathcal{G}_d)_{\mathcal{S}_d^{\text{geo}}, \mathcal{S}_d^{\text{geo}}}; \]

this fact can be checked by analysing the behaviour of the generators \( \mathcal{t} \in \mathcal{G}_d^{\text{geo}} \) along the composition, where \( \mathcal{t} \in \mathcal{G}_d^{\text{geo}} \) is a transposition;

• it follows that the weak homotopy equivalence obtained by looping [Bia21c Theorem 4.1]

\[ \Omega B\text{HM}((\mathcal{G}_d^{\text{geo}})_+) \simeq \Omega \text{Hur}(\hat{\mathcal{G}}_d^{\text{geo}}, \mathcal{G}_d)_{\mathcal{S}_d^{\text{geo}}, \mathcal{S}_d^{\text{geo}}}; \]

restricts to a weak homotopy equivalence

\[ \Omega(\mathcal{S}_d) B\text{HM}((\mathcal{G}_d^{\text{geo}})_+) \simeq \Omega \text{Hur}(\hat{\mathcal{G}}_d^{\text{geo}}, \mathcal{G}_d)_{\mathcal{S}_d^{\text{geo}}, \mathcal{S}_d^{\text{geo}}}; \]

• the space \( \text{Hur}(\hat{\mathcal{G}}_d^{\text{geo}}, \mathcal{G}_d)_{\mathcal{S}_d^{\text{geo}}, \mathcal{S}_d^{\text{geo}}}; \) is weakly equivalent to the topological monoid \( \text{HM}_+((\mathcal{G}_d^{\text{geo}}), \mathcal{G}_d); \) as already observed in [Bia21c Subsection 4.4].

We obtain the following lemma.
Lemma 7.9. The map $\Omega BH\hat{M}((S_d^{geo})_+),_{\bullet,1}) \rightarrow \Omega BH\hat{M}((S_d^{geo})_+)$ induced by the inclusion of monoids $H\hat{M}((S_d^{geo})_+),_{\bullet,2}) \rightarrow H\hat{M}((S_d^{geo})_+)$ has image in the subspace $\Omega(\bullet,1)BH\hat{M}((S_d^{geo})_+) \simeq \Omega H\hat{M}((S_d^{geo}),_{\bullet,2})$, and induces an isomorphism on homology groups

$H_*(\Omega BH\hat{M}((S_d^{geo})_+),_{\bullet,1})) \cong H_*(\Omega(\bullet,1)BH\hat{M}((S_d^{geo})_+)) \cong H_*(\Omega H\hat{M}((S_d^{geo}),_{\bullet,2}))$.

In fact both loop spaces $\Omega BH\hat{M}((S_d^{geo})_+),_{\bullet,1})$ and $\Omega H\hat{M}((S_d^{geo}),_{\bullet,2})$ are double loop spaces:

- on the one hand we have $\Omega BH\hat{M}((S_d^{geo})_+),_{\bullet,1}) \simeq \Omega^2 B^2(\text{Hur}(\bar{R};(S_d^{geo})_+),_{\bullet,1})$, where $B^2(\text{Hur}(\bar{R};(S_d^{geo})_+),_{\bullet,1})$ denotes the double bar construction of the $E_2$-algebra $\text{Hur}(\bar{R};(S_d^{geo})_+),_{\bullet,1}$;

- on the other hand we have $\Omega H\hat{M}((S_d^{geo}),_{\bullet,2}) \simeq \Omega^2 BH\hat{M}((S_d^{geo}),_{\bullet,2})$, since the topological monoid $H\hat{M}((S_d^{geo}),_{\bullet,2})$ is connected, hence group-like.

The map $\Omega BH\hat{M}((S_d^{geo})_+),_{\bullet,1}) \rightarrow \Omega H\hat{M}((S_d^{geo}),_{\bullet,2})$ from Lemma 7.9 is in fact a map of double loop spaces. We can now use again [Bia21c, Theorem 4.1] and write a sequence of weak equivalences, homeomorphisms and equalities of double loop spaces

$\Omega H\hat{M}((S_d^{geo}),_{\bullet,2}) \simeq \Omega BH\hat{M}((S_d^{geo})_+),_{\bullet,1}) \cong \Omega^2(\text{Hur}(\bar{R},\partial;S_d^{geo}),_{\bullet,2}) \simeq \Omega^2 B^2(\text{Hur}(\bar{R},\partial;S_d^{geo}),_{\bullet,1}) \simeq \Omega^2 B(\text{Hur}(\bar{R},\partial;S_d^{geo}),_{\bullet,1})$.

We have used that the monoid $H\hat{M}((S_d^{geo}),_{\bullet,2})$ is group-like [Bia21c, Theorem 2.19], that a loop space does not change by adding connected components to a space, and that a double loop space does not change up to homeomorphism by replacing a space with a covering of it: in fact $\text{Hur}(\bar{R},\partial;S_d^{geo}),_{\bullet,2}$ is a covering space of $\text{Hur}(\bar{R},\partial;S_d^{geo}),_{\bullet,2}$, with $S_d$ as group of deck transformations.

Using Lemma 7.9 we thus obtain a map of double loops spaces which is a homology equivalence

$\Omega BH\hat{M}((S_d^{geo})_+),_{\bullet,1}) \rightarrow \Omega^2 B(\text{Hur}(\bar{R},\partial;S_d^{geo}),_{\bullet,1})$.

The arguments of this subsection (in particular those relying on [Bia21c]) are natural with respect to the inclusions of PMQ-group pairs $(S_d^{geo}),_{\bullet,2}) \rightarrow (S_{d+1}^{geo},_{\bullet,2})$. Letting $d$ tend to infinity, we thus obtain a map of double loops spaces which is a homology equivalence

$\Omega BH\hat{M}((S_{\infty}^{geo})_+),_{\bullet,1}) \rightarrow \Omega^2 B_{\infty}$.

In the last formula $\Omega BH\hat{M}((S_{\infty}^{geo})_+),_{\bullet,1})$ denotes the homotopy colimit of the sequence $\Omega BH\hat{M}((S_d^{geo})_+),_{\bullet,1})$, for $d \rightarrow \infty$; we can compute the same homotopy colimit using the double loop spaces $\Omega^2 B^2(\text{Hur}(\bar{R},(S_d^{geo})_+),_{\bullet,1})$, thus obtaining a map of double loops spaces which is a homology equivalence

$\Omega^2 B^2(\text{Hur}(\bar{R},(S_{\infty}^{geo})_+),_{\bullet,1}) \rightarrow \Omega^2 B_{\infty}$.

Here we use that both $\Omega^2$ and $B^2$ are functors that preserve sequential homotopy colimits. We can then deloop twice the previous, i.e. apply again the functor $B^2$ from $E_2$-algebras to simply connected spaces, which sends homology equivalences
to homology equivalences; we obtain a homology equivalence of simply connected spaces

$$B^2(Hur(\hat{\mathcal{R}}; (\mathbb{S}_\infty^{geo})_\bullet, \mathbb{S}))) \rightarrow \mathbb{E}_\infty,$$

which is therefore a weak homotopy equivalence; a posteriori we understand that we have been working with weak equivalences, instead of just homology equivalences, essentially in the entire subsection!

7.4. $E_2$-algebras from moduli spaces.

**Definition 7.10.** Let $d \geq 1$. A $d$-little Riemann surface is a compact, possibly disconnected Riemann surface $S$ with $d$ ordered boundary components $\partial_1 S, \ldots, \partial_d S$, such that each connected component of $S$ touches $\partial S$, and such that $\partial_i$ is endowed with a little parametrisation: by this we mean that there is a collar neighbourhood $\partial_i S \subset U_i \subset S$ and a continuous map $u_i : U_i \rightarrow \mathbb{R} = [0,1]^2 \subset \mathbb{C}$ which is a homeomorphism onto its image, sends $\partial_i S$ homeomorphically to $\partial \mathcal{R}$, and restricts to a holomorphic map on $U_i \setminus S$: moreover, we are only considering $[U_i, u_i]$ as a germ of parametrised collar neighbourhood of $\partial_i S$, i.e. as an equivalence class of parametrised collar neighbourhoods of $\partial_i S$ up to the equivalence relation given by agreement of parametrisations on some smaller collar neighbourhood: such a germ is what we mean by little parametrisation of a boundary component of $S$.

We denote by $\mathcal{M}_d$ the moduli space of $d$-little Riemann surfaces. Two $d$-little Riemann surfaces are considered equivalent if there is a biholomorphism between them which is compatible with the ordering of boundary components and with the little parametrisations of boundary components.

The space $\mathcal{M}_d$ is disconnected, and there is a connected component for every tuple $(\mathcal{P}_1, \ldots, \mathcal{P}_\ell; 2g_1, \ldots, 2g_\ell)$, where $\mathcal{P}_1, \ldots, \mathcal{P}_\ell$ is a partition of $\{1, \ldots, d\}$ into $1 \leq \ell \leq d$ non-empty subsets, and $2g_1, \ldots, 2g_\ell$ are even numbers $\geq 0$: this connected component contains $d$-little Riemann surfaces $S$ having precisely $\ell$ components $S(1), \ldots, S(\ell)$ of genera $g_1, \ldots, g_\ell$, and such that $\partial_i S \subset S(j)$ if and only if $i \in \mathcal{P}_j$.

The use of even numbers instead of just natural numbers will become clear later.

Given an operation $(t_1, \ldots, t_r) \in E_2(r)$ and given $d$-little surfaces $S_1, \ldots, S_r$, we can create a new $d$-little surface $\hat{S}$ by sewing $S_1 \sqcup \cdots \sqcup S_r$ together with $d$ ordered copies of $\mathcal{R} \setminus \bigcup_{i=1}^r (\partial t_i(\hat{\mathcal{R}}))$: we sew $\partial_i S_j$ with the $i$th copy of $\partial(\hat{\mathcal{R}})$, leveraging on the fact that both curves are identified with $\partial \mathcal{R}$, either by translation and dilation, or by the little parametrisation. The Riemann structure on the sewing locus is defined in the evident way. The outer boundary $\partial \mathcal{R}$ of each copy of $\mathcal{R} \setminus (\partial_1(\hat{\mathcal{R}}) \cup \cdots \cup t_r(\hat{\mathcal{R}}))$ is endowed with a tautological little parametrisation.

The previous construction leads to the following, which we state as a lemma.

**Lemma 7.11.** For all $d \geq 1$ the space $\mathcal{M}_d$ is an $E_2$-algebra.

Adjoining a copy of $\mathcal{R}$, whose boundary is labeled $d + 1$, gives an injective map of $E_2$-algebras $\mathcal{M}_d \hookrightarrow \mathcal{M}_{d+1}$.

**Notation 7.12.** We denote by $\mathcal{M}_\infty$ a homotopy colimit in the category of $E_2$-algebras of the sequence $\mathcal{M}_1 \hookrightarrow \mathcal{M}_2 \hookrightarrow \mathcal{M}_3 \hookrightarrow \ldots$.

For all $d \geq 2$ we can construct a map of $E_2$-algebras

$$bc_d : Hur(\hat{\mathcal{R}}; (\mathbb{S}_d^{geo})_\bullet, \mathbb{S}) \rightarrow \mathcal{M}_d$$
as follows: given a configuration \((P, \psi) \in \text{Hur}(\hat{R}; \mathcal{E}_{d}^{\text{geo}})(\bullet, 1)\), we consider the \(d\)-fold, possibly disconnected cover \(f: \hat{S} \rightarrow \mathbb{C} \setminus P\) with monodromy induced by \(\psi\), we compactify \(\hat{S}\) to a closed, possibly disconnected, smooth Riemann surface \(\hat{S}\) admitting a \(d\)-fold branch cover map \(f: \hat{S} \rightarrow \mathbb{C}P^1\), and finally we take \(\mathcal{S} = f^{-1}(\mathcal{R})\): the fact that \(\omega(P, \psi) \in \hat{S}_{d}\) has the form \((h, 1)\), for some \(h \in 2\mathbb{Z}\), implies that \(\mathcal{S}\) has \(d\) boundary curves; these boundary curves have a canonical order, and the very projection \(f\) endows each of them with a little parametrisation.

The explicit description of \(\pi_0(\mathcal{M})\) given above can be compared with the description of \(\pi_0(\text{Hur}(\hat{R}; (\mathcal{E}_{d}^{\text{geo}})_+)(\bullet, 1))\) derived from [Bia21a Proposition 7.13]: the conclusion is that, for all \(d \geq 2\), the map \(\mathfrak{bc}_d\) induces a bijection on path components \(\pi_0(\text{Hur}(\hat{R}; \mathcal{E}_{d+1}^{\text{geo}})(\bullet, 1)) \cong \pi_0(\mathcal{M}_d)\).

For all \(d \geq 2\) the following diagram of \(E_2\)-algebras commutes strictly

\[
\begin{array}{ccc}
\text{Hur}(\hat{R}; \mathcal{E}_{d}^{\text{geo}})(\bullet, 1) & \longrightarrow & \text{Hur}(\hat{R}; \mathcal{E}_{d+1}^{\text{geo}})(\bullet, 1) \\
\downarrow \mathfrak{bc}_d & & \downarrow \mathfrak{bc}_{d+1} \\
\mathcal{M}_d & \longrightarrow & \mathcal{M}_{d+1}
\end{array}
\]

**Notation 7.13.** We denote by \(\mathfrak{bc}_\infty : \text{Hur}(\hat{R}; \mathcal{E}_{\infty}^{\text{geo}})(\bullet, 1) \rightarrow \mathcal{M}_{\infty}\) the map of \(E_2\)-algebras between the homotopy colimits induced by the sequence of maps \(\mathfrak{bc}_d\) for \(d \geq 2\).

The theorem of Madsen and Weiss identifies \(B^2.\mathcal{M}_d\) up to weak equivalence with \(\Omega^{\infty-2}\text{MTSO}(2)\) for all \(d \geq 2\), in such a way that the map of spaces \(B^2.\mathcal{M}_d \rightarrow B^2.\mathcal{M}_{d+1}\) induced by the inclusion of \(E_2\)-algebras \(\mathcal{M}_d \rightarrow \mathcal{M}_{d+1}\) can be identified up to homotopy with the identity of \(\Omega^{\infty-2}\text{MTSO}(2)\). In particular we also have \(B^2.\mathcal{M}_{\infty} \cong \Omega^{\infty-2}\text{MTSO}(2)\), and looping twice we have a weak equivalence of double loop spaces

\[\Omega^2 B^2.\mathcal{M}_{\infty} \cong \Omega^\infty\text{MTSO}(2).\]

Our next aim is to prove that the map of double loop spaces

\[\Omega^2 B^2 \mathfrak{bc}_\infty : \Omega^2 B^2\text{Hur}(\hat{R}; \mathcal{E}_{\infty}^{\text{geo}})(\bullet, 1) \rightarrow \Omega^2 B^2.\mathcal{M}_{\infty}\]

is a weak equivalence. The fact that each map \(\mathfrak{bc}_d\) is a bijection on path components implies that also \(\mathfrak{bc}_\infty\) is a bijection on path components, and hence also \(\Omega^2 B^2 \mathfrak{bc}_\infty\) is a bijection on path components. We thus only have to prove that \(\Omega^2 B^2 \mathfrak{bc}_\infty : \Omega^2 B^2\text{Hur}(\hat{R}; \mathcal{E}_{\infty}^{\text{geo}})(\bullet, 1) \rightarrow \Omega^2 B^2.\mathcal{M}_{\infty}\) is a weak equivalence.

We can identify up to homotopy the previous map with the composition of weak homotopy equivalences

\[\Omega^2 B^2\text{Hur}(\hat{R}; \mathcal{E}_{\infty}^{\text{geo}})(\bullet, 1) \simeq \Omega_0 BH\text{HM}((\mathcal{E}_{\infty}^{\text{geo}})_+)(\bullet, 1)\]

\[\simeq \Omega_0 BH\text{HM}((\mathcal{E}_{\infty}^{\text{geo}})_+^+)\]

\[\simeq \left(CH\text{HM}((\mathcal{E}_{\infty}^{\text{geo}})_+^+)_{\mathcal{M}_{\infty, 1}}\right)^+ \simeq (\mathcal{M}_{\infty, 1})^+\]

\[\simeq \Omega^2_0 B^2.\mathcal{M}_{1} \simeq \Omega^2_0 B^2.\mathcal{M}_{\infty}.
\]

Here \((-)^+\) denotes the Quillen plus construction of a space, and in particular the weak equivalence \(\left(CH\text{HM}((\mathcal{E}_{\infty}^{\text{geo}})_+^+)_{\mathcal{M}_{\infty, 1}}\right)^+ \simeq (\mathcal{M}_{\infty, 1})^+\) is induced by the zig-zag of weak equivalences from Lemma [6.7].
Delooping twice we obtain a weak equivalence
\[ B^2 \text{Hur}(\mathcal{R}; (\mathcal{S}^\text{geo})_\infty) \simeq B^2 \mathcal{M}_\infty \simeq \Omega^{-2} \text{MTSO}(2). \]

Finally, using the weak equivalence \( B^2 (\text{Hur}(\mathcal{R}; (\mathcal{S}^\text{geo})_+)) \simeq \mathcal{B}_\infty \) from the previous subsection, we have completed the proof of Theorem 7.1.

**Appendix A. Deferred proofs**

**A.1. Continuity of \( \tilde{\varphi} \).** Recall Definition 3.4. To prove continuity of \( \tilde{\varphi} \), it suffices to prove continuity of the composite

\[ \tilde{\varphi} : \mathcal{O}_{g,n}[d] \to \mathcal{O}_{g,n}[d] \to \text{Hur}(\mathbb{C}, (\mathcal{S}^\text{geo}_d)_+(d)_*)_\mathcal{O}, \]

where the first map is the quotient map \((\tau, f) \mapsto [\tau, f]\).

Recall from Subsection 3.2 that there is a surface bundle \( p_\mathcal{O} : \mathcal{F}^\mathcal{O}_{g,n} \to \mathcal{O}_{g,n}[d] \) with fibres Riemann surfaces of type \( \Sigma_{g,n} \) (i.e., each fibre has genus \( g \) and is endowed with \( n \) directed marked points), and there is a continuous map \( f_\mathcal{O} : \mathcal{F}^\mathcal{O}_{g,n} \to CP^1 \) restricting to \( d \)-directed meromorphic functions on fibres of \( p_\mathcal{O} \). In fact, the surface bundle \( p_\mathcal{O} \) is obtained from the surface bundle

\[ \tilde{p}_\mathcal{O} : \mathcal{F}^\mathcal{O}_{g,n} := \Sigma_{g,n} \times \mathcal{O}_{g,n}[d] \to \mathcal{O}_{g,n}[d], \]

where the bundle map is projection on the second factor: more precisely, one quotients the total space by the diagonal action of \( \text{Diff}_{g,n} \), and the base space by the action of \( \text{Diff}_{g,n} \). Each fibre of \( \tilde{p}_\mathcal{O} \) is a Riemann surface of type \( \Sigma_{g,n} \) (in fact, it is a copy of \( \Sigma_{g,n} \) with a Riemann structure \( \tau \) dictated by the selected point \((\tau, f)\) on the base space). The composite \( \mathcal{F}^\mathcal{O}_{g,n} \to \mathcal{F}^\mathcal{O}_{g,n} \to CP^1 \) is a continuous map \( f_\mathcal{O} \) restricting to a \( d \)-directed meromorphic function on fibres of \( \tilde{p}_\mathcal{O} \): more precisely, \( f_\mathcal{O} \) restricts to the map \( f : \Sigma_{g,n} \to CP^1 \) on the fibre \( \Sigma_{g,n} \times (\tau, f) = \tilde{p}_\mathcal{O}^{-1}(\tau, f) \).

Let now \((\tau, f)\) be a point in \( \mathcal{O}_{g,n}[d] \), and let \((P, \psi) = \tilde{\varphi}(\tau, f)\). We want to show that the preimage along \( \tilde{\varphi} \) of a sufficiently small neighbourhood of \((P, \psi)\) contains a neighbourhood of \((\tau, f)\). Let \( V \subset \mathbb{H}^{>1}(\tau, f) \) be a convex, compact set containing all points of \( P \cup \{0\} \) in its interior. Write \( P = \{z_1, \ldots, z_k\} \) and let \( U = (U_1, \ldots, U_k) \) be an adapted covering of \( P \): the open sets \( U_i \subset \mathbb{C} \) are convex, relatively compact and have disjoint closures; we further assume \( U_i \subset V \) for all \( 1 \leq i \leq k \). Let

\[ \zeta = \{\zeta_{i,j} \mid 1 \leq i \leq k, 1 \leq j \leq \lambda_i \} \subset \Sigma_{g,n} \setminus Q \]

be the set of critical points of \( f \) lying over \( \mathbb{C} \), with \( \zeta_{i,j} \) lying over \( z_i \), and let \( S \subset \Sigma_{g,n} \) be a compact subsurface of \( \Sigma_{g,n} \) with the following property: the image along \( f \) of \( \Sigma_{g,n} \setminus S \) is a relatively compact subset of \( U \cup CP^1 \setminus V \). Such \( S \) can be taken as the complement in \( \Sigma_{g,n} \) of a small neighbourhood of \( Q \cup \zeta \); in particular, let us assume that \( S \) is a surface of genus \( g \) with \( n + \sum_{i=1}^k \lambda_i \) boundary curves. We denote by \( \beta_{i,j} \subset \partial S \) the curve bounding a disc \( D_{i,j} \subset \Sigma_{g,n} \) that contains \( \zeta_{i,j} \), for \( 1 \leq i \leq k \) and \( 1 \leq j \leq \lambda_i \); and we denote by \( \beta_{\infty,i} \subset \partial S \) the curve bounding a disc \( D_i \subset \Sigma_{g,n} \) that contains \( Q_i \), for \( 1 \leq i \leq n \).

Let \( \mathcal{F}^\mathcal{O}_S := S \times \mathcal{O}_{g,n}[d] \subset \mathcal{F}^\mathcal{O}_{g,n} \), and consider \( df_\mathcal{O} \) as a section of the vertical cotangent bundle of \( \tilde{p}_\mathcal{O} \), defined only over the subspace \( \mathcal{F}^\mathcal{O}_S \): the restriction of \( df_\mathcal{O} \) over \( S \times (\tau', f') \) is defined to be the differential \( df' \), for all \((f', \tau') \in \mathcal{O}_{g,n}[d]\). Note that both \( f' \) and \( df' \) have singularities near the points \( Q_i \), and that is one reason why we restrict \( df_\mathcal{O} \) to \( S \). More precisely, for \( p \in \Sigma_{g,n} \), \( df'_p \) is really a \( \mathbb{C} \)-linear
map $T_p\Sigma_{g,n} \to T_{f'(p)}\mathbb{CP}^1$, and only assuming that $f'(p) \neq \infty$ we can identify $T_{f'(p)}\mathbb{CP}^1 = T_{f(p)}\mathbb{C} \cong \mathbb{C}$, and thus treat $df$ as an element of the dual of $T_p\Sigma_{g,n}$.

The section $df\beta$ does not vanish on any point of $S \times (t, f)$; similarly, the function $f\beta$ admits no zero on any point of $D_i \times (t, f)$, for all $1 \leq i \leq n$. Using compactness of $S$ and the discs $D_i$, we can find a neighbourhood $(t, f) \in \mathcal{W} \subset \hat{\Omega}_{g,n}[d]$ such that, for all $(t', f') \in \mathcal{W}$, the following hold:

- $df\beta$ does not vanish on any point of $S \times (t', f')$;
- for all $1 \leq i \leq n$, $f\beta$ does not vanish on any point of $D_i \times (t', f')$.

This implies that, for $(t', f') \in \mathcal{W}$, the function $f' : (\Sigma_{g,n}, t') \to \mathbb{CP}^1$ admits no critical points in $S \subset \Sigma_{g,n}$. Up to shrinking $\mathcal{W}$, we can also assume the following, again using the compactness of $S$: for $(t', f') \in \mathcal{W}$, the image of $S$ along $f'$ is relatively compactly contained in $U \cup \mathbb{CP}^1 \setminus V$. It follows that for $(t', f') \in \mathcal{W}$, the critical values of $f' : (\Sigma_{g,n}, t') \to \mathbb{CP}^1$ are contained in $U \cup \mathbb{CP}^1 \setminus V$.

The next step is to prove that for $(t', f') \in \mathcal{W}$ and for all $1 \leq i \leq n$, the function $f' : (\Sigma_{g,n}, t') \to \mathbb{CP}^1$ admits no critical point $p \in D_i$, except, possibly, the point $Q_i$. Suppose instead that $\{p_1, \ldots, p_l\} \subset D_i \setminus \{Q_i\} \subset \Sigma_{g,n} \setminus \{Q_i\}$ are the critical points of $f'$ contained in $D_i$ and different from $Q_i$. Then $1/f'$ is a holomorphic function on $D_i$ (here we use that $f'$ admits no zero on $D_i$), and we can apply the Riemann-Hurwitz formula to compute

$$1 = \chi(D_i) = \text{wind}_{d(1/f')}(\beta_{\infty,i}) + \text{ind}_{d(1/f')}(Q_i) + \sum_{j=1}^l \text{ind}_{d(1/f')}(p_j).$$

Here $\text{wind}_{d(1/f')}$ is the winding number of $d(1/f') = -df'/f''$ along the curve $\beta_{\infty,i}$, which is well-defined because $d(1/f')$ does not vanish along $\beta_{\infty,i}$; similarly, we denote by $\text{ind}_{d(1/f')}(p_j)$ and $\text{ind}_{d(1/f')}(Q_i)$ the indices of $d(1/f')$ at the critical points $p_j$ and at $Q_i$. We can compare the above computation with the similar one obtained using $1/f$, recalling that the only critical point of $f$ in $D_i$ is, possibly, $Q_i$:

$$1 = \chi(D_i) = \text{wind}_{d(1/f)}(\beta_{\infty,i}) + \text{ind}_{d(1/f)}(Q_i) = -(d_i - 2) + (d_i - 1).$$

We can now use the continuity of the winding number along the curve $\beta_{\infty,i} \subset \Sigma_{g,n}$ with respect to no-where-vanishing sections of the cotangent bundle of $\Sigma_{g,n}$ along $\beta_{\infty,i}$: up to shrinking $\mathcal{W}$, we can assume the equality

$$\text{wind}_{d(1/f')}(\beta_{\infty,i}) = \text{wind}_{d(1/f)}(\beta_{\infty,i}) = -(d_i - 2).$$

Moreover, since $f'$ is $\mathcal{D}$-adapted, we have $\text{ind}_{d(1/f')}(Q_i) = d_i - 1$. It follows that

$$\sum_{j=1}^l \text{ind}_{d(1/f')}(p_j) = 0,$$

and since each summand is strictly positive, we conclude that this is an empty sum, i.e. $l = 0$. This implies that for all $(t', f') \in \mathcal{W}$, the set $P'$ of critical values of $f'$ in $\mathbb{C}$ is contained in $U \subset \mathbb{C}$.

Write $P' = \{z_{i,m}' \mid 1 \leq i \leq k, 1 \leq m \leq k_i'\}$, for some integers $k_i' \geq 0$, such that $z_{i,m}'$ is contained in $U_i$ (soon we will see that actually $k_i' \geq 1$). For all $1 \leq i \leq k$, $1 \leq m \leq k_i'$ and $1 \leq j \leq \lambda_i$ we denote by $\zeta_{i,m,j,1}, \ldots, \zeta_{i,m,j,\lambda_i}$ the critical points of $f'$ lying in $D_{i,j}$ and lying over $z_{i,m}'$. We can then compute

$$1 = \chi(D_{i,j}) = \text{wind}_{d(1/f')}(\beta_{i,j}) + \sum_{m=1}^{k_i'} \sum_{r=1}^{\lambda_{i,m,j}} \text{ind}_{d(1/f')}(\zeta_{i,m,j,r}).$$

Similarly as above, up to shrinking $\mathcal{W}$ we can assume the equality $\text{wind}_{d(1/f')}(\beta_{i,j}) = \text{wind}_{d(1/f)}(\beta_{i,j})$ for all $1 \leq i \leq k$ and $1 \leq j \leq \lambda_i$; we thus obtain, for all $1 \leq i \leq k$
and \(1 \leq j \leq \lambda_i\) the equality

\[
\sum_{m=1}^{k'_i} \sum_{r=1}^{\lambda_i} \text{ind}_{d(1/f)}(\zeta_{i,j,m,r}) = \text{ind}_{d(1/f)}(\zeta_{i,j}).
\]

Summing over \(j\), and setting \(X_{i,m} = \sum_{j=1}^{\lambda_i} \zeta_{i,m,j}\), we obtain

\[
\sum_{m=1}^{k'_i} (d - X_{i,m}) = d - \lambda_i.
\]

In particular, since for all \(1 \leq i \leq k\) we have \(d - \lambda_i > 0\), we must also have \(k'_i > 0\).

If \((P', \psi') = \hat{c}(t', f')\), then we can let \((\alpha'_i, \lambda)_{1 \leq i \leq k, 1 \leq m \leq k'_i}\) be loops representing an admissible generating set of \(\pi_1(\mathbb{C} \setminus P', \ast_P')\). The inclusion \(\mathbb{C} \setminus \mathbb{U} \subset \mathbb{C} \setminus P'\) induces an inclusion of fundamental groups \(\pi_1(\mathbb{C} \setminus \mathbb{U}, \ast_P') \subseteq \pi_1(\mathbb{C} \setminus P', \ast_P')\). The former group can be identified with \(\pi_1(\mathbb{C} \setminus P, \ast_P)\), whereas the second can be identified with \(\pi_1(\mathbb{C} \setminus P', \ast_P)\): both identification come from inclusion of subspaces of \(\mathbb{C}\) and translations of basepoints along straight segments. We thus get an inclusion \(\pi_1(\mathbb{C} \setminus P, \ast_P) \subseteq \pi_1(\mathbb{C} \setminus P', \ast_P')\). We can assume that for all \(1 \leq i \leq k\), the product \(\alpha'_{i,1} \ldots \alpha'_{i,k'} \in \pi_1(\mathbb{C} \setminus P', \ast_P')\) corresponds to the image, under the above inclusion, of an element \(\alpha_i \in \pi_1(\mathbb{C} \setminus P, \ast_P)\), such that \(\alpha_1, \ldots, \alpha_k\) form an admissible generating set of \(\pi_1(\mathbb{C} \setminus P, \ast_P)\). The above formula becomes, for all \(1 \leq i \leq k\), the equality

\[
\sum_{m=1}^{k'_i} N(\psi'(\alpha'_{i,m})) = N(\psi(\alpha_i)).
\]

If we prove that the product of permutations \(\psi'(\alpha'_{i,1}) \ldots \psi'(\alpha'_{i,k'})\) equals \(\psi(\alpha_i)\) in the symmetric group \(\mathfrak{S}_d\), then the equality

\[
\psi'(\alpha'_{i,1}) \ldots \psi'(\alpha'_{i,k'}) = \psi(\alpha_i)
\]

also holds in \(\mathfrak{S}^{\text{geo}}_d\), and we could conclude that \((P', \psi')\) lies in the neighbourhood \(\mathcal{U}(P, \psi'; \mathbb{U})\) of \((P, \psi)\) in \(\text{Hur}(\mathbb{C}, (\mathfrak{S}^{\text{geo}}_d)^{+})_{(\mathbb{U}, \mathbb{U})}\); we would then have that \(\hat{c}\) sends the entire neighbourhood \(\mathcal{U}\) of \((\tau, f)\) inside \(\mathcal{U}(P, \psi'; \mathbb{U})\), thus concluding the proof of continuity of \(\hat{c}\), and hence the proof of continuity of \(\hat{c}\).

Use translations of basepoints along straight segments to identify, for all \(P' \subset U\) (including \(P\)), \(\pi_1(\mathbb{C} \setminus P', \ast_P') \cong \pi_1(\mathbb{C} \setminus P, \ast_P)\). Denote by \(\mathbb{U}\) the closure of \(U\) in \(\mathbb{C}\), and suppose that \(\alpha_i\) is a smooth, immersed simple loop \([0, 1] \to \mathbb{C} \setminus \mathbb{U}\) based at \(\ast_U\); denote by \(\sigma_i = \psi(\alpha_i) \in \mathfrak{S}^{\text{geo}}_d\), and regard \(\psi(\alpha_i)\) as a permutation in \(\mathfrak{S}_d\). For all \(1 \leq j \leq d\) we can lift \(\alpha_i\) along \(f\) to a smooth, immersed path \(\alpha_{i,j} : [0, 1] \to \Sigma_{g,n}\), starting at the point labeled \(j\) in \(f^{-1}(\ast_U)\) and ending at the point labeled \(\sigma_i(j)\); here we use that \(\mathfrak{S}(\ast_P) \leq \mathfrak{S}(\ast_P')\), so \(f^{-1}(\ast_U')\) also comes with an identification with \(\{1, \ldots, d\}\).

Let \(I_{\mathbb{U}} \subset \mathbb{C}^{[1]}\) be the segment starting at \(\ast_U\) and running horizontally towards right in \(\mathbb{C}\) to \(\infty\). For all \(1 \leq j \leq d\) denote by \(I_{\mathbb{U}, j} \subset \Sigma_{g,n}\) the lift of \(I_{\mathbb{U}}\) along \(f\) starting at the point \(X_{\ell(j)} = f^{-1}(\ast_U)\) and ending at the point labeled \(\sigma_i(j)\). We parametrise \(I_{\mathbb{U}, j}\) as a smooth path \([0, 1] \to \Sigma_{g,n}\) exiting from \(Q_{\ell(j)}\) with velocity \(\mu(j) \cdot X_{\ell(j)}\), for some \(1 \leq \ell(j) \leq n\) and some \(0 \leq \mu(j) \leq d_{\ell(j)}\); compare with Figure 4.

We define a piecewise smooth path \(\tilde{\alpha}_{i,j} : [0, 3] \to \Sigma_{g,n} \setminus f^{-1}(\mathbb{U})\) by concatenating \(I_{\mathbb{U}, j}, \alpha_{i,j}\) and the inverse of \(I_{\mathbb{U}, \sigma_i(j)}\), on the segments \([0, 1], [1, 2]\) and \([2, 3]\) respectively.
Using that $\Sigma_{g,n} \setminus f^{-1}(\hat{U})$ is open in $\Sigma_{g,n}$ and $[0,3]$ is compact, up to shrinking $\mathcal{U}$ we may assume that for all $(\tau, f') \in \mathcal{V}$ the following hold:

- $f' \circ \tilde{\alpha}_{i,(j)} : [0,3] \to \mathbb{C}P^1$ is a piecewise smooth loop based at $\infty$ and taking values in $\mathbb{C}P^1 \setminus \hat{U}$.

Moreover, up to shrinking $\mathcal{V}$, and using again compactness of $[0,3]$, we can assume that the smooth functions $f, f' : \Sigma_{g,n} \to \mathbb{C}P^1$ are close enough in the $C^\infty$-topology, and that the Riemann structures $\tau, \tau'$ are also close enough with respect to the $C^\infty$-topology, that there is an oblique hyperplane of the form

$$\{ \Im - \Re < v \} = \{ z \in \mathbb{C} \mid \Im(z) - \Re(z) < v \} \subset \mathbb{C},$$

containing $\hat{U}$ and such that the following holds:

- for all $1 \leq i \leq k$ and $1 \leq j \leq d$, the loops $f' \circ \tilde{\alpha}_{i,(j)} : [0,3] \to \mathbb{C}P^1 \setminus \hat{U}$ and $f \circ \tilde{\alpha}_{i,(j)} : [0,3] \to \mathbb{C}P^1 \setminus \hat{U}$, which are loops based at $\infty$, actually take value inside $\{ \Im - \Re < v \} \setminus \hat{U}$, and they are based-homotopic loops inside $\{ \Im - \Re < v \} \setminus \hat{U}$.

It follows that, along all identifications, $\psi'(\alpha_i)$ is a permutation sending $j \mapsto \sigma_j(i)$ for all $1 \leq j \leq d$, just as $\psi(\alpha_i)$ does; in other words, $\psi'(\alpha_i) = \psi(\alpha_i) \in \mathcal{S}_d^{\geo}$.

Since $\alpha_i = \alpha_{i,1} \ldots \alpha_{i,k_i}$ in $\pi_1(\mathbb{C} \setminus P', \ast_{\hat{U}})$, we also conclude the equality $\psi'(\alpha_i) = \psi'(\alpha_{i,1}) \ldots \psi'(\alpha_{i,k_i})$ in $\mathcal{S}_d$. This concludes the proof of continuity of $\psi'$.  

A.2. Continuity of $bc$. We fix $(P, \psi) \in \Hur(\mathbb{C}; (\mathcal{S}_d^{\geo})_+) \cup (d)_0$. We write $P = \{ z_1, \ldots, z_k \}$, we choose $\varepsilon > 0$ such that the open squares $z_i + (-5\varepsilon, 5\varepsilon)^2 \subset \mathbb{C}$ centred at $z_i$ and of side $10\varepsilon$ are pairwise disjoint for $1 \leq i \leq k$, we set $U_i = z_i + (-\varepsilon, \varepsilon)^2 \subset \mathbb{C}$ and thus obtain an adapted covering $\hat{U} = (U_1, \ldots, U_k)$ of $P$. Our aim is to prove that $bc$ is continuous on the normal neighbourhood $\mathcal{U}(P, \psi; \hat{U}) \subset \Hur(\mathbb{C}; (\mathcal{S}_d^{\geo})_+) \cup (d)_0$. We consider $\ast_{\hat{U}}$ as preferred basepoint for fundamental groups of subsets of $\mathbb{C}$ containing $\mathbb{C} \setminus \hat{U}$: in all of the following arguments, basepoints for fundamental groups can always be translated to $\ast_{\hat{U}}$ along a straight segment.

Fix simple loops $\alpha_{i,1}, \ldots, \alpha_{i,k} \subset \mathbb{C} \setminus \hat{U}$ that are disjoint away from $\ast_{\hat{U}}$ and represent an admissible generating set of $\pi_1(\mathbb{C} \setminus P, \ast_{\hat{U}})$, and let $D_i \subset \mathbb{C}$ be the disc bounded by $\alpha_i$. Define also $\sigma_i = \psi(\alpha_i) \in \mathcal{S}_d^{\geo}$, and consider $\sigma_i$ also as element in $\mathcal{S}_d$. The permutation $\sigma_i$ decomposes as a product of cycles $c_{i,1} \ldots c_{i,\lambda_i}$, and we denote by $1 \leq d_{i,j} \leq d$ the length of $c_{i,j}$.

Let $\mathcal{S}$ be the total space of the $d$-fold covering of $\mathbb{C} \setminus \hat{U}$ associated with the monodromy $\varphi : \pi_1(\mathbb{C} \setminus P, \ast_{\hat{U}}) \to \mathcal{S}_d$ induced by $\psi : \Omega(P) \to \mathcal{S}_d^{\geo}$, and compactify $\mathcal{S}$ over $\infty$ by adjoining $n$ points $Q_1, \ldots, Q_n$, in order to obtain a compact surface $S$ of genus $g$ with $kd - h$ boundary components. There is a branched cover map $f : \mathcal{S} \to \mathbb{C}P^1 \setminus \hat{U}$ of degree $d$, branching, possibly, only over $\infty$. There are $\lambda_i$ boundary components of $\mathcal{S}$ lying over $\partial U_i$; more precisely, $\partial \mathcal{S}$ contains a component $\partial_{i,j}\mathcal{S}$ covering $\partial U_i$ with degree $d_{i,j}$, for all $1 \leq i \leq k$ and $1 \leq j \leq \lambda_i$; more precisely, $\partial_{i,j}\mathcal{S}$ is the only component in $\partial \mathcal{S}$ that can be connected inside $f^{-1}(D_i \setminus U_i)$ to the $d_{i,j}$ points of $f^{-1}(\ast_{\hat{U}})$ labeled by the elements of the cycle $c_{i,j}$.

We denote by $5\hat{U}_i$ the square $z_i + (-5\varepsilon, 5\varepsilon)^2$, and we let $5U_i \setminus U_i$ be a collar neighbourhood of $\partial U_i$ in $\mathbb{C} \setminus \hat{U}$. We denote by $V_{i,j}$ the connected component of $f^{-1}(5U_i \setminus U_i) \subset \mathcal{S}$ containing $\partial_{i,j}\mathcal{S}$. Up to translations and dilations in $\mathbb{C}$, we can identify $5U_i \setminus U_i$ with $(-2,3)^2 \setminus \mathcal{R}$, where we recall that $\mathcal{R}$ denotes the unit square
we use these collar neighbourhoods to glue
\[ \pi \] of its boundary, namely the subspace \( V \) for varying
disc bundle over \( \mathbb{R} \), with \( \sum_{i=1}^{k} \lambda_i \) boundary components; moreover each boundary component of each fibre has a collar neighbourhood parametrised by a suitable cyclic cover of \((-2, 3)^2 \setminus \mathbb{R}\).

We can then consider \( \mathcal{S} \times \mathcal{U}(P, \psi; U) \) as a trivial bundle over \( \mathcal{U}(P, \psi; U) \) with fibre a surface of genus \( g \) with \( \sum_{i=1}^{k} \lambda_i \) boundary components; moreover each boundary component of each fibre has a collar neighbourhood parametrised by a suitable cyclic cover of \((-2, 3)^2 \setminus \mathbb{R}\).

Now, similarly as in [Bia21b, Definition 3.15], we define for all \( 1 \leq i \leq k \) a continuous map \( i^C_{D_i} : \mathcal{U}(P, \psi; U) \rightarrow \text{Hur}(U_i; (\mathcal{E}_d^{\text{geo}})^+)_\sigma_i \), where \( \text{Hur}(U_i; (\mathcal{E}_d^{\text{geo}})^+)_\sigma_i \) denotes the subspace of \( \text{Hur}(\mathbb{C}; (\mathcal{E}_d^{\text{geo}})^+)_\sigma_i \) of configurations supported on \( U_i \), and \( \sigma_i \in \mathcal{E}_d^{\text{geo}} \) is the image of \( \sigma_i \in \mathcal{E}_d^{\text{geo}} \) along the canonical inclusion \( \mathcal{E}_d^{\text{geo}} \rightarrow \mathcal{E}_d^{\text{geo}} \).

Given \( (P', \psi') \in \mathcal{U}(P, \psi; U) \), we send it to the pair \( (P'', \psi'') \), where
- \( P'' = P' \cap U_i \);
- \( \psi'' : \mathcal{U}(P'') \rightarrow \mathcal{E}_d^{\text{geo}} \) is the unique (augmented) map of PMQs that agrees with \( \psi' \) on all loops in \( D_i \setminus P'' \) representing classes both in \( \mathcal{U}(P'') \) and \( \mathcal{U}(P') \).

We can then identify the spaces
\[
\text{Hur}(U_i; (\mathcal{E}_d^{\text{geo}})^+)_\sigma_i \cong \prod_{j=1}^{\lambda_i} \text{Hur}(U_i; (\mathcal{E}_d^{\text{geo}})^+)_\sigma_{i,j},
\]
and thus define maps \( i^C_{D_i,j} : \mathcal{U}(P, \psi; U) \rightarrow \text{Hur}(U_i; (\mathcal{E}_d^{\text{geo}})^+)_\sigma_{i,j} \) by composing \( i^C_{D_i} \) with the \( j \)-th projection, for all \( 1 \leq j \leq \lambda_i \).

By rescaling and translating, we can identify \( U_i \) with \( \mathbb{R} \), and thus obtain maps \( i^C_{\mathbb{R},i,j} : \mathcal{U}(P, \psi; U) \rightarrow \text{Hur}(\mathbb{R}; (\mathcal{E}_d^{\text{geo}})^+)_\sigma_{i,j} \) for all \( 1 \leq j \leq \lambda_i \). We can then use the argument from Subsection 4.1 and identify \( \text{Hur}(\mathbb{R}; (\mathcal{E}_d^{\text{geo}})^+)_\sigma_{i,j} \) with the space \( \mathcal{PM}\mathcal{P}ol_{d,i,j}(\mathbb{R}) \) of monic polynomials of degree \( d_{i,j} \) whose critical values in \( \mathbb{C} \) actually lie in \( \mathbb{R} \). Define
\[
\mathcal{D}_d = \left\{ (f, z) \in \mathcal{PM}\mathcal{P}ol_d(\mathbb{R}) \times \mathbb{C} \mid f(z) \in [-2, 3]^2 \right\};
\]
then the projection \( \pi_d : \mathcal{D}_d \rightarrow \mathcal{PM}\mathcal{P}ol_d \) given by \( \pi_d : (f, z) \mapsto f \) is a holomorphic disc bundle over \( \mathcal{PM}\mathcal{P}ol_d \); moreover each fibre \( \pi_d^{-1}(f) \) has a collar neighbourhood of its boundary, namely the subspace \( \mathcal{V}_f = \{ z \in \mathbb{C} \mid f(z) \in [-2, 3]^2 \setminus \mathbb{R} \} \). This subspace is canonically identified with the standard \( d \)-fold cyclic cover of \((-2, 3)^2 \setminus \mathbb{R}, \) for varying \( f \in \mathcal{PM}\mathcal{P}ol_d(\mathbb{R}) \).

For \( (P', \psi') \in \mathcal{U}(P, \psi; U) \) we can now retrieve \( \mathcal{BC}(P', \psi') \) as follows:
- we take a copy of \( \mathcal{S} \), which is a Riemann surface with \( n \) directed marked points and with \( \left( \sum_{i=1}^{k} \lambda_i \right) \) boundary curves, endowed with parametrised collar neighbourhoods;
- we consider, for each \( 1 \leq i \leq k \) and \( 1 \leq j \leq \lambda_i \), the polynomial \( f_{i,j}(P', \psi') := i^C_{\mathbb{R},i,j}(P', \psi') \), and take a copy of the disc \( \pi_{d_{i,j}}^{-1}(f_{i,j}(P', \psi')) \), which is endowed with a parametrised collar neighbourhood \( \mathcal{V}_{f_{i,j}(P', \psi')} \) of its boundary;
- we use these collar neighbourhoods to glue \( \mathcal{S} \) with the \( \left( \sum_{i=1}^{k} \lambda_i \right) \) discs: more precisely, we identify, for each \( 1 \leq i \leq k \) and \( 1 \leq j \leq \lambda_i \), the points of \( V_{i,j} \) and \( V_{f_{i,j}(P', \psi')} \) with an equal image in the standard \( d_{i,j} \)-fold cyclic cover of \((-2, 3)^2 \setminus \mathbb{R}\) (note that we glue along an annulus which is open on both sides).
we obtain a Riemann surface of type $\Sigma_{g,n}$, represented by a Riemann structure $\mathfrak{r}^* \in \mathfrak{R}(\Sigma_{g,n})$; moreover we have an $d$-directed meromorphic function $f' : (\Sigma_{g,n}, \mathfrak{r}^*) \to \mathbb{C}P^1$ which is defined by $f : \mathcal{S} \to \mathbb{C}P^1 \setminus \mathcal{U}$ on $\mathcal{S}$, and is defined by suitably translating and rescaling the polynomial $f_{i,j}(P', \psi')$ on $\pi^{-1}_{d,i} (f_{i,j}(P', \psi'))$.

We note that all operations are continuous, in particular glueing a family of discs to a fixed surface with boundary along parametrised collar neighbourhoods of the boundary curves yields a family of closed Riemann surfaces. This concludes the proof that $\mathfrak{R}$ is continuous.
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