Closing in on critical net-baryon fluctuations at LHC energies
cumulants up to third order in Pb Pb collisions

Acharya, S.; Adamova, D.; Adler, A.; Rinella, G.A.; Agnello, Maria; Agrawal, N.; Ahammed, Z.; Ahmad, S.; Ahn, S.U.; Ahuja, I.; Akindinov, A.; Al-Turany, M.; Aleksandrov, D.; Bearden, Ian; rtc312, rtc312; bsm989, bsm989; Gaardhøje, Jens Jørgen; Moravcova, Zuzana; Nielsen, Børge Svane; Nielsen, Emil Gorm Dahlbæk; Višlavicius, Vytautas; Zhou, You; Alice Collaboration

Published in:
Physics Letters B

DOI:
10.1016/j.physletb.2022.137545

Publication date:
2023

Document version
Publisher's PDF, also known as Version of record

Document license:
CC BY

Citation for published version (APA):
https://doi.org/10.1016/j.physletb.2022.137545
Closing in on critical net-baryon fluctuations at LHC energies: Cumulants up to third order in Pb–Pb collisions
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Abstract

Fluctuation measurements are important sources of information on the mechanism of particle production at LHC energies. This article reports the first experimental results on third-order cumulants of the net-proton distributions in Pb–Pb collisions at a center-of-mass energy \( \sqrt{s_{NN}} = 5.02 \) TeV recorded by the ALICE detector. The results on the second-order cumulants of net-proton distributions at \( \sqrt{s_{NN}} = 2.76 \) and 5.02 TeV are also discussed in view of effects due to the global and local baryon number conservation. The results demonstrate the presence of long-range rapidity correlations between protons and antiprotons. Such correlations originate from the early phase of the collision. The experimental results are compared with HIJING and EPOS model calculations, and the dependence of the fluctuation measurements on the phase-space coverage is examined in the context of lattice quantum chromodynamics (LQCD) and hadron resonance gas (HRG) model estimations. The measured third-order cumulants are consistent with zero within experimental uncertainties of about 4% and are described well by LQCD and HRG predictions.
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1. Introduction

Predictions based on the theory of the strong interaction, QCD, imply that, at sufficiently high energy densities, nuclear matter transforms into a state called quark–gluon plasma (QGP) \([1,2]\), where chiral symmetry is restored and quarks and gluons are deconfined. Ultrarelativistic heavy-ion collisions are ideal environments to study the phase diagram of strongly interacting matter and the physics of the QGP state as a function of temperature \( T \) and baryon chemical potential \( \mu_B \). While the QCD phase diagram is largely unknown for \( \mu_B > 450 \) MeV, the region below that value down to \( \mu_B = 0 \) has been well explored theoretically \([2,3]\) and experimentally \([4]\). In that region, the chiral phase transition is most likely a continuous crossover with pseudo-critical temperature \( T_{pc} \approx 157 \) MeV at \( \mu_B = 0 \) \([5,6]\). Near \( \mu_B = 0 \) the properties of the QCD phase transition depend on the number of quark flavors and their masses. For vanishing masses of the light quarks \( (u, d) \) the transition is of second order and belongs to the universality class of three-dimensional O(4)-symmetric spin models \([7]\). The small \( u, d \) quark masses of order of 1% of the constituent quark masses constitute a small but explicit breaking of chiral symmetry. For these small physical quark masses LQCD indicates that the transition turns into a smooth crossover. To date, there is no experimental confirmation of the crossover nature of the transition.

Nevertheless, the smallness of the physical quark masses may leave traces of critical behavior also for a crossover transition. Therefore, a significant effort at the RHIC and LHC colliders is concentrated on quantifying the nature of the phase transition in the small \( \mu_B \) region.

For large \( \mu_B \) the phase diagram may exhibit a "critical endpoint (CEP)". The search for the CEP is one of the main physics goals of the beam energy scan programs at RHIC \([8,9]\), at the CERN SPS \([10]\), and at FAIR \([11]\).

Recent LQCD \([12–14]\) calculations of chiral susceptibilities, derivatives of the chiral condensate with respect to quark masses, exhibit for small quark masses a clear peak at \( T_{pc} \), consistent with the chemical freeze-out temperature extracted by the analysis of hadron multiplicities \([4,15]\) measured in central Pb–Pb collisions by the ALICE experiment. This suggests that the chemical freeze-out occurs very close to the chiral phase transition at LHC energies. Critical signals associated with this phenomenon can be linked with long-range correlations and increasing multi-particle fluctuations due to the existence of the massless modes of the second-order phase transition \([16,17]\). In particular, the fluctuations of the conserved charges are very sensitive probes for the equation of state and can be directly related to the thermodynamic susceptibilities, which are calculable in the framework of LQCD. The quark-number susceptibilities are defined as the derivatives of the reduced QCD pressure \( \langle P/T^4 \rangle \) with respect to the reduced chemical potentials \( \langle \mu = \mu/T \rangle \) of the conserved charges.
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\[ \lambda_{\text{kin}} = \frac{\partial^{2+n+m} \left( P(\hat{\rho}_B, \hat{\rho}_S, \hat{\rho}_Q, \hat{\rho}_C) / T^4 \right)}{\partial \mu_B^2 \partial \mu_S^2 \partial \mu_Q^m \partial \mu_C^n} \mid_{\mu=0} \]  

Here the relevant conserved charges, represented by the chemical potentials, are the electric charge Q, the baryon number B, the strangeness S, and the charm C. These susceptibilities are studied experimentally in terms of the ratios of the cumulants\(^1\) of net-charge distributions [19]. Here and in the following, net-charge distribution stands for the difference between the distributions of positively and negatively charged particles, where “charge” refers to any additive quantum number. Signs of criticality due to the proximity of the chiral crossover transition to a second-order transition are expected to show up starting only with the sixth-order cumulants of net-charge distributions [16,20]. Measuring conserved charge fluctuations in ultrarelativistic nuclear collisions is a challenging task, see Ref. [8] for a recent review. In addition to possible critical fluctuations due to the proximity of a CEP or O(N) criticality, there are several other dynamical signals, such as correlations due to baryon number conservation [21–23], volume fluctuations [18], thermal blurring [24], resonance decays [23,25], initial-state fluctuations [26], baryon annihilation [27], “excluded volume” effects [23], etc., which could overshadow the dynamical fluctuations of interest.

The article is organized as follows. In Section 2, details are given about the ALICE detector, the data set and the analysis procedure, such as event and track selection criteria, particle identification and the efficiency correction technique. In Section 3, results on second-order cumulants of net-pion and net-kaon distributions are presented to demonstrate the influence of resonance decays on the measured cumulants. The main results are contained in the second- and third-order cumulants of net-proton distributions and compared to theoretical expectations. The article concludes, in Section 4, with a discussion on how the present results fit into the general strategy to get information on possible critical behavior near the QCD phase boundary and with an outline of the next steps.

2. Experimental setup and data analysis

The measurements presented in this article are based on about 13 and 78 million minimum bias Pb–Pb collisions at \(\sqrt{s_{NN}} = 2.76\) and 5.02 TeV recorded with the ALICE detector [28,29] in the years 2010 and 2015, respectively. Note that the running conditions have changed significantly in 2015. The details presented in this article refer only to the analysis of 2015 data (see Refs. [30,31] for 2010). The minimum-bias trigger condition is defined by requiring a coincidence of hits in both V0 detectors [32] located on either side of the nominal interaction point along the beam direction and covering the pseudorapidity intervals \(2.8 < \eta < 5.1\) and \(-3.7 < \eta < -1.7\). The definition of the centrality [33] is based on the signal amplitudes measured in the V0 detectors, which are related to the collision geometry and the number of participating nucleons through a Monte Carlo (MC) simulation based on a Glauber model [34,35]. Beyond event characterization, the main sub-detectors used in the analysis are the Time Projection Chamber (TPC) [36] for tracking and particle identification (PID), using the specific energy loss \(dE/dx\), and the Inner Tracking System (ITS) [37,38] for tracking and vertex determination.

Event and track selection criteria were applied to ensure optimal PID performance via \(dE/dx\) measurement and momentum \((p)\) resolution, as well as good track quality. The V0 [32] and the Zero Degree Calorimeter [39] timing information was used to reject background due to beam–gas interactions and parasitic beam–beam interactions. Along the beam direction, events occurring within \(\pm 0.15\) cm, where tracking is affected by the central membrane of the TPC, and outside \(\pm 7\) cm of the nominal interaction point were discarded to keep detection efficiency uniform as a function of event vertex position. This corresponds to 24% of the total events.

The analysis uses tracks of charged particles reconstructed using the ITS and the TPC in the pseudorapidity range of \(|\eta| < 0.8\) and with full azimuthal acceptance. Due to the different gas mixture, higher interaction rates, and larger multiplicities in 2015, the TPC performance was affected by local space-charge disturbances caused by the accumulation of space charge originating from the gaps between adjacent readout chambers [40]. Although these distortions are corrected on average during reconstruction, their fluctuations caused a significant mismatch between the TPC and ITS tracks. They affected all events detected within a time interval of about 0.5 seconds after a collision, corresponding to the full drift time of ions from the amplification region in the TPC readout chambers to the central electrode. Collisions within such time intervals were discarded using the event interaction time (timetamp), when in addition the mean matching efficiency between the TPC and ITS for all tracks was less than 88%. The nominal TPC–ITS track matching efficiency is narrowly peaked at 90.5%. By applying this condition about 7% of all events are rejected. Tracks were accepted if their \(\chi^2\) value per space point from the track fit is less than 3.5. To improve the \(dE/dx\) resolution and reduce the contributions from track splitting,\(^2\) two additional track selection criteria were applied. The number of clusters used for the \(dE/dx\) calculation\(^3\) was set to more than 70, and short tracks crossing less than 80 out of a maximum of 159 pad rows were excluded from the analysis. These criteria address both tracks crossing chamber boundaries and split tracks, both leading to a deterioration of the \(dE/dx\) measurement. To suppress contributions from particles from weak decays and interactions in the detector material, the distance of closest approach (DCA) of the extrapolated track to the primary vertex position was required to be less than 1 cm along the beam direction, while in the transverse plane a transverse momentum \((p_T)\) dependent DCA selection of less than \((0.018\text{ cm} + 0.035\text{p}_T^{1.1})\) with \(p_T\) in GeV/c was applied to account for the \(p_T\) dependence of the DCA resolution [41]. In addition, daughter tracks from reconstructed secondary weak-decay kink topologies were discarded.

In 2015, the ALICE TPC was operated at interaction rates up to 8 kHz during Pb–Pb collisions. These high interaction rates resulted in a possible pile-up of several interactions during the 90 μs drift time. The fraction of pile-up events that occur within a few cm of the primary vertex, the so-called in-bunch pile-up, is less than 1% of the entire data set. Therefore, in-bunch pile-up has a negligible impact on the results. Moreover, in-bunch pile-up events were further suppressed thanks to the high-precision vertexing capabilities of the ITS. Even slightly displaced multiple vertices originating from interactions within the same bunch crossing can be discriminated. The much more frequent out-of-bunch pile-up events occur anytime during the drift time of the TPC, i.e., they are distributed equally along the time direction within the TPC and cannot be suppressed by reconstructed secondary vertices in the ITS. They lead to a significant deterioration in the measurements of the \(dE/dx\)

\(^1\) The cumulants, \(k_n\), of net-baryon number, \(\Delta N_B = N_B - N_{\overline{B}}\), are defined as the coefficients in the Maclaurin series of the logarithm of the characteristic function of \(\Delta N_B\) [18].

\(^2\) Track splitting occurs when a track is reconstructed as two separate tracks due to poor \(dE/dx\) resolution.

\(^3\) Clusters that are very close to the TPC readout chamber boundaries [40] or are from overlapping tracks are not considered in the calculation of \(dE/dx\). Therefore, the number of clusters used to calculate \(dE/dx\) may differ from the number of clusters used for track selection. This quantity is particularly important for the \(dE/dx\) resolution.
of the triggered event caused by the baseline fluctuations in the TPC [40]. These pile-up events affect about 20% of the data collected in 2015 and are negligible for 2010. The resulting bias in the measured dE/dx is corrected to restore optimal PID performance and to avoid the need to discard events with pile-up [40].

Protons are identified by their dE/dx in the TPC and its known momentum dependence. To overcome the misidentification problem caused by overlapping dE/dx distributions for different particles, for instance at the crossings of kaons (K) and protons (p) or pions (π) and protons, a novel experimental technique, the Identity Method (IM) [42–44] was used. With this method, weights, which are obtained from the fits of dE/dx distributions, are assigned to each track reflecting the probability of a particle having a specific identity. Thereby all tracks can be kept without applying any selection on the PID variable and no second detector needs to be employed to identify the (anti)protons. In the present analysis, particles in the momentum range 0.6–2.0 GeV/c were retained. With particle identification based solely on the dE/dx measurements in the TPC, the efficiencies are independent of momentum in the selected range, and as high as about 91% for protons and about 83% for antiprotons. The difference of 8% is due to the absorption of antiprotons in the detector material. Both proton and antiproton detection efficiencies are nearly independent of collision centrality and are uniform within the kinematic acceptance used in this analysis. The cumulants of the net-proton distribution are reconstructed using the IM as well. Further details on the application of the IM to ALICE data are discussed in Ref. [31]. In Ref. [30], the method used here was applied to the analysis of second-order cumulants of net protons in Pb–Pb collisions at $\sqrt{s_{NN}} = 2.76$ TeV. The current analysis closely follows what is described there.

Understanding and controlling the particle detection efficiency is one of the major technical challenges in the measurement of higher-order cumulants, since the efficiency enters into the analytical formula of the correction with the corresponding higher power [45–47]. This affects both statistical and systematic uncertainties of the corrected data. Note that the efficiency correction approximately doubles the statistical uncertainties, as also noted in Ref. [48]. The efficiency correction for the cumulants is performed by using proton and antiproton efficiencies in analytic formulas derived in Refs. [45–47] assuming efficiency losses governed by the binomial statistics (binomial efficiency loss). In order to ensure that this assumption is fulfilled, the ALICE detector response [29] was studied in detail with a full MC simulation using the HIJING event generator and the GEANT4 [49] transport software. The response of the TPC detector for the kinematic range used in this analysis is illustrated in the left panel of Fig. 1 as a correlation between the reconstructed ($N^\text{rec}_p$) and the generated ($N^\text{gen}_p$) number of protons, where the reconstructed protons are those detected in the active area of the detector, as well as satisfying the event and track quality criteria. The event and track selection plays a significant role in the shape of the TPC detector response. For example, as discussed above, they can reduce the contributions from track splitting, which causes correlated dE/dx measurements, and thus a deviation from a binomial detector response.

After detailed study and optimization of the event and track selection, only a slight deviation from the binomial loss is observed, as shown in the right panel of Fig. 1. A MC verification test was performed to estimate the impact of this deviation in the final results on the net-proton cumulant measurements. In this MC closure test, particles are generated, including certain correlations such as the effect of baryon number conservation, and reconstructed after they have passed through the detector simulated with GEANT4. Then the efficiency correction is applied, and the generated and corrected observables are compared. The comparison is shown in Fig. 2 for the second- and third-order cumulant ratios of the net-proton distribution. The efficiency-corrected results obtained from the MC reconstructed data are in agreement with the results obtained from the MC generated data. Note that the uncorrected results, also in Fig. 6, deviate from the Skellam baseline, which is set at zero, because the net-proton number is nonzero due to antiproton absorption in the detector material and, to a smaller degree, by a proton knock-out contribution. Therefore, the final results depend crucially on a very accurate determination of the proton and antiproton efficiencies.

The statistical uncertainties assigned to the reconstructed cumulants were determined using the sub-sample method. To this end, the data set was subdivided into n random subsamples. The distribution of the cumulants from these subsamples yields the statistical uncertainty as described in Ref. [31]. The fits to the measured dE/dx distributions, which are the only inputs to the IM, are the dominant source of systematic uncertainty in the ratios of the cumulants, for both second and third order. The observed maximum deviation between fit variations [31] is 0.6% and 0.8% for the normalized second-order cumulants within the momentum intervals of 0.6–1.5 GeV/c and 0.6–2.0 GeV/c, respectively, and 4% for the ratio of third- to second-order cumulants in the momentum interval 0.6–1.5 GeV/c. The impact of possible imperfections in the dE/dx correction procedure mentioned above is also included in this systematic uncertainty estimate by analyzing the data retaining different fractions of events containing pile-up. The uncertainties associated with the detection efficiencies of the (anti)protons are also investigated by varying the detection efficiencies by an amount of ±2% for protons and antiprotons separately. The resulting systematic variation is less than 0.2% and 1.5% for the second-
and third-order cumulants, respectively. Other sources of systematic uncertainty are estimated by varying the event and track selection criteria, resulting in a maximum uncertainty of less than 1%. The final total systematic uncertainty is obtained by adding in quadrature the individual maximum systematic deviations from these three groups of independent contributions. For the third-order cumulants, it varies between less than 0.5% for the most peripheral collisions and a maximum of 3% for the most central collisions for the pseudorapidity interval of $\Delta \eta = 1.6$.

3. Results

As potential candidates for conservation of electric charge and strangeness, results are reported for the pseudorapidity interval dependence of the second-order cumulants of net-protons and net-kaons produced in central Pb–Pb collisions.

The observations in these channels are quite striking because they shed light on resonance decay contributions to fluctuations in Pb–Pb collisions at the LHC. Fig. 3 shows the pseudorapidity interval dependence of the normalized second-order cumulants of net-protons and net-kaons compared with the results from HIJING [50] with and without resonance contributions. A significant effect of resonances, e.g., $\rho \to \pi^+\pi^-$ and $\phi \to K^+K^-$, is clearly visible in both cases. In fact, the decay of resonances into oppositely charged pion or kaon pairs drastically reduces the fluctuations and dominates the second-order cumulants of the respective net distributions. Therefore, to study the genuine electric charge and strangeness fluctuations, first a quantitative understanding of the resonance contributions is essential. On the other hand, there are no resonances that decay into $p\bar{p}$ with a sizeable branching ratio, therefore net-proton fluctuations are not obscured by this effect. It has been argued in the literature [51] that net-proton fluctuations are good proxies for net-baryon fluctuations, in particular for $\sqrt{s_{NN}} > 10$ TeV. Also, total electric-charge conservation is expected to have a negligible impact on the net-proton fluctuation measurements, since the electric charge is mostly carried by the charged pions, which are the most abundant species at LHC energies. The statistically independent Poisson limit for net-baryon distributions is the Skellam distribution, which is defined as the probability distribution of the difference of two random variables, each generated from statistically independent Poisson distributions [52,53]. For net protons, the $n$th-order cumulants of the Skellam distribution are given by

$$\kappa_{n}^{\text{Skellam}}(p - \bar{p}) = \langle p \rangle^{n} + (-1)^{n}\langle \bar{p} \rangle,$$  

Fig. 2. HIJING model [50] based calculations of the normalized second-order cumulants of net protons as a function of pseudorapidity window ($\Delta \eta$) (left) and ratio of third- to second-order cumulants (right) of net protons as a function of collision centrality at $\sqrt{s_{NN}} = 5.02$ TeV. The results at the generated and reconstructed level are shown by the green closed and open circles, respectively. The error bars represent statistical uncertainties. The results after efficiency correction assuming binomial efficiency losses [45–47] are shown by black open squares.

Fig. 3. Pseudorapidity interval dependence of the second-order cumulants of net-pions (left) and net-kaons (right) normalized to the means (see text). The ALICE data are shown as solid black circles while the blue solid and dashed lines indicate the results from HIJING [50] model calculations with and without resonance contributions, respectively. The error bars represent statistical uncertainties and the boxes around the data points represent the total systematic uncertainties.
where \((p)\) and \((\bar{p})\) are the mean values of the proton and antiproton multiplicity distributions, respectively. That means that even-order cumulants of the Skellam distribution of the net protons are just the sum of the mean numbers of protons and antiprotons. At LHC energies, these numbers are equal within 1\% [54], and therefore the normalized cumulants of the Skellam distribution with respect to its second-order cumulant are zero for odd cumulants and unity for even cumulants. At \(T_{\text{pc}}\) [5,6], both the predictions based on LQCD and the HRG [4] model agree with the Skellam baseline up to the third-order cumulants of the net protons, reflecting independent Poissonian fluctuations. The LQCD prediction [55], including the effect of dynamical quarks, shows a significant deviation from the Skellam baseline for the fourth- and higher-order cumulants, while the standard HRG does not contain such effects and deviations from the Skellam baseline are only due to baryon number conservation [56]. Fluctuations of conserved charges are meaningful only within a limited phase space. They vanish in the full phase space, in order to obey the conservation laws, and asymptotically approach the Poissom limit for very small acceptance, where dynamical correlations are suppressed [45]. Therefore, the fluctuations of net-baryons are studied in the framework of the Grand Canonical Ensemble, where the net-baryon number is conserved only on average. Accordingly, the analysis is performed differentially as a function of the collision centrality, the pseudorapidity interval, \(\Delta\eta = 0.2\) to 1.6, and for two different momentum ranges, 0.6–1.5 GeV/c and 0.6–2.0 GeV/c. It should be noted that the determination of centrality and the net-proton analysis are based on measurements in different pseudorapidity intervals to avoid trivial effects due to autocorrelations [18].

Fig. 4 shows the measured centrality and pseudorapidity dependence of the normalized second-order cumulants of the net protons in Pb–Pb collisions for the two collision energies. The 5.02 TeV data appear to be somewhat lower, however the two data sets agree within systematic uncertainties. It should be noted that the systematic uncertainties exhibit a large degree of correlation from bin to bin, but between the two collision energies are essentially uncorrelated due to the different running conditions (collision rate, gas mixture and space charge distortions in the TPC, etc.). The normalized second-order cumulants are independent of collision centrality and are reduced by about 5\% from the Skellam baseline for the \(\Delta\eta = 1.6\) interval (left panel). As a function of the width of the \(\Delta\eta\) interval, the fluctuations are increasingly reduced. Due to the increasing relevance of baryon number conservation with larger acceptance, this is expected. For the narrowest interval, statistically independent Poissonian fluctuations are observed. The results are also compared to results from HIJING [50] and EPOS [57] model calculations at \(\sqrt{s_{\text{NN}}} = 5.02\) TeV. HIJING treats nucleus–nucleus collisions as an independent superposition of nucleon–nucleon interactions and does not include phenomena such as equilibrium and collectivity. While in HIJING the hadronization is based on the Lund string fragmentation scheme, EPOS (version 1.99, tuned to LHC data) distinguishes between string segments in a collectively behaving central part (“core”) with high energy density and those in a peripheral part (“corona”) with lower energy density, more like in pp or p–A collisions.

It is noteworthy that the proton to antiproton ratio is above unity in both models with a significance of more than 3 sigma: 1.025±0.004 and 1.008±0.002 for EPOS and HIJING, respectively; the value measured by ALICE in Pb–Pb collisions at \(\sqrt{s_{\text{NN}}} = 2.76\) TeV agrees with unity within experimental uncertainties of a few percent [54]. This implies that the volume fluctuations for the second- and third-order cumulants are not negligible for the model calculations [18].

Both model calculations show second-order fluctuations independent of centrality, as do the experimental data. The results from the EPOS calculations agree within the uncertainties with the data both in terms of the centrality and the \(\Delta\eta\) dependencies. The HIJING model results exhibit a 12\% suppression compared to Poissonian fluctuations for the widest \(\Delta\eta\) interval and are significantly below the data. This is also apparent in the dependence on the width of the \(\Delta\eta\) interval (right panel of Fig. 4). The dependence on acceptance, and specifically the discrepancy between the HIJING results and the data, is examined in view of global vs local baryon number conservation modelled in Refs. [18,22,30,56] using a canonical statistical model. The right panel of Fig. 4 shows the results for different widths of the correlation interval, ranging from global baryon number conservation to short-range correlations. As expected, measurements and model calculations converge to the Skellam baseline in the limit of very small acceptance. As already noted in Ref. [30], the data from ALICE indicate long-range rapidity correlations (\(\Delta Y_{\text{corr}} > 5\)) between protons and antiprotons, therefore originating from the early phase of the collision [56]. Here \(\Delta Y_{\text{corr}}/2\) is defined as the correlation length between protons and antiprotons in rapidity [22], so that \(\Delta Y_{\text{corr}} = 5\) means that protons are correlated with antiprotons within 2.5 rapidity units into either direction.

The HIJING model calculations reflect a much smaller correlation length (\(\Delta Y_{\text{corr}} = 2\)) than the EPOS model (\(\Delta Y_{\text{corr}} = 5\)) and
While the ALICE data, this is likely due to the formation of baryons in string breaking in the underlying Lund string model [59]. This sensitivity to the range of proton–antiproton correlations is further studied by enlarging the momentum acceptance for the √sNN = 5.02 TeV data. The resulting normalized second-order cumulants are shown in Fig. 5 for the momentum intervals 0.6–1.5 GeV/c and 0.6–2.0 GeV/c. Using the wider momentum interval the number of protons and antiprotons roughly doubles. While there is again no change with the collision centrality, the larger acceptance leads to a larger suppression of fluctuations for the wider momentum range. For the largest Δη interval, the suppression amounts to an additional 4%. All calculations reflect the reduction in the fluctuations. However, while the magnitude is properly reproduced by the canonical statistical model predictions with a long correlation length [22], it can be noted that the suppression due to increased acceptance is somewhat weaker in the EPOS results. The HIJING calculations properly track the absolute reduction in fluctuations, but fall significantly below the data in absolute amount.

Fig. 6 shows the centrality and pseudorapidity dependence of the ratio of third- to second-order cumulants of net protons at √sNN = 5.02 TeV before and after the efficiency correction. After efficiency correction, the data agree with the zero baseline within the experimental uncertainties, which is consistent with expectations from the HRG model. The experimentally achieved overall precision is better than 4% for the most central collisions and much smaller for more peripheral collisions. Note that in the HRG model all odd cumulants vanish at LHC energy, where the number of baryons and antibaryons agree. The odd cumulants vanish under these conditions also if baryon number conservation is included, see Refs. [56,60]. Also in LQCD [61] the odd cumulants vanish.

In Fig. 7, the third-order cumulant measurements are also compared with HIJING and EPOS model calculation results. Both models include baryon number conservation but, as mentioned above, the net-proton number is positive within the current experimental acceptance. Therefore, the resulting third-order cumulants for all centrality and pseudorapidity difference intervals shift toward positive values and are affected by the volume fluctuations [18] visible in the 10–20% centrality interval, where the centrality range doubles (left panel). The consistency of the experimental results of the third- to second-order cumulant ratio with a value of zero, which is lower than the expectation from the EPOS and HIJING generators, is a confirmation that the proton-to-antiproton ratio is closer to unity than calculated by these generators and that the systematic uncertainties for these measurements are under good control.
A value of $k_3/k_2$ consistent with zero within small uncertainties also indicates that $\mu_B$ is very close to zero at LHC energies.

4. Conclusions

In summary, net-proton cumulant measurements up to third order and net-pion and net-kaon second-order cumulant measurements are reported. The technical challenges related to data analysis, in particular efficiency correction and event pile-up, are overcome as discussed in detail. Resonance contributions prove to be challenging in the study of fluctuations of the net-electric charge and the net-strangeness. A deviation of about 4% from the Skellam baseline is observed for the second-order net-proton cumulants for the widest $\Delta\eta$ interval. Investigation of this deviation in light of baryon number conservation led to the conclusion that the 2010 data from ALICE [30] indicate the presence of long-range rapidity correlations between protons and antiprotons originating from the early phase of the collision. This finding is corroborated by the present analysis including the higher luminosity 2015 data with significantly different experimental conditions. Results of calculations using the HIJING generator, based on the Lund string model, reflect a much smaller correlation length of one unit of rapidity. This observed discrepancy calls into question the mechanism implemented in the Lund string model for the production of baryons. Baryon production as implemented in the EPOS event generator reflects the long-range correlation observed in the data. After accounting for the effect of baryon number conservation, the data from ALICE are consistent with QCD expectations up to the third-order cumulants of the net protons. The finding of third-order net-proton cumulants consistent with zero with a precision of better than 4% is promising for the analysis of the higher-order cumulants during the operation of LHC with increased Pb–Pb luminosity [62] starting in 2022 and for the future heavy-ion detector planned for the early 2030s [63].
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