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Abstract. We here describe, document, and make available a wide range of data sets used for annual-layer identification in ice cores from DYE-3, GRIP, NGRIP, NEEM, and EGRIP. The data stem from detailed measurements performed both on the main deep cores and shallow cores over more than 40 years using many different setups developed by research groups in several countries and comprise both discrete measurements from cut ice samples and continuous-flow analysis data.

The data series were used for counting annual layers 60,000 years back in time during the construction of the Greenland Ice-Core Chronology 2005 (GICC05) and/or the revised GICC21, which currently only reaches 3800 years back. Now that the underlying data are made available (listed in Table 1) we also release the individual annual-layer positions of the GICC05 timescale which are based on these data sets.

We hope that the release of the data sets will stimulate further studies of the past climate taking advantage of these highly resolved data series covering a large part of the interior of the Greenland ice sheet.
1 Introduction

The full potential of palaeoclimatic data relies on a reliable timescale, i.e. a depth–age relation, and identification and counting of annual layers is the most accurate way to obtain a timescale if high-resolution measurements of parameters showing annual variability are available. In Greenland, the interglacial surface accumulation rate is $\sim0.1$–$0.5$ m of ice equivalent per year in interior areas where the deep ice cores are drilled, thereby allowing annual layers to be identified in the Holocene period and into the last glacial. Not all parameters have been measured along all the entire ice cores, and the resolving power of measurements depends both on the measurement resolution and the annual-layer thickness, which vary due to past climate changes as well as layer thinning and generally decrease with depth, so annual-layer counting is often only possible within a certain interval for each combination of parameter and ice core. A particular challenge is the so-called brittle zone, where the pressure release and temperature rise experienced by the cores after drilling cause internal cracking of the ice, making uncontaminated continuous measurements of the ice difficult. The brittle zone is found in Greenland at depths around 800–1400 m (sometimes setting in earlier), where the air bubbles are compressed under the increasing pressure caused by the overlying ice and are gradually transformed into clathrate hydrates (Kipfstuhl et al., 2001).

The Greenland Ice-Core Chronology (GICC) is an attempt to derive a consistent, common timescale for the Greenland ice cores by combining data from multiple cores, using, for each time period, all available annually resolved data and then applying the timescale to the other cores by means of matching patterns in volcanic and other non-climatic events. In this way, data from all the ice cores can be interpreted together on a common timescale (i.e. with very small relative dating uncertainty), greatly reducing the risk of artificial offsets due to the misinterpretation of individual records. The first sections of GICC were published in 2006 and cover the time interval from the present day back to 14.8 ka before 2000 CE (Vinther et al., 2006; Rasmussen et al., 2006). Note that 2000 CE is the standard datum of the GICC timescales and that “ka” in this context literally means “1000 years”, distinct from the common standard where “ka” is short for “ka before 1950 CE” (originally used for radiocarbon ages) as discussed by Rasmussen et al. (2006). The dating was continued in the glacial back to 42 ka before 2000 CE (Andersen et al., 2006) and onwards to 60 ka before 2000 CE (Svensson et al., 2008), at which point the layers had thinned too much compared to the data resolution to allow for further continuous annual-layer counting. The timescale, named GICC05 because the first manuscripts were submitted in 2005, was therefore extended with a flow-model-based timescale to cover the remaining glacial period (Wolff et al., 2010). Since then, data from the newer Greenland ice cores NEEM and EGRIP have appeared, and comparisons to other timescales have shown that GICC05 was not as accurate as initially assumed (Sigl et al., 2015), and in 2021, the revision of GICC05 was started by Sinnl et al. (2022), producing the revised GICC21 timescale covering the most recent 3.8 kyr using data from many parallel ice cores.

Some of the data sets used for GICC05 and GICC21 are publicly available but far from all. With the advent of the revised GICC21 timescale, some of the data sets have been used again, and others will be used as the revision proceeds, and this calls for all data files to be made publicly available. Also, the actual timescale was only released at a 20-year resolution mainly because the Holocene isotope data series and the NGRIP chemistry data sets, on which most of the annual-layer identification was based, were not publicly available at that time. These data sets are now being made available here or in the recent paper by Erhardt et al. (2022a), and it thus seems timely to also make the fully resolved annual-layer positions available.

The data files span several decades of work, come from a range of analysis methods, and are related to different ice cores. Below, we first introduce the drill locations and then go through the different types of measurements.

2 Ice-coring locations

Data from the DYE-3, GRIP, NGRIP, NEEM, and EGRIP cores are presented here (see Fig. 1 for locations). In some cases, there are several cores from each drill site.

2.1 The DYE-3 cores

The DYE-3 deep ice core was drilled to bedrock, near the US radar station from which the core takes its name, in 1979–1981 during the American–Danish–Swiss Greenland Ice Sheet Program, also known as GISP (Dansgaard et al., 1982). The position of camp is often given as 65° N, 44° W, but notes from the time of drilling provide the more precise position 65.18° N, 43.83° W with an altitude of 2480 m above sea level. At the time of drilling, the mean annual surface temperature was determined to be $-19$°C, while borehole thermometry produces a modern temperature of $-20$°C (Dahl-Jensen et al., 1998). The ice core retrieved by 1981 was 2035 m long, and at the end of the season, the drill was stuck. The drill was recovered in 1982 with the last 2 m of core. Almost 90% of the ice originates from the Holocene, and the brittle zone included the section between 800 and 1400 m depth. Present-day accumulation is on the order of 0.5 m ice yr$^{-1}$ but variable due to upstream surface undulations (Vinther et al., 2006). Despite the relatively thin glacial section, the analysis of oxygen isotopes resolved and confirmed the same repeated abrupt glacial climatic changes previously found in the Camp Century ice core drilled 1400 km away, which we today call the Dansgaard–Oeschger events.
The location of the DYE-3 drill site was determined by the location of the radar station and is not the ideal place to drill an ice core, as flow of ice from upstream areas over a mountainous bedrock and 41.5 km from the ice divide complicates the interpretation. As part of the GISP activities, shallow cores as well as velocity and altitude measurements were made every 2 km along a line upstream from the DYE-3 station (the B line) and along two parallel lines offset by 2 km to the north–north-west (A line) and south–south-east (C line) in order to better understand the flow leading to the DYE-3 site (see Whillans et al., 1984, for details) and to correct for anomalous thinning of the annual layers due to the upstream bedrock. The shallow core DYE-3 4B was drilled to 174 m depth 8 km upstream from DYE-3, and the shallow core DYE-3 18C was drilled to 110 m depth 36 km upstream along the C line at the position 65.03° N, 44.39° W.

2.2 The GRIP core

The core from GRIP (Greenland Ice-Core Project) was drilled during the 1989–1992 field seasons near the highest point of the Greenland ice sheet, Summit (72.57° N, 37.62° W, 3232 m a.s.l.). The core length is 3028.8 m, and the present-day accumulation is 0.23 m ice yr⁻¹ (Johnsen et al., 1992; Dansgaard et al., 1993; Dahl-Jensen et al., 1993), and the surface temperature was measured to be −32 °C (Hvidberg et al., 1997). The core is drilled close to the present-day ice divide, and the ice divide has a low enough slope to allow us to ignore upstream corrections, although we acknowledge that the ice-flow configuration could have been different in the past. Indeed, changing ice-flow configurations during the last glacial cycle are thought to have altered the bottom 200 m of the GRIP core by folding, identified by Grootes et al. (1993) as inconsistencies with the neighbouring GISP2 ice core drilled 28 km away. In the top 101.3 m, measurements were performed on a shallow core (the S3 shallow core) drilled close to the main hole, but the S3 data are fully integrated into main core records, so in practice, the GRIP record is treated as coming from one core.

2.3 The NGRIP cores

Drilling of the North Greenland Ice-Core Project (abbreviated NorthGRIP or NGRIP) ice core (Dahl-Jensen et al., 2002) was successfully completed in 2003 when liquid water was found at the bedrock at a depth of 3085 m at 75.10° N, 42.32° W. The drill site had an elevation of 2917 m and a mean temperature of −31.5 °C during the years where the camp was operational. The melting at the base limits the age of the ice in the core to approx. 123 ka b2k (North Greenland Ice Core Project Members, 2004) and probably for the same reason, folding at the bottom has not been observed. A 45 m long replicate core from the deepest section was drilled in 2004 and goes 6 m deeper, but data from this core are not presented here. The present-day accumulation rate is 0.19 m ice yr⁻¹ and the bottom melting results in a flow pattern different from that of GRIP with a slow flow of approximately 1 m yr⁻¹ along the ice ridge and less thinning of the bottom layers due to the high basal melt rate of several millimetres per year (Buchardt and Dahl-Jensen, 2007). Thus, the annual layers are more than 5 mm thick over the entire length of the NGRIP core, making it ideal for annual-layer identification.

The NGRIP record comes from a combination of two ice cores: the drill got stuck in 1997 and a new core had to be drilled. The two cores are referred to as NGRIP1 and NGRIP2, respectively, and measurements have been performed on the NGRIP1 core down to a depth of 1372 m, while measurements on the NGRIP2 core start at a depth of 1346 m (corresponding to approximately 9.5 ka b2k) with an overlap (below the brittle zone) to ensure correct alignment of the two records. The mean offset of similar features seen in both the NGRIP1 and NGRIP2 cores is 0.43 m, with the same feature appearing at greater depths in the NGRIP1 core than in the NGRIP2 core (Hvidberg et al., 2002), which is opposite to what would be expected given that the NGRIP2 cores was started several years later. The offset was found to be mainly caused by accumulated uncertainties in the logging of the NGRIP1 core across the brittle section.
2.4 The NEEM cores

During the years 2008–2012, the North Greenland Eemian Ice Drilling (commonly known as the NEEM project) produced a 2540 m long ice core from the drill site located at 77.45° N, 51.06° W (surface elevation 2450 m, mean annual temperature −29 degree C, accumulation rate 0.22 m ice yr⁻¹). See NEEM Community Members (2013) for more details on the drilling and NEEM ice core and Rasmussen et al. (2013a) for a description of the NEEM dating efforts. A 411 m long shallow core named NEEM-2011-S1 was drilled about 100 m away from the NEEM main core drill site (Sigl et al., 2013).

2.5 The EGRIP core

The East Greenland Ice-Core Project (EGRIP or EastGRIP) has at the time of publication retrieved more than 2663 m of ice core at a drill site located within the Northeast Greenland Ice Stream in north-east Greenland. At the start of the drilling operation in 2016, the drilling site was located at 75.6° N, 36.0° W, and it moves more than 50 m annually towards the north-east together with the Northeast Greenland Ice Stream. The present-day temperature is −30 °C, and the average accumulation rate is equivalent to 0.11 m ice yr⁻¹, determined as the average over the period 1607–2011 from a firm core close to the main EGRIP drilling site (Vallelonga et al., 2014) and confirmed later by annual-layer counts on the main core. The upper part of the EGRIP core was first dated by transferring GICC05 to the core by matching mainly volcanic markers (Mojtabavi et al., 2020b; Gerber et al., 2021). Later, the EGRIP records were included in the GICC revision, leading to a revised timescale for the past 3.8 kyr (Sinrl et al., 2022).

3 Analysis methods

We here provide information on the measurement methods used for the presented ice-core records. The information given is correct to the best of our knowledge, but considering that some of the data sets were produced decades ago using equipment that no longer exists by people who are no longer with us, we sometimes have to resort to estimated uncertainties. Uncertainties in individual methods will be discussed below, but we here discuss uncertainties in depth assignment which are particularly important when comparing data obtained on their own, different, and independent depth scales. When an ice core has been drilled, it is logged, a process which involves establishing the master depth scale for the core (Hvidberg et al., 2002). Cores are drilled in segments of up to 4 m, and in the vast majority of cases, the drilled cores match perfectly with the next core, enabling a highly precise depth assignment across core breaks (estimated uncertainty of 1 mm or less). Where drilling problems or core breaks have damaged the core, a larger uncertainty is introduced. This uncertainty will typically be on the order of a few millimetres in the case of irregular breaks, but in a few cases where a piece of ice core has been lost in the drilling process or during extraction from the drill, the uncertainty can be larger. Outside the brittle zone, this is very rare. As this uncertainty applies to the master depth assignment, all measurements performed on the core will be affected in the same way, and for this reason, this is rarely a critical issue when interpreting data from the cores. However, it does introduce localized but large uncertainty in the derived annual-layer thicknesses and could cause problems if the data are compared to data obtained from radar measurements (which rarely have sufficient resolution for this to be a significant problem, though) or data obtained directly in/from the borehole. To summarize, the master depth assignment is accurate, and any uncertainties in the master depth assignment will apply to all measurements in the same way, not influencing the relative depth precision between different records from the same core. After logging, the core is split into sections for further analysis. From this point onward, the depth uncertainties will be different between different measurement systems or sampling methods, e.g. for the following reasons:

- Some data series are measured directly on the core (e.g. dielectric profiling (DEP), electrical conductivity measurement (ECM), visual stratigraphy). The instruments measure the location of the instrument/sensor along the core, which is often accurate (millimetre-scale uncertainties or less for DEP and visual stratigraphy), while the ECM setup has higher uncertainty because it is necessary to have some flexibility in how to move the electrodes across the surface and because of the non-linearity of the potentiometer measuring the along-core position. From parallel measurements on the same core, we estimate the depth assignment uncertainty to be 0.5 cm at the ends and up to 2 cm in the middle of the core sections when making measurements across breaks where smooth operation of the electrodes is difficult.

- Some measurements are made on discrete samples cut from the core (the water stable isotopes reported here and some impurity data, e.g. the ion chromatography data presented below). Each data point will represent an average across a depth interval (often 5 cm minus the ~2 mm width of the saw cut), but the depth assignment (relative to the master depth scale) is very accurate, estimated to 1–2 mm, and given by the width of the saw blade and pencil markings.

- More recently, continuous measurements on melted samples have become common (see Sect. 3.5). While the depth assignment of the end of each core section is accurate, assigning depths in the middle of a section relies on the assumed or measured melt speed. This introduces a possible depth uncertainty from the true (master) depth assignment which is likely similar for all mea-
sured species but will produce an artificial offset compared to, e.g., discrete measurements.

These fundamentally different uncertainty contributions will both rely on equipment-specific issues and operator care and experience. Our observations from multi-parameter data sets containing peaks that would be expected to align in ECM, DEP, and impurity data show that relative, and probably artificial, offsets of 2–3 cm are not uncommon, although data sets are most often aligned within ~1 cm. When interpreting data from parallel records from the same core, the observer should be aware of the limitations imposed by these uncertainties (which are on the same scale as the typical annual-layer thickness or smaller). Analysis of subannual leads and lags is thus not generally recommended unless special care is taken to improve the relative alignment of the records.

3.1 Electrical conductivity measurements

ECM data (reflecting solid-state direct-current (DC) conductivity) were obtained with the technique described by Hammer (1980) and modern versions hereof. It was soon clear that the main value of ECM data was as a tool for aligning records using patterns of volcanic peaks, where absolute calibration plays a lesser role, and therefore not much work has gone into maintaining absolute calibration measurements for the more recent projects. During the DYE-3 drilling project, the method used a direct voltage of 1250 V, and the method was calibrated using pH measurements on discrete samples (Hammer, 1980). In later projects, the voltage was changed to 2000 V to enhance the signal but not calibrated accurately at these new sites. The data are given as [H+] versus depth (measured from the undisturbed surface for the year where drilling started), but as described, the absolute calibration must be considered tentative, also because the effect of core temperature has not been accounted for systematically. Furthermore, the measurement depends on the density of the ice core due to the experimental technique, so the calibration in the firn is not the same as in the ice.

Data from the DYE-3 cores (main and shallow cores) were originally recorded by an analogue plotter on paper with a high resolution and later digitized by hand with a 1 cm resolution by laboratory assistant Anita Boas. The initial paper plots were of high resolution, and we find it very likely that the depth uncertainty contribution arising from the digitization is negligible compared to the depth uncertainty related to the original depth assignment which – as described above – can be up to a few centimetres in the middle of each measured section. The concentration uncertainty contribution from the digitization is certainly also negligible compared to the uncertainty arising from the tentative calibration and irrelevant when the ECM data are used for matching of patterns of volcanic signals. Regarding calibration, see Hammer (1980), Hammer et al. (1985), and Neftel et al. (1985). Data from GRIP were recorded in parallel on paper with a high resolution and digitally with a 1 cm resolution. The calibration applied is \([\text{H}^+] = 0.045 I^{1.73} \text{mequiv kg}^{-1}\) (where \(I\) is the current in microampere), but it must be considered tentative (see Clausen et al., 1995).

ECM data from NGRIP1, NGRIP2, NEEM, and EGRIP are publicly available. Despite the tentative calibration, we provide the data as [H+] values as these were the ones stored when the data sets were originally processed. See Table 1 for data sources.

3.2 Dielectrical properties

Unlike ECM, dielectric profiling (DEP) is an AC (alternating current) method. It was developed by Moore and Paren (1987) and Moore et al. (1989) as a technique to determine the dielectric properties of snow and ice and the total ionic concentration in ice cores at a time when direct measurements of ionic concentrations by ion chromatography (IC, Sect. 3.4) and continuous-flow analysis (CFA, Sect. 3.5) were not yet routinely applied. As a non-destructive method – the complete core is lying between curved electrodes forming a capacitor – DEP is usually the first measurement in an ice-core processing line. Classically, DEP measures conductivity and permittivity in the frequency range up to 1 MHz by standard LCR bridges. The conductivity signal responds to acids and salts, in particular to volcanic and ammonium events. Permittivity is controlled by the porosity and the density can be derived from permittivity measurements in the shallow part of an ice core. Especially for cores which are also analysed for impurities by other methods, DEP (and ECM) data are mainly used for synchronization purposes in order to provide a first timescale for an ice core and to provide dielectric data for modelling synthetic radar profiles (Mojtabavi et al., 2022).

The DEP stratigraphy of the NGRIP, NEEM, and EGRIP cores was determined directly in the field. The DEP device used for all three cores is described by Wilhelms (1996) and Wilhelms et al. (1998), and the measuring procedure is found in detail in Mojtabavi et al. (2020b). The spatial resolution is given by the 1 cm width of the moving capacitor plate, and overlapping measurements were made every 5 mm. The NGRIP cores were measured in a wide and varying range of frequencies between 500 Hz and up to 1 MHz, but only the 250 kHz frequency data are processed and further used, which is also the case for the NEEM and EGRIP data. The DEP instrument was the first in the processing line, and due to lack of space and/or time in the trenches to let the core temperatures equilibrate, the cores’ temperatures varied during the day (as well as during the season). The DEP data are not corrected for this temperature variation. The data sets have been documented and made available as listed in Table 1. DEP data are also available for the GRIP core at a 2 cm resolution at https://www.nci.noaa.gov/access/paleo-search/study/17845 (last access: 16 July 2023).
but were not used for the annual-layer counting due to their marginal resolution.

For the GICC05 and GICC21 work, ECM was the main data set used for synchronization, but DEP conductivity data were used for synchronization of cores where there are gaps in the ECM data and occasionally for supporting the annual-layer identification across data gaps in the impurity records (Rasmussen et al., 2006; Sinnl et al., 2022).

### 3.3 Stable water isotopes, $\delta^{18}$O, and $\delta^D$

Water stable isotopes from DYE-3 and GRIP were used for annual-layer identification, while the accumulation rates at NGRIP and especially EGRIP are too low for the annual signal to survive diffusion in the top metres of the firm. A high number of stable oxygen isotope measurements $\delta^{18}$O were carried out on the DYE-3 ice core just after drilling (1979–1981) (Dansgaard et al., 1982): 63,000 $\delta^{18}$O samples at a resolution of eight samples per year or higher cover the period back to the year 5815 a BP and the time interval from 6906 to 7898 a BP. Because the annual-layer thicknesses decrease with depth, the sample size had to be decreased accordingly. The measurement plan aimed at collecting eight samples per year in order to resolve the annual cycle and used an ice-flow model to provide an a priori estimate of annual-layer thicknesses as a function of depth. For each drilled ice core, the modelled annual layer was determined for the relevant depth, and the sample size was adjusted accordingly. In practice, the sample sizes were cut according to marks placed using an elastic band from the trousers of chief driller and eminent scientist Sigfús Johnsen’s trousers as a measuring device: the elastic band had equidistant marks and was stretched in order to produce eight samples of equal size from each ice section corresponding to the calculated layer thickness. Measurements were performed at the Geophysical Isotope Laboratory (now part of the Niels Bohr Institute) in Copenhagen using the CO$_2$ equilibration method. Vinther et al. (2006) added another 12,000 samples of $\delta^D$ analyses from the periods 5816–6905 a BP and 7899–8313 a BP at a resolution of eight samples per year in order to complete the DYE-3 stable isotope from the surface and back to the 8.2 ka cold event, around which diffusion gradually smooths the signal to a degree where safe annual-layer identification is no longer possible. The $\delta^D$ measurements were performed at the AMS Dating Centre at the University of Aarhus on a GV Instruments continuous-flow isotope-ratio mass spectrometry (CF-IRMS) (Morrison et al., 2001). With this paper, we make the entire record available at the full, measured resolution. The $\delta^{18}$O measurement uncertainty, estimated from repeated measurements of the same samples and comparisons to standards, is 0.1 ‰, while the $\delta^D$ data uncertainty is 0.5 ‰.

Measurements on the DYE-3 4B and 18C shallow cores were performed using the same setup as described above for DYE-3 in 1983 and 1984, also aiming for an average resolution of eight samples per year. The data were analysed by Clausen and Hammer (1988) and Vinther et al. (2010) but have not been made publicly available before now.

For the GRIP core, $\delta^{18}$O measurements with a resolution of 2.5 cm are available back to 3845 a BP (Johnsen et al., 1997). This resolution corresponds to 7–10 samples per year (with the fewest samples per year in the earliest part of the record due to flow-related thinning of the annual layers). The $\delta^{18}$O measurements were made in 1989–1990 in Copenhagen immediately after the drilling. The uncertainty in the $\delta^{18}$O values is 0.1 ‰. As diffusion in the firm and snow degrade the annual signal, the data need to be corrected for the effect of diffusion before being used for annual-layer identification (Vinther et al., 2006, 2010). Following the approach of Johnsen and Andersen (1997) and Johnsen et al. (2000), the deconvolution uses an adaptive cut-off frequency permitting a fixed maximum amplification factor of 50 of the spectral components in the original data. While the deconvolution generally restores or strengthens the annual signal, it may also create spurious peaks that can complicate the correct identification of annual layers, in particular near melt layers.

### 3.4 Impurities measured on discrete samples by ion chromatography (IC)

For the NGRIP1 core, measurements of selected impurities (Li$^+$, Na$^+$, NH$_4^+$, K$^+$, Mg$^{2+}$, Ca$^{2+}$, F$^-$, methane sulfonate (MSA), Cl$^-$, NO$_3^-$, and SO$_4^{2-}$) were made by Ion Chromatography (IC) for the past ~1800 years at a resolution of 5 cm, corresponding to about four samples per year on average. If only one parameter had been measured, this resolution would be marginal, but because different parameters have been measured and these peak at different times of the year, it is possible to identify annual layers using the records in combination. All samples were cut and decontaminated using a microtome knife in a laminar-flow bench at the field site. In 1996, the 9.850–349.250 m depth interval was sampled continuously at a 5 cm resolution. In 1997, selected sections from the Holocene, mainly containing volcanic signals, were sampled at a 5 or 2.5 cm depth resolution. Samples covering the 8.2 ka cold event were cut from the depth interval of 1221–1237.5 m. The frozen samples were thawed in the laboratory and immediately afterwards poured into pre-cleaned sample vials for ion chromatography analyses. Samples from bags 212–403 (depth interval of 116.05–221.65 m) were measured at the Department of Physical Geography, Stockholm University, Sweden. The rest of the samples were measured at the Geophysics Department, Niels Bohr Institute, University of Copenhagen, Denmark. At both laboratories, the measurements where performed on a Dionex 500 IC. Data measured in Stockholm were calibrated to a calibration curve established using eight standards, while data measured in Copenhagen were calibrated to a linear calibration curve established only with a single standard. Ammonium concentrations measured in Copenhagen may be biased due to possible sample uptake of ammonium from the air while in
the liquid phase. In Stockholm, \( \text{Li}^+ \) was not measured and \( \text{F}^- \)-concentrations may be biased due to methods that were not optimal for quantification of fast eluted ions. The uncertainty in the concentrations measured in Copenhagen is estimated to 10\%–15\% and comes from a combination of bias from the solutions used for calibration, non-linearity in the measurements, and measurement drift during an analysis series. For extreme sample values, e.g. for large volcanic eruptions, the uncertainty can be larger than 15\%. The concentrations measured in Stockholm are more accurate mainly due to the use of more than one standard for calibration. Further information about the analysis setup can be found in Littot et al. (2002), Siggaard-Andersen et al. (2002), and Jonsell et al. (2007).

The sulfate data were released in connection with the study of Plummer et al. (2012), where the volcanic and background sulfate levels were separated, but the remaining parameters have not yet been made publicly available.

### 3.5 Impurities measured by continuous-flow analysis (CFA)

Impurity records obtained by continuous-flow analysis (CFA) were pioneered by the University of Bern and are generally very strong tools for annual-layer detection due to the often high resolution and because the annual layers are often detectable in several parallel records, sometimes with different seasonality. The first measurements performed by CFA on long ice-core intervals were those of the GRIP core (Fuhrer et al., 1993), comprising concentration profiles of \( \text{NH}_4^+ \), \( \text{Ca}^{2+} \), and \( \text{H}_2\text{O}_2 \). The data were registered every 2 mm, but due to internal dispersion of the signal in the analytical setup, the shortest cycles that can be identified in the data are 2–3 cm. This limit is estimated from the response time of the system going from 90\% to 10\% of the amplitude when responding to a step concentration change (Röthlisberger et al., 2000). The achievable resolution depends on the selected melt speed (in the data sets provided here, it is typically 3.5–4 cm min\(^{-1}\)). Note that in some publications the resolution is defined by the respective e-folding time of the step signal, which is accordingly shorter (Erhardt et al., 2022a). The data were used for annual-layer identification in the 7.9–10.3 ka b2k interval when creating GICC05 (Rasmussen et al., 2006), but data are also provided over GS-1 (roughly equivalent to the Younger Dryas) and GI-1 (roughly equivalent to the Bølling–Allerød period). Formaldehyde was also measured but does not exhibit a usable annual signal and is not included in the data file. The measurement were performed as described in Fuhrer et al. (1993) and Sigg et al. (1994). Fuhrer et al. (1996) analysed the ammonium data and Fuhrer et al. (1999) analysed the calcium record, but the data set has remained unpublished in its full resolution until now.

The CFA measurement setup at the University of Bern was further developed, extended, and refined and used for obtaining records for several long ice cores. The NGRIP version of the Bern CFA system was operated in the field in 2000 and is described in detail in Röthlisberger et al. (2000). In addition to the \( \text{NH}_4^+ \) and \( \text{Ca}^{2+} \) measurements, which were already part of the GRIP setup, measurements of \( \text{Na}^+ \), \( \text{NO}_3^- \), and \( \text{SO}_4^{2-} \) were made, and a conductivity cell as well as an insoluble particle counter were also included. This NGRIP2 data set is only available from around 10.3 ka b2k and further back in time and forms the backbone of GICC05 in large parts of the glacial and is thoroughly described in Erhardt et al. (2022a). The data file was released together with the Erhardt et al. (2022a) paper, but due to larger analytical uncertainties and data quality issues, the records of sulfate, dust particles, formaldehyde, and hydrogen peroxide are not included. The \( \text{SO}_4^{2-} \) data were nevertheless used by Lin et al. (2022), and the full-resolution sulfate data file back to 60 ka b2k is available as a supplement to their paper.

Insoluble microparticles (mineral dust) was measured as part of the CFA setup, using a laser particle detector contributed by the University of Heidelberg and the Alfred Wegener Institute. The data were published separately by Ruth et al. (2003) and Ruth et al. (2007) as coarse-resolution data sets. A 5 cm resampled version of the data was also made available in connection with the work of Gkinis et al. (2014), and annual values were released over short sections by Steffensen et al. (2008), but for annual-layer identification, the full resolution was used. The full-resolution data file is released with this work. The relative uncertainty in the laser particle measurements has been estimated to 5\%–10\% for the number concentration and 15\%–20\% for the mass concentration (Ruth et al., 2003), the latter including uncertainty in the size calibration.

For the younger, more shallow parts of the NGRIP2 core, an impurity data set was measured at the Desert Research Institute in Reno (CFA extended by an inductively coupled plasma sector field mass spectrometer) covering 159.6–582.4 m depth (approximately from 730 to 3200 a b2k) with a resolution of 1 cm (McConnell et al., 2018), which has been used for GICC21.

For NEEM, the main data set used for the GICC21 work also comes from the Bernese CFA setup: the main NEEM data set is described and published together with the NGRIP2 data by Erhardt et al. (2022a) and covers the entire core but with a relatively large rate of data loss in the brittle section. An additional data set, also measured at the Desert Research Institute combined CFA–ICP-SFMS setup, is the record from the 411 m long shallow core NEEM-2011-S1 (Sigl et al., 2013), which was extended using NEEM main-core ice in the 399–500 m interval by Sigl et al. (2015).

The limit of detection (LOD) of the CFA data (defined as 3 times the standard deviation of the signal baseline (derived from Milli-Q water) is typically 0.1 ppb for all CFA components (Erhardt et al., 2022a; Röthlisberger et al., 2000). However, the reproducibility of calibration standards (1\(\sigma\) of
their values) is much higher than the LOD and is also affected by the procedural blank to mix the standards. Thus, while the ice-core meltwater stream is per se not affected by these effects, the translation of signal amplitudes to concentration using the calibration standards introduces this uncertainty. As a conservative estimate of this uncertainty in our concentration records, we use the uncertainty in the calibration standards (derived from a mean calibration curve on individual standards). This reproducibility (which is hence our estimated uncertainty in the concentration values) is 1 ppb for Cu\textsuperscript{2+} and Na\textsuperscript{+}, 0.5 ppb for NH\textsubscript{4}\textsuperscript{+}, 3 ppb for NO\textsubscript{3}\textsuperscript{−}, and 1–4 ppb for H\textsubscript{2}O\textsubscript{2} (Gfeller et al., 2014). The relative uncertainties are dependent on the mean concentration of the respective species in the ice core, which are also time dependent. For example, for low Ca\textsuperscript{2+} concentration values during the Holocene, the relative uncertainty can be 10%–20%, while for high glacial concentrations they are less than 2%. For Na\textsuperscript{+} a similar picture emerges with Holocene relative uncertainties of typically <5% and glacial values of <1%. For NH\textsubscript{4}\textsuperscript{+} and NO\textsubscript{3}\textsuperscript{−}, where the glacial-to-interglacial changes are small, the relative uncertainties are less than 10% and 2%, respectively (Gfeller et al., 2014). For H\textsubscript{2}O\textsubscript{2}, the relative uncertainty is typically less than 2%.

Great care has been given to remove spurious values (for example from potential contamination at core breaks) in the records, but, in particular, outlier values near data gaps need to be interpreted with extra care.

The EGRIP CFA data were measured by the Bernese setup and the data set is available at PANGAEA with the measurements described by Erhardt et al. (2023). In addition to the CFA system already successfully deployed for the NEEM ice core, the setup was extended by an inductively coupled plasma time-of-flight mass spectrometer (icpTOF; TOFWERK, Thun, Switzerland). The system allows the quantification of elemental concentrations over the full mass range of 23–275 amu (atomic mass unit) in millisecond resolution and, thus, allows the detection of individual dust particles (Erhardt et al., 2019). It also includes a single-particle extinction and scattering instrument (SPES, EOS, Milano, Italy) which allows quantification of the diameter and refractive index of the dust particles in the ice. The data of these new instruments are still in the process of evaluation and are not provided here.

3.6 Visual stratigraphy (line-scan data)

A continuous high-resolution record of digital images was obtained from the NGRIP ice core in the depth interval of 1330–3085 m during the 2000 and 2001 field seasons. The images are obtained as dark-field images from an indirect light source and provide detailed visual documentation of the ice core at high depth resolution. The visual stratigraphy grey-scale intensity profile (the line-scan profile) is obtained as an averaged intensity profile from the centre part of the stratigraphy images along the direction of the core. The data set covers the depth interval of 1371.15–2425.00 m at a 1 mm depth resolution. The data set was applied to construct the glacial part of the GICC05 ice-core chronology. The analytical techniques and the intensity profile are described in Svensson et al. (2005), to which we refer for a fuller description of uncertainties, etc.

3.7 GICC05 annual-layer positions

Based on the data described above, annual layers were identified for the construction of the Greenland Ice-Core Chronology 2005 (GICC05). The high-resolution version data file is released for the first time with this paper now that all the underlying data sets are also available. Previously, 10- and 20-year-resolution data files containing the timescale and resampled δ\textsuperscript{18}O data have been released for different time intervals together with relevant dating papers. The data set consists of the location of the annual markers in the GICC05 timescale for each core’s depth sections where data were available and sufficiently resolved to allow annual dating. The markers are placed in the winter or spring depending on the availability of data (e.g. using the winter δ\textsuperscript{18}O minimum, winter sodium concentration maximum, spring dust/calcium concentration maximum, or line-scan grey-scale peaks in the deepest parts). Across data gaps, markers are placed by interpolation assuming a constant layer thickness or using other impurity species with different seasonality (e.g. using summer ammonium or nitrate peaks). Therefore, the criteria for where the annual markers are placed vary between sections, and care should be taken when interpreting data on an annual scale.

The dating of the 0–7.9 ka b2k part is based mainly on isotope data and is described by Vinther et al. (2006). Impurity records from GRIP and NGRIP2 form the basis for the multi-parameter annual-layer identification across the 7.9–14.7 ka b2k interval (Rasmussen et al., 2006). In the deeper parts, the line-scan profile plays a larger role together with the best-resolved of the CFA parameters. The dating of the 14.7–41.8 ka b2k part is described in Andersen et al. (2006), while the details on the 41.8–60.0 ka b2k part can be found in Svensson et al. (2008). When counting layers, uncertainty is introduced when an annual layer is backed up by evidence only in some of the data series or when a certain well-resolved feature is suspected to contain more than one annual layer. The cases of ambiguity in the annual-layer identification process have been marked using so-called uncertain layer markings. These uncertain layer markings were included in the timescale as 1/2 ± 1/2 year, with the ±1/2 year forming the basis for quantifying the so-called maximum counting error. The concept of maximum counting error is further discussed in Rasmussen et al. (2006). If needed, the maximum counting error can in a standard deviation context be regarded as an approximation of the 2σ uncertainty (Andersen et al., 2006).

In the Holocene, GS-1, and GI-2, the published timescale was derived from annual-layer markings by manually de-
data availability and characteristics: 21–3845 a B2k (0.25 %), a constant relative uncertainty for each period with similar estimated from the number of uncertain layer markings as of these two categories. The maximum counting error was table detailing which uncertain layers were assigned to each not noted “type 2”). With the data file, we provide a separate count as years (denoted “type 1”) and which to skip (determining which half of the uncertain layer markings to Table 1. Data sets used for the construction of the Greenland Ice-Core Chronology 2005 and 2021 (GICC05 and GICC21). For completeness, we include both data sets released with this paper and data made available elsewhere.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Site</th>
<th>References</th>
<th>Link/DOI</th>
</tr>
</thead>
<tbody>
<tr>
<td>ECM</td>
<td>DYE-3 main core</td>
<td>This work, Rasmussen et al. (2022a)</td>
<td><a href="https://doi.org/10.1594/PANGAEA.942849">https://doi.org/10.1594/PANGAEA.942849</a></td>
</tr>
<tr>
<td></td>
<td>DYE-3 4B</td>
<td>This work, Rasmussen et al. (2022b)</td>
<td><a href="https://doi.org/10.1594/PANGAEA.942843">https://doi.org/10.1594/PANGAEA.942843</a></td>
</tr>
<tr>
<td></td>
<td>DYE-3 18C</td>
<td>This work, Rasmussen et al. (2022c)</td>
<td><a href="https://doi.org/10.1594/PANGAEA.942847">https://doi.org/10.1594/PANGAEA.942847</a></td>
</tr>
<tr>
<td></td>
<td>GRIP</td>
<td>This work, Rasmussen et al. (2022d)</td>
<td><a href="https://doi.org/10.1594/PANGAEA.942944">https://doi.org/10.1594/PANGAEA.942944</a></td>
</tr>
<tr>
<td></td>
<td>NGRIP1 and NGRIP2</td>
<td>Rasmussen et al. (2013a, b)</td>
<td><a href="https://www.iceandclimate.nbi.ku.dk/data/ngrip2013ecm.txt">https://www.iceandclimate.nbi.ku.dk/data/ngrip2013ecm.txt</a> (last access: 16 July 2023) and at WDC Paleo</td>
</tr>
<tr>
<td>NEEM</td>
<td>Rasmussen et al. (2013a, b)</td>
<td></td>
<td><a href="https://doi.org/10.1594/PANGAEA.935818">https://doi.org/10.1594/PANGAEA.935818</a> (last access: 16 July 2023) and at WDC Paleo</td>
</tr>
<tr>
<td></td>
<td>EGRIP, down to 1383.84 m depth</td>
<td>Mojtabavi et al. (2020b, c)</td>
<td><a href="https://doi.org/10.1594/PANGAEA.922199">https://doi.org/10.1594/PANGAEA.922199</a></td>
</tr>
<tr>
<td>DEP</td>
<td>NGRIP1, down to 1372 m depth</td>
<td>Mojtabavi et al. (2022a, d)</td>
<td><a href="https://doi.org/10.1594/PANGAEA.922191">https://doi.org/10.1594/PANGAEA.922191</a></td>
</tr>
<tr>
<td></td>
<td>NGRIP2, down to 1298.55 m depth</td>
<td>Mojtabavi et al. (2022, 2020a)</td>
<td><a href="https://doi.org/10.1594/PANGAEA.922306">https://doi.org/10.1594/PANGAEA.922306</a></td>
</tr>
<tr>
<td></td>
<td>NGRIP2, from 1298.7 m depth</td>
<td>Rasmussen et al. (2013a, b)</td>
<td><a href="https://www.iceandclimate.nbi.ku.dk/data/ngrip2013dep.txt">https://www.iceandclimate.nbi.ku.dk/data/ngrip2013dep.txt</a> (last access: 16 July 2023) and at WDC Paleo</td>
</tr>
<tr>
<td></td>
<td>NEEM, down to 1493.297 m</td>
<td>Mojtabavi et al. (2020b, e)</td>
<td><a href="https://doi.org/10.1594/PANGAEA.922193">https://doi.org/10.1594/PANGAEA.922193</a></td>
</tr>
<tr>
<td></td>
<td>EGRIP, down to 1383.84 m depth</td>
<td>Mojtabavi et al. (2020b, f)</td>
<td><a href="https://doi.org/10.1594/PANGAEA.919313">https://doi.org/10.1594/PANGAEA.919313</a></td>
</tr>
<tr>
<td>Water stable isotopes</td>
<td>DYE-3 main core</td>
<td>This work, Rasmussen and Vinther (2022a)</td>
<td><a href="https://doi.org/10.1594/PANGAEA.942945">https://doi.org/10.1594/PANGAEA.942945</a></td>
</tr>
<tr>
<td></td>
<td>DYE-3 4B</td>
<td>This work, Rasmussen and Vinther (2022b)</td>
<td><a href="https://doi.org/10.1594/PANGAEA.942751">https://doi.org/10.1594/PANGAEA.942751</a></td>
</tr>
<tr>
<td></td>
<td>DYE-3 18C</td>
<td>This work, Rasmussen and Vinther (2022d)</td>
<td><a href="https://doi.org/10.1594/PANGAEA.942937">https://doi.org/10.1594/PANGAEA.942937</a></td>
</tr>
<tr>
<td></td>
<td>GRIP</td>
<td>This work, Rasmussen and Vinther (2022c)</td>
<td><a href="https://doi.org/10.1594/PANGAEA.942851">https://doi.org/10.1594/PANGAEA.942851</a></td>
</tr>
<tr>
<td>Soluble impurities</td>
<td>NGRIP1, IC</td>
<td>This work (all parameters), Sigggaard-Andersen et al. (2022), sulfate made available with Plummer et al. (2012), Fuhrer et al. (1993), Sigg et al. (1994), this work, Fischer et al. (2022)</td>
<td><a href="https://doi.org/10.1594/PANGAEA.944172">https://doi.org/10.1594/PANGAEA.944172</a></td>
</tr>
<tr>
<td></td>
<td>GRIP, CFA</td>
<td>Fuhrer et al. (1993), Sigg et al. (1994)., this work, Fischer et al. (2022)</td>
<td><a href="https://doi.org/10.1594/PANGAEA.935818">https://doi.org/10.1594/PANGAEA.935818</a></td>
</tr>
<tr>
<td></td>
<td>NGRIP2, CFA, 1404 m downwards</td>
<td>Erhardt et al. (2022a, 2021a); sulfate: Lin et al. (2022), Fuhrer et al. (1996), this work, Fischer et al. (2022)</td>
<td><a href="https://doi.org/10.1594/PANGAEA.935837">https://doi.org/10.1594/PANGAEA.935837</a></td>
</tr>
<tr>
<td></td>
<td>NGRIP2, CFA, 159.6–582.4 m</td>
<td>McConnell et al. (2018, 2023)</td>
<td><a href="https://doi.org/10.1594/PANGAEA.857029">https://doi.org/10.1594/PANGAEA.857029</a></td>
</tr>
<tr>
<td></td>
<td>NEEM, CFA, all core</td>
<td>Erhardt et al. (2022a, 2021b)</td>
<td><a href="https://doi.org/10.1594/PANGAEA.857029">https://doi.org/10.1594/PANGAEA.857029</a></td>
</tr>
<tr>
<td></td>
<td>NEEM, CFA, 399–500 m</td>
<td>Sigl et al. (2015)</td>
<td><a href="https://doi.org/10.1594/PANGAEA.857037">https://doi.org/10.1594/PANGAEA.857037</a></td>
</tr>
<tr>
<td></td>
<td>EGRIP, CFA</td>
<td>Erhardt et al. (2023, 2022b)</td>
<td><a href="https://doi.org/10.1594/PANGAEA.945293">https://doi.org/10.1594/PANGAEA.945293</a></td>
</tr>
<tr>
<td>Dust</td>
<td>NGRIP2</td>
<td>Ruth et al. (2003, 2007), Rasmussen and Ruth (2022), and this work</td>
<td><a href="https://doi.org/10.1594/PANGAEA.945447">https://doi.org/10.1594/PANGAEA.945447</a></td>
</tr>
<tr>
<td>Grey-scale profile from the visual stratigraphy scans</td>
<td>NGRIP2</td>
<td>Svensson et al. (2005, 2022)</td>
<td><a href="https://doi.org/10.1594/PANGAEA.941174">https://doi.org/10.1594/PANGAEA.941174</a></td>
</tr>
<tr>
<td>GICC05 annuals</td>
<td>DYE-3, GRIP, NGRIP1, NGRIP2</td>
<td>This work and, depending on age range used, Viner et al. (2006), Rasmussen et al. (2006), Andersen et al. (2006), and/or Svensson et al. (2008). Data file reference: Rasmussen et al. (2022c)</td>
<td><a href="https://doi.org/10.1594/PANGAEA.943195">https://doi.org/10.1594/PANGAEA.943195</a></td>
</tr>
<tr>
<td>GICC21 annuals</td>
<td>EGRIP, NEEM, NGRIP1, NGRIP2, NEEM-2011-S1, GRIP, DYE-3 (main, 4B, and 18C)</td>
<td>Sinnl et al. (2022)</td>
<td>Supplement to the paper at <a href="https://doi.org/10.5194/cp-18-1125-2022">https://doi.org/10.5194/cp-18-1125-2022</a></td>
</tr>
</tbody>
</table>

terminating which half of the uncertain layer markings to count as years (denoted “type 1”) and which to skip (denoted “type 2”). With the data file, we provide a separate table detailing which uncertain layers were assigned to each of these two categories. The maximum counting error was estimated from the number of uncertain layer markings as a constant relative uncertainty for each period with similar data availability and characteristics: 21–3845 a b2k (0.25 %), 3846–6905 a b2k (0.5 %), 6906–10 276 a b2k (2 %), 10 277–11 703 a b2k (0.67 %), 11 703–12 896 a b2k (3.3 %), 12 896–14 075 a b2k (2.6 %), and 14 075–14 692 a b2k (2.7 %) (see Table 2 in Vinther et al., 2006, and Table 3 in Rasmussen et al., 2006). From GS-2 and below, every second uncertain layer was counted as a year and the maximum counting uncertainty increased by 1 year, giving rise to a variable relative counting error ranging from 4 % in the warm interstadial...
periods to 7% in the cold stadials and averaging 5.3% (Andersen et al., 2006; Svensson et al., 2008).

3.8 A note on accumulation rates

Accumulation rates can in principle be reconstructed from the observed annual-layer thicknesses by taking into account the flow-induced thinning of the layers. However, due to uncertainties in constraining the ice-flow history, this is not straightforward in practice, and other approaches yield different results. We do not embark on accumulation reconstruction here, but for completeness, we provide some comments about published accumulation-rate estimates.

Kindler et al. (2014) provided an accumulation estimate based on firn modelling for NGRIP (see the supplement of that paper), but using diffusion-based estimates, Gkinis et al. (2014) found that the accumulation is ~10% lower with even larger differences at the Last Glacial Maximum (LGM) and in the Early Holocene. For NEEM, a number of different approaches were compared in Rasmussen et al. (2013a), demonstrating a spread of up to 30% between accumulation estimates derived from different methods. This illustrates that accumulation reconstructions must be considered rather uncertain and that comparing accumulation reconstructions made in different ways is recommended in order to properly estimate the uncertainty.

4 Data availability

The data sets used for this work are listed in Table 1.

5 Conclusions

With this paper and the associated data sets, the data underpinning the GICC05 and GICC21 timescales have been made available. We hope that this will stimulate further work on high-precision ice-core chronologies, both in relation to the revision of GICC05, which has only just started with the publication of the GICC21 for the first 3.8 kyr (Sinnl et al., 2022), and in other contexts. In view of the complicated data matrix spanning a wide range of parameters, depth intervals, ice cores, and decades of method development, we encourage future users of the data to get in contact with the respective research groups that measured the data to obtain expert advice on the data quality and its limitation for specific applications.
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