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Abstract—Radio-echo sounding (RES) reveals patches of high backscatter in basal ice units, which represent distinct englacial features in the bottom parts of glaciers and ice sheets. Their material composition and physical properties are largely unknown due to their direct inaccessibility but could provide significant information on the physical state as well as on present and past processes at the ice-sheet base. Here, we investigate the material properties of basal ice units by comparing measured airborne radar data with synthetic radar responses generated using electromagnetic (EM) forward modeling. The observations were acquired at the onset of the Jutulstraumen Ice Stream in western Dronning Maud Land (DML) (East Antarctica) and show strong continuous near-basal reflections of up to 200-m thickness in the normally echo-free zone (EFZ). Based on our modeling, we suggest that these high-backscatter units are most likely composed of point reflectors with low dielectric properties, suggesting thick packages of englacial entrained debris. We further investigate the effects of entrained particle size, and concentration in combination with different dielectric properties, which provide useful information to constrain the material composition of radar-detected units of high backscatter.

Index Terms—Antarctic ice sheet, basal freeze-on, basal ice, electromagnetic (EM) forward modeling, gprMax, ice accretion, Jutulstraumen ice stream, radio-echo sounding (RES), sediment entrainment.

I. INTRODUCTION

T

HE future evolution of the Earth’s climate is tightly interconnected with the behavior of the polar ice sheets. Processes acting at the ice-sheet surface are rather convenient to study, however, little is known about the processes at the ice-sheet base due to their direct inaccessibility. Aerogeophysical investigations, such as radio-echo sounding (RES), provide information about the layered internal age structure as well as some constraints about the ice-bed interface [1], [2], [3], [4] on larger spatial scales. In the bottom 10%–30% of the ice sheets, continuous layers mostly disappear and this part was widely characterized by the absence of any backscatter in older RES systems, had therefore often been referred to as echo-free zone (EFZ). While lacking RES system sensitivity failed to record weak backscatter (within the noise floor), earlier interpretations nevertheless also postulated that the EFZ was probably caused by deformed and stagnant ice, elevated englacial temperatures, or high layer roughness [5]. With improving radar imaging capabilities, subunits could be detected in this zone [6], now referred to as basal unit or basal layer instead of EFZ. Over the last decade, more and more locations have been identified where reflection anomalies appeared, up to hundreds of meters thick layers located between the conformly stratified internal horizons and the bed [7].

The existence of such ice subunits in the bottom part of the ice sheet, which differ from their overlying stratum by backscattering close to the noise floor and disturbed stratigraphy, indicates significant differences in the englacial dielectric properties. For most general purposes, we distinguish the various characteristics in this basal unit between a low- and high-backscatter zone (LBZ and HBZ, respectively; see Section III-C in Data and Methods for details). Such backscatter changes in turn allow conclusions to be drawn about the physical properties at the base of the ice, as well as the processes that create them. Theories about the state
of the ice base and the processes that cause the peculiar reflections near the ice base are diverse. They range from frozen basal water on the underside of the ice sheet [6], [7], [8], [9], englacial folding [10], [11], [12], entrained subglacial material [13] to cold-temperate transitions with liquid water inclusions [14], [15], [16], [17]. Other explanations include sharp transitions in crystal fabric, heterogeneous small-scale roughness, stagnant ice, or disrupted isochrones [18].

Deciphering the material properties and physical conditions in the bottom part of the basal unit can, for example, improve our understanding of ice dynamics [18], hydrological processes [8], sediment transfer [19], the general availability of water and sediment in the subglacial environment [13], [20], and their effect on basal sliding [21]. Most notably, it is crucial to determine the different material compositions of the different subunits, which influence ice dynamics. In particular, for HBZs, the analysis based on the RES backscatter signatures seems appropriate to determine their physical characteristics and thus their significance for the ice-sheet system. For instance, if the lowermost HBZ is frozen to the bed, it could sustain the current ice configuration [22], accommodate only internal deformation without sliding, and thus keep ice-flow velocities low as well as protect the bed from erosional processes [8]. By contrast, if the lowermost HBZ indicates a temperate bed, destabilizing processes such as sliding with increased meltwater production, less sliding resistance permitting higher flow velocities, and increased erosion capacity may be more important.

The terms referring to the HBZ vary and are used inconsistently in the literature. Therefore, a variety of different descriptions of radar signatures fall under this term. Bell et al. [6] report “basal reflectors of several hundred meters in thickness, which are interpreted to be composed of a uniform distribution of point reflectors (diffuse reflectors) at the valley heads and valley walls of the Gamburtsev Mountains (East Antarctica).” They find two types of HBZ populations, one type with partly laminated reflectors and another type with a uniform reflection distribution. Winter et al. [13] detect a similar reflection signature in the near bed environment of the ice at the Independence Hills (West Antarctica), which they attribute to entrained sediment. These reflectors extend up to several hundred meters and are partly connected to the basal substrate. Another set of reflections in the near basal environment, which were attributed to entrained debris, were observed at the Hiawatha crater in the Greenland Ice Sheet [23]. A different type of reflection signature in the bottom part of the ice was found at Little Dome C [18] (East Antarctica), which is described as a notable change in return power between the continuous layering and the bed.

The question remains which dielectric properties and which associated material composition can be attributed to the respective backscatter patterns of the zones within basal units in the RES data. Electromagnetic (EM) simulators are a means to generate synthetic radargrams using a given medium with dielectric properties corresponding to those of typical near-bed environments of an ice sheet. For this, information about dielectric properties from ice cores and from materials found in the ice and at the base of the ice is required. A well-established method uses finite-difference time-domain (FDTD) models to investigate the nature of radar reflections in ice sheets in a 1-D domain [24], [25], [26], [27], [28]. Simulations in more complex geometrical environments in two and three dimensions can be conducted, for instance, with the open-source software gprMax [29], [30], which have been successfully used for glaciological applications [31], [32], [33].

II. Motivation

In this article, we present a conceptual study where we explore potential ice and material compositions that produce the radar signature of HBZs in basal ice units imaged with an airborne ultrawideband (UWB) radar system in the Jutulstruamen drainage basin in East Antarctica. For this purpose, we use the radar modeling software gprMax to compare synthetic radar signatures with the measured ones. We propose that the observed reflection signatures are most likely caused by point reflectors within the ice (e.g., originating from entrained sediments [13] or embedded basal material due to basal freeze-on [6]) of the basal units. Therefore, our focus is investigating the effects of point reflector concentration, size, and the dielectric properties of entrained material in the ice and at the ice–bed interface. In particular, the relationship between the return power and abruptness at the onset of the HBZ, the continuity of the return power within the HBZ, and the reflection properties at the ice–bed interface hold the potential to constrain or exclude possible material compositions.

III. Data and Methods

A. Radio-Echo Sounding Data

Here, we use RES data from an austral summer season 2018/19 airborne Antarctic radar campaign (JuRaS-2018; Jutulstruamen Radar Stratigraphy, Fig. 1) [34] conducted by the Alfred Wegener Institute, Helmholtz Centre for Polar and Marine Research (AWI). The data were acquired with AWI’s multichannel UWB Multichannel Coherent Radar Depth Sounder 5 (MCoRDS 5) at an altitude of 365 m above ground. The radar system consists of an eight-element antenna array mounted underneath the fuselage of AWI’s Polar 6 BT-67 aircraft [35]. The radar data were recorded using three linear frequency modulated chirps at a 30-MHz bandwidth with a center frequency of 195 MHz (180–210 MHz). One measurement consists of three alternating waveforms to increase the dynamic range of the system (1-, 3-, and 10-μs chirps with increased receiver gain for the deeper-sounding waveforms). The near-bed environment is always covered by the high-gain 10-μs chirp. To reduce the data rate and to increase the signal-to-noise ratio (SNR), the recorded data from every channel were coherently presummed. For detailed data acquisition and instrument specification descriptions (see [36], [37], [38]).

We performed the data processing with the CReSIS Toolbox [40], which comprises pulse compression, synthetic aperture radar (SAR) processing (f-k migration), and array processing. To reduce sidelobes, we used a Tukey time-domain weighting on the pulse- and frequency-domain matched filtering with a Hanning window for pulse compression. For SAR processing, we used a two-layered EM wave propagation velocity model with constant dielectric permittivity values: $\varepsilon_{\text{ice}} = 3.15$ and $\varepsilon_{\text{air}} = 1$ for ice and air, respectively [41].
One final radargram is composed of a total of 24 radargrams, whereby each consists pairwise of a combination of one of eight receivers and one of three waveforms [4]. Our final postprocessed radar data product has a horizontal along-track resolution of 15 m (trace spacing) and a range resolution of 4.3 m. For further details on radar data processing, we refer to Franke et al. [38], who processed similar data using the same methods and system parameters as the data used in this study.

For this study, we use two different radar data products (see Fig. 2). First, an unfocused SAR processed product [qlook; see Fig. 2(b)], which assumes that all reflections arrive at the receiver from nadir. Here, the data are coherently stacked along-track for each channel individually, and no correction for the propagation delay and no motion compensation are performed. Finally, all signals from each channel are averaged incoherently (cross-track). Second, a focused SAR (f-k migrated) data product [standard; see Fig. 2(c)]. For this product, coherent phase summation, as well as motion compensation with high-precision GPS and INS data, is applied. The antenna beam is steered toward nadir (delay and sum method) by coherent summation of each channel while considering each phase center measurement position. Furthermore, a Hanning window in the frequency domain is applied for sidelobe suppression. For the comparison with our grprMax simulations, we use the unfocused qlook data product since we do not perform any focusing with the grprMax results. However, we use the focused standard data to obtain information about true geometries of reflections near the base and from the ice–bed interface.

B. Survey Region and Glaciological Setting

The JuRaS-2018 radar data were acquired at the onset region of the Jutulstraumen ice stream [34], between the Troll (Norway) and Kohnen (Germany) stations (see Fig. 1). Most radar lines are oriented perpendicular to the direction of ice flow. They cover the deep central topographic depression (Jutulstraumen Trough), which prominently cuts through Dronning Maud Lands (DML) mountain chain where ice thicknesses range up to 3500 m. Furthermore, the radar lines cover the Jutulstraumen Ice Stream upstream region where smaller valleys merge into the Jutulstraumen Trough [34]. In addition, our northern survey lines cover a region of higher elevated topography and lower ice flow velocities in the East of the Jutulstraumen Trough. Franke et al. [34] classified this region as a preserved early-stage alpine landscape, where small-scale V- and U-shaped valleys indicate a low degree of glacial erosion. In general, the southern part of the Jutulstraumen drainage basin has most likely experienced a step-by-step development and subsequent modification of subaerial weathering and erosion by river systems and mountain glaciers until substantially preserved by a thick ice cover around 13.6 million years ago [34], [42]. Although this region is nowadays ice-dynamically stable, Neckel et al. [20] find evidence for an active subglacial hydrological system. They show that numerous topographic basins serve as reservoirs where subglacial water episodically collects and drains.

C. Radar Signature of the Bottom of the Ice Sheet

Fig. 2 shows a 65-km long RES profile located at the onset region of the Jutulstraumen Ice Stream east of the kilometer-deep Jutulstraumen Trough valley system (see Fig. 1). Ice thickness in this region ranges from 1.5 to 2 km and the subglacial topography is characterized by a mountainous landscape with elevation changes in several hundred meters. The top ~75% of the ice column is composed of continuous internal layer stratigraphy, followed by a zone which includes nonlayered discontinuous patches of low backscatter and is partly echo-free [LBZ; see Fig. 2(a)]. Furthermore, we find continuous patches of high backscatter at several locations, which are located above the ice-base reflection [see Fig. 2(b)]. We term these units of high backscatter HBZs due to their prominent characteristic appearance in beneath the LBZ and proximity to the ice base.

The backscatter signature of the HBZs is characterized by consistently stronger return power with little variation compared to the LBZ. This suggests frequent changes in the dielectric properties between their onset and the ice base, similar to the layered radar stratigraphy in the upper part of the ice column. However, layering is not apparent in the radar signature of the HBZs. Moreover, the radar signature is nearly identical between the unfocussed (qlook) product and
the SAR-focused (standard) product [see Fig. 2(b) and (c)]. Unlike in the SAR-focused radargram, we find only a few indications of strong hyperbolic reflections in the unmigrated data [white arrows in Fig. 2(b)]. For a more detailed analysis of the backscatter pattern within the HBZs, we define three locations where HBZs (see Fig. 3) appear in the radargram and extract the A-scan of a single trace. For the selection of the individual A-scans as well as for further consideration in this study, we choose the (qlook) unmigrated data as they represent the closest analogy to the synthetic outputs created with gprMax.

The three HBZs considered here [HBZ1, HBZ2, and HBZ3; see Fig. 3(c)–(e)] are 100–200 m thick and located mostly on top of higher elevated topography in the radar profile [see Fig. 2(a)]. The radar signature throughout the HBZs is generally characterized by a relatively strong increase in backscatter at the boundary between the HBZs and the LBZ. In example, HBZ1 in Fig. 3, the backscatter decreases only marginally and remains high. For HBZ2 and HBZ3, there is more variation in backscatter within the HBZs but still remains at a high level (relative to the backscatter in the LBZ). Differences are also visible in the relation between the backscatter of the upper boundary of the HBZ and the backscatter at the ice–bed interface. In HBZ1, the bed reflection is almost nonexistent and most likely of similar strength as within the HBZ itself. In HBZ2, the bed reflection is of similar strength as at the onset of the HBZ, and in HBZ3, the bed reflection is stronger than the one at the HBZ onset.

Similar radar signatures of patches of higher backscatter above the bed reflection were reported in several studies in Antarctica and Greenland [6], [7], [13], [23], [43]. The nature of their reflections and the interpretation of the cause of the reflection signatures across the HBZs of these studies are diverse as well as their locations within the ice sheets and their ice-dynamic and overall glaciological context. We find the strongest similarities between our HBZ reflection signatures to the features found by Bell et al. [6], who describe the backscatter patterns for some of the hundreds of meter-thick basal reflectors along steep valley walls over the Gamburtsev Mountains as a “weak upper reflection underlain by a uniform distribution of point reflectors with no distinct laminations” [6] and hypothesize that the formation of the features is attributed to basal freeze-on processes. The existence of point reflectors in the ice, as well as the final proof of frozen subglacial water, is the best possible explanation at present, but could not yet be definitively validated. Also, Winter et al. [13] report patches of strong backscatter connected to the basal substrate and larger patches of point reflectors with hyperbolic returns above the bed, both of which they attribute to the entrainment of sediments. The sediment probably originates from the Horseshoe Valley (West Antarctica) and is entrained at the ice–bed interface by repetitive melting and freezing of warm-based ice. The fact that these characteristic backscatter features originate from point reflectors within the ice of HBZs were quantitatively analyzed using a Mie scattering model (i.e., scatterers’ diameter on the order of the wavelength or larger) with
Fig. 3. (a) Same radar section as shown in Fig. 2(b) (unmigrated product, i.e., *qlook*). The locations of three HBZs (white vertical lines) are shown together with the respective A-scan at this location (yellow line). (b) Conceptual sketch of the near-bed backscatter properties and it includes the LBZ, HBZ, and the bed. (c)–(e) Three magnified views (radargram and A-scan) of three exemplary regions where thick HBZs are present.

D. Electromagnetic Waveform Modeling With gprMax

The open-source software gprMax [29], [30] simulates the propagation of EM waves in 3-D space. The software solves Maxwell’s equations using the FDTD method [44] and Yee cell [45], which has proved to be effective for 1-D simulations in deep ice [46], [47]. Continually increasing computing resources enable EM responses from larger and more realistic environments to be simulated. Models can be built using complex media, including several geometrical objects, layer roughness (topography) at material interfaces, dispersive and anisotropic materials, and heterogeneous mixing models. Moreover, gprMax includes a library of several predefined antenna models. gprMax supports parallelization of the FDTD solver using OpenMP for central processing units (CPUs) and using CUDA for graphics processing units (GPUs) [48]. We chose gprMax because it is open source and shows reasonable computation times for 2-D models with sufficient spatial resolution and, in particular, due to the improved treatment of model boundaries by perfectly matched layers (PMLs) [49]. Moreover, the material and model geometry input files are scriptable and, hence, a large number of complex models can be created with reasonable effort. All simulations shown here were produced with gprMax version 3.1.5 (Big Smoke).

E. Model Domain and Simulation Setup

For our simulations, we define a 2-D model domain (see Fig. 4) which extends 20 m in the x-direction (width) and 200 m in the z-direction (depth). By reducing the model depth (y-direction) to a single cell (0.02- or 0.01-m cell size), the electric and magnetic field components are set to zero in the invariant y-direction and the 3-D Maxwell’s equations reduce to a 2-D form using the transverse magnetic mode. To avoid numerically induced dispersion [50], we keep the spatial discretization of our model more than ten times smaller than the smallest wavelength in the respective propagation media. In order to keep this criterion, the spatial discretization (cell size) in all three dimensions is 0.02 m for simulations...
Fig. 4. gprMax model domain as indicated in Fig. 3(b). The material through which the simulated radar wave propagates is composed of three parts: 1) an LBZ composed of pure ice; 2) an HBZ, which is composed of pure ice with slightly different dielectric properties as the LBZ ice on the left sketch (ice|ice) and composed of LBZ ice but with entrained point reflectors on the right sketch (ice|scatter); and 3) the ice–bed interface. The entire model domain is surrounded by a PML absorbing boundary condition of 200 cells.

using solid input materials and 0.01 m for simulations with high-permittivity materials, such as subglacial water. The time step $\Delta t$ is 0.0472 ns for 0.02-m cell size simulations and 0.0236 ns for 0.01-m cell size simulations, which satisfies the Courant stability criterion [44].

The transmitting antenna (tx) and receiving antenna (rx) are placed 10 m below the upper limit of the model domain and in the center along the $x$-axis (see Fig. 4). To ensure that the signal penetrates the entire model depth under different permittivity scenarios, we run the simulations for a time window of 2.5 $\mu$s. The antenna type represents a Hertzian dipole transmitting a Ricker wavelet polarized in the $y$-direction. For all our simulations, we use a fixed frequency of 195 MHz, which corresponds to the center frequency of the JuRaS-2018 RES survey. At the outer boundary in the $x$- and $z$-direction, we define 200 PMLs (see [29]) cells (4.0 m) as our absorbing boundary condition. The required amount of PML cells was determined in a prestudy with the objective of muting all reflections at the model domain boundaries from transmitted or reflected radar waves. All associated model parameterizations are summarized in Table I. Our gprMax simulations ran on an HPC on CPU nodes (2.3 GHz) with 36 cores and 62-GB RAM. Simulations required approximately three hours with 0.02-m resolution and approximately 17 h with 0.01-m resolution.

The model domain represents a subregion of the total ice sheet that focuses on the near-bed environment of the ice sheet, where the HBZs are mapped (see Fig. 3(b)). The radar wave propagating through the upper part of the ice column is therefore ignored. This is justified by the fact that computation time is significantly reduced as well as by the assumption that, for the purposes of our study, changes in the wavefront due to the propagation through the upper ice column do not have a significant effect on the analysis of relative return power values. There are three categories of materials in the model domain. We attribute the dielectric properties of the upper 100 m of the entire model domain to ice, which has been measured by dielectric profiling (DEP) [5], [51], at the EMDL ice core. Below, we define an 80-m-thick region representing the HBZ. This thickness represents the average thickness of HBZs found in the survey region. The HBZ is either composed of homogeneous ice, similar to the LBZ or composed of point reflectors. The particle size of the point reflectors cannot be smaller than the cell size of the model domain. Hence, with this setup, we are able to represent point reflectors with a minimum diameter of approximately 2 cm. The third layer (20 m thick) represents the bed below the HBZ at the bottom of the model domain.

We performed simulations in two types of HBZ material compositions (see Fig. 4). In the first one, we assume that the HBZ represents a single transition from the LBZ ice to homogeneous ice with slightly different conductivity. This would resemble, for example, a freeze-on layer of pure subglacial water. For the second type of simulations, which represent the bulk of model runs, we assume that the HBZ is composed of point reflectors, which are embedded in the LBZ. To avoid layering, the point reflectors are not arranged at regular spacing but with small random offsets in the $x$- and $z$-directions. For the representation of point reflectors in the HBZ region, we use the gprMax cylinder objects.

### Simulation Parameters

<table>
<thead>
<tr>
<th>Variable</th>
<th>Value</th>
<th>Comment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Domain (x,y,z)</td>
<td>20, 0.02/0.01, 200 m</td>
<td>2D domain</td>
</tr>
<tr>
<td>$dx, dy, dz$</td>
<td>0.02, 0.02, 0.02 m</td>
<td>0.01 m for simulations with liquid water</td>
</tr>
<tr>
<td>Time window</td>
<td>2.5 $\mu$s</td>
<td></td>
</tr>
<tr>
<td>Time step</td>
<td>0.0472 ns</td>
<td>0.02 m resolution</td>
</tr>
<tr>
<td>Iterations</td>
<td>52,998</td>
<td>0.02 m resolution</td>
</tr>
<tr>
<td>Frequency</td>
<td>195 MHz</td>
<td>JuRaS-2018 survey centre frequency</td>
</tr>
<tr>
<td>Antenna type</td>
<td>hertzian dipole</td>
<td>polarized in $y$</td>
</tr>
<tr>
<td>tx position (x,y,z)</td>
<td>10, 0, 190 m</td>
<td>zero offset</td>
</tr>
<tr>
<td>rx position (x,y,z)</td>
<td>10, 0, 190 m</td>
<td>zero offset</td>
</tr>
</tbody>
</table>

F. Simulations

We performed simulations for different material composition scenarios to target the following questions.

1) How does the radar signature between an HBZ composed of pure ice differ from the signature of an HBZ composed of any sort of embedded point reflectors?
2) What is the effect of particle size and volume fraction of the embedded point reflectors on the radar signature?
3) How do different dielectric properties of the point reflectors affect the reflection in combination with varying dielectric properties of the bed?

The simulations are divided into four categories.

1) Single Material Transition: For this scenario, we assume that the HBZ represents ice with slightly different conductivity than the ice in the LBZ [setup shown in Fig. 4 (left)].

2) Point Reflectors With Variable Particle Size: Here, we assume that the HBZ is composed of a large number of point reflectors embedded in the LBZ. The dielectric properties of the matrix ice are those of the LBZ. Each point reflector represents a change in dielectric properties and the zone composed of these point reflectors represents the HBZ [setup as in Fig. 4 (right)]. Point reflectors are placed between 20 and 100 m (note that the bottom-left corner of the model domain represents the origin of the coordinates) into the LBZ with a total volume fraction of 10%. In this scenario, we test the signature of the reflected radar wave for the effect of changes in particle sizes for particles with 2-, 4-, 10-, 20-, 40-, and 100-cm diameter. The choice of the range of sizes of the point reflectors is given by the smallest possible particle size in our model (2 cm) and plausible particle sizes found in the field (West Antarctica) [13].

3) Point Reflectors With Variable Volume Fraction: Here, we keep the particle size constant at 4-cm diameter [13] and investigate the variation of the total fraction of point reflector volume in the total volume between 1% and less than 100%. The total volume fraction is distributed homogeneously in the area defined as HBZ. We justify our chosen volume fraction range by measured englacial debris concentrations in Antarctica of approximately 0.3%–20% [13], [19], [57], [58]. Also, higher debris concentrations up to 50% are theoretically possible, as shown in a modeling study [59]. With regard to possible concentrations of liquid water content (LWC), the concentrations which have been determined in temperate and polythermal glaciers range between ∼0.1% and 10% [60], [61]. Although realistic values of LWC for glaciers are on average in the lower percentage range, we also test higher concentrations compared to other particle materials.

4) Point Reflectors With Variable Dielectric Properties: All simulations with different volume concentrations of point reflectors are carried out for three different dielectric properties: 1) low-dielectric rock material; 2) high-dielectric rock material; and 3) subglacial water (see Table II). This allows us to study the effect of changing point reflector concentration as a function of typical dielectric materials of entrained particles in ice. In addition to the point reflectors, we also run simulations in all possible constellations for different dielectric properties at the glacier base.

G. Input Materials

Input materials in gprMax require four constitutive parameters: 1) the relative dielectric permittivity \( \varepsilon_r \); 2) the electric conductivity \( \sigma \); 3) the relative magnetic permeability \( \mu_r \); and 4) the magnetic loss factor \( \sigma_s \). The materials in our simulations are considered nonmagnetic, thus for all materials, we set the relative magnetic permeability \( \mu_r = 1 \) and the magnetic loss factor \( \sigma_s = 0 \). For modeling the radar response of the HBZs, we use the following materials, whose exact dielectric properties are listed in Table II.

1) LBZ Ice: Ice representing the almost EFZ with homogenous material composition. The dielectric properties were derived from DEP conductivity measurements [62] in the EFZ of the EDML ice core [5], [51]. We define the lower bound of [5] and [51] for the conductivity with \( \sigma = 10 \) µS/m. The relative permittivity is set to \( \varepsilon_r = 3.15 \).

2) HBZ Ice: Pure ice with a similar composition as in the LBZ but with slightly higher conductivity represents slightly different ice from the LBZ. This material represents the scenario when the HBZ is composed of accreted basal ice due to basal freeze-on without entrained point reflectors. As we are not aware of any direct dielectric measurements on refrozen subglacial water, the conductivity is defined as the upper bound of [5] and [51] with \( \sigma = 30 \) µS/m and the relative permittivity is set to \( \varepsilon_r = 3.15 \).

3) Low-Dielectric Rock: For the implementation of low dielectric point scatterers and a low-dielectric ice base,
we define a low-dielectric rock material. The values for conductivity and relative permittivity represent average dielectric properties from measurements of frozen bedrock [53], dry sand [54], and granite [54] ($\sigma = 100 \ \mu S/m$ and $\varepsilon_r = 4.0$).

4) High-Dielectric Rock: A high-dielectric rock material is defined as the second type of point reflectors and ice base material with average values for relative permittivity and conductivity of high-dielectric rocks, such as limestone [54] and shale [54]. The relative permittivity was set to $\varepsilon_r = 8.0$. The conductivity value was set to $\sigma = 1.5 \ mS/m$ to be within the range of limestone and shale and to represent a value that lies between the low-dielectric rock material and subglacial water.

5) Subglacial Water: For the scenario that the point reflectors or the material at the ice base are at the pressure melting point and liquid water (in this case, a subglacial lake) is present, we define a subglacial water material based on the dielectric properties by Tulaczyk and Foley [55] (for relative permittivity; $\varepsilon_r = 88.0$) and Christner et al. [56] (for conductivity; $\sigma = 400 \ mS/m$). The subglacial water is implemented as liquid water inclusions in the same way as the point scatterers.

H. Signal Processing

The following processing steps were applied to compare field RES observations of the JuRaS-2018 campaign and the synthetic radar data generated with gprMax. We derived the reflected energy $P$ of the synthetic radar data following [47] by calculating the envelope of the electric field strength ($E_y$ component) applying a Hilbert magnitude transform. In addition, the trace was smoothed with a 1-D Gaussian filter with a standard deviation of 5 to filter a considerable amount of high-frequency signal content, which is introduced from the simulation (e.g., from the raw source Ricker wavelet). This enables us to better mimic the impulse response of the real transmitted signal and reflections at an interface (e.g., that a reflection from a flat interface will be displayed as a single strong reflection). Finally, we obtain the signal power by converting the electric field envelope into dB ($20 \log_{10}(E_r)$). We applied no corrections for englacial attenuation or geometrical spreading of the radar wavefront neither for the observed (unmigrated) RES data nor for the synthetic RES data. In contrast to the synthetic single trace data, a single trace of the field data ($qlook$ product) contains coherent array processing due to the eight-element antenna array and incoherent along-track stacking. However, this difference should not affect the general appearance of the reflected power in the HBZs.

Based on the signal processing and considering the radar wavelength of our simulations with a frequency of 195 MHz in ice, we can determine the range resolution (the ability to distinguish two reflectors). For this, we take the full width at half maximum of the simulated reflection for the ice-ice interface (e.g., the red lines in Figs. 5 and 6), which is $\sim 25 \ ns$ in two-way traveltime, corresponding to $2.1 \ m$ of range resolution for our simulations.

IV. Results

As illustrated in Fig. 5, there is a fundamental difference between the simulated radar reflections of the HBZ, which is composed of homogeneous ice and the one composed of embedded point reflectors [note that the radargram-like plots in Fig. 5 (right) are 1-D and represent respective single traces reproduced multiple times to mimic a radargram]. In the ice-to-ice transition case, there is a reflection at the transition between LBZ and HBZ with an immediate decrease in return power within the HBZ and another reflection at the ice–bed interface (red lines in A-scans in Fig. 5). For HBZs that consist of point reflectors, in addition to the strong reflection at the transition between the LBZ and the HBZ, there is also a significant variation in return power within the HBZ depending on particle concentration and dielectric properties [see Fig. 5(b) and (c)]. Yet the backscatter within the HBZ is generally high. In Sections IV-A–IV-C, we present the results of a systematic analysis of the effects of point reflector size, concentration, and dielectric properties, respectively.

A. Variations in Point Reflector Size

We consider circular particle sizes with a diameter of 2, 4, 10, 20, 40, and 100 cm at a constant particle concentration of 10% in the HBZ [see Fig. 5(a)]. Consequently, for simulations with small point reflectors, a higher amount of reflectors are embedded in the ice than for simulations with large reflectors to maintain the same particle concentration. To avoid regular stratification, the point reflectors are distributed nonuniformly over the entire HBZ area with small offsets in the x- and z-directions. Fig. 5(a) shows the individual A-scans for all particle sizes, as well as the simulation without point scatterers for comparison. In the plots on the right, the same simulations are shown individually as radargrams. All simulations were conducted with the low-dielectric rock material parameters for the point scatterers in the HBZ and the bed.

The simulations with entrained point reflectors show an increase in backscatter at the onset of the HBZ, followed by a relatively constant return power with a slight linear decline within the HBZ. The reflection at the ice–bed interface stands out from the lower part of the HBZ, but it is weaker than the reflection at the onset. No significant differences in the backscattering behavior between the different particle sizes are apparent. Within the HBZ, there is a similar decay and a similar magnitude of return power at the onset and end of the HBZ. Similar simulations have also been conducted using the high-dielectric rock material properties for the point reflectors in the HBZ and at the bed, showing equally similar results (not shown here). Even though they show a different signature with a stronger decrease in return power within the HBZ, the results between the different grain sizes are nearly identical at constant concentrations in the ice. Therefore, we can assume that at constant particle concentration in the ice, a change in grain size (within the range of particle diameters tested here) does not significantly alter the reflection signature within the HBZ.

B. Variations in Point Reflector Concentration

For most of our simulations, we changed the concentration of particles embedded in the ice. The particle size is kept
constant at 4-cm diameter, which corresponds to the average size of measured rock sizes in ice [13]. Our simulations are performed for particle concentrations of 1%, 2%, 5%, 10%, 20%, 50%, and <100% in the ice. The case for <100% represents an extreme case that is unlikely to occur in natural basal ice. However, we still consider this case to fully cover the investigation of trends of increasing particle concentration. As the sum of circular cross sections of the point reflectors in gprMax is equal to the area of the HBZ, the specification of <100% refers to the fact that some particles overlap in area due to the random offset in x and z-directions, thus resulting in a less than 100% area for the point reflectors in the HBZ.

Fig. 5. gprMax simulation results with different HBZ (a) particle sizes and (b) and (c) particle concentrations. The left column shows a sketch with the key properties of the simulations. The A-scans of all respective simulations (color coded) are shown to the right as well as all individual simulations as radargrams. Note that the radargram-like representation of the A-scans represent a single trace (1-D) reproduced multiple times to mimic a radargram. The black arrows in (a) link the HBZ onset and bed reflection between the two forms of representation of the simulated radar trace.
Fig. 6. gprMax simulation results of different particle concentrations in the HBZs for different dielectric material scenarios for the entrained particles as well as for the bed. (a) Results for simulations where the entrained particles are composed of low-dielectric rock materials. (b) Results for high-dielectric rock material particles. (c) Results for particles composed of liquid water in the HBZs. The results are shown as A-scans for three different material properties of the bed. The key simulation parameters are schematically shown in the left column.
In Fig. 5(b) and (c), the radar responses for particle concentrations from 1% to <100% are shown for low-dielectric rock material and high-dielectric rock material. The respective material properties apply to both the point reflectors and the bed. In addition, the radar response of the ice-to-ice transition scenario is shown for reference. We observe a reflection behavior similar to that shown in Fig. 5(a) in the simulations using the low-dielectric rock material. There is an increase in backscatter at the transition to the HBZ, and the return power remains constant within the HBZ with a slight linear decrease until the bed reflection [see Fig. 5(b)]. The only exception is the case with <100% particle concentration, where the linear decrease in return power is slightly stronger.

For the high-dielectric rock material, the signature of the backscatter in the HBZ with increasing particle concentration [see Fig. 5(c)] is clearly different from that for the low-dielectric rock material [see Fig. 5(b)]. The reflection at the onset of the HBZ is significantly stronger (~20 dB) than in the low-dielectric case, but the backscatter within the HBZ already decreases significantly with depth at low particle concentrations. This decrease of the return power, i.e., the mean power gradient, in the HBZ becomes stronger with increasing particle concentration (approximately between −15 and −100 dB within the HBZ). At the transition to the bed, a strong reflection can be observed in all cases, which, however, is smaller in magnitude (~30 dB smaller) than between LBZ and HBZ.

C. Variations in Dielectric Properties

The reflection properties at the base of the HBZ, within the HBZ, and at the transition to the ice base are strongly affected by the concentration of point reflectors in the ice as well as their dielectric properties (as well as those of the bed). Therefore, we ran simulations with all possible combinations of dielectric materials (low- and high-dielectric rock and subglacial water) with their respective particle concentrations ranging from 1% to <100%. Fig. 6 shows the results for all nine combinations. The top row shows the results for the low-dielectric rock material in the HBZ as point reflectors but with different bed materials. The middle row represents the high-dielectric rock material in the HBZ and the bottom row is an HBZ containing liquid water droplets with different bed materials, respectively. Generally, the higher permittivities and conductivities of the high-dielectric rock material and subglacial water result in stronger bed return power. In the case of point scatterers consisting of low-dielectric rock material, the return power of high-dielectric rock material and subglacial water is stronger than that at the base of the HBZ.

There is also a stronger bed reflection for higher dielectric properties for HBZs that are entrained with high-dielectric rock materials. However, the ice-base reflection is only stronger as the HBZ onset reflection for the case where the base is composed of liquid water. The greatest loss of return power occurs when the HBZs are composed of liquid water inclusions (approximately −70 dB for 1% LWC to −120 dB for <100% LWC between the top of the HBZ and the base of the HBZ). Furthermore, here, the bed reflection amplitudes are the smallest of all scenarios. If the HBZ contains an LWC of 1% and the bed consists of low-dielectric rock material, the basal reflection is so low that it cannot be distinguished from the reflections within the HBZ. At this low concentration of liquid water inclusions, the basal reflection is not visible except if the bed is composed of high-dielectric rock material or liquid water inclusions.

We note that the effect of particle concentration (or LWC) is stronger if the dielectric properties of the entrained particles are higher. Also, if the dielectric properties of the point reflectors are high and particle concentration is low, it is more difficult to determine the ice-base reflection. The bed reflection becomes more apparent at these low concentrations if the dielectric properties of the bed are sufficiently high, thus increasing the dielectric contrast between the HBZ and the bed and yielding a larger reflection coefficient.

D. Comparison Between Measured and Modeled Data

We restrict the comparison of the modeled radar signatures of the HBZs in gprMax in Fig. 6 and the measured ones in Fig. 3 to the relative shape of the backscatter pattern in dB at the onset of and inside the HBZ as well as at the bed reflection. For the measured radar signatures, we have three different cases: (HBZ1) slightly decreasing return power (small gradient) inside the HBZ and weak reflection at the bed [see Fig. 3(c)], (HBZ2) a gradual decrease of return power inside the HBZ and similarly strong reflection at the HBZ onset and at the bed [see Fig. 3(d)], and (HBZ3) almost constant return power inside the HBZ (i.e., zero gradient) with slight variations and stronger reflection at the bed than at the top of the HBZ [see Fig. 3(e)]. The results of the radar simulations with the greatest similarities to the radar signatures of the HBZs are summarized in Fig. 7.

The shape of the backscatter in HBZ1 bears the strongest similarities to the simulations with the low-dielectric rock material [see Fig. 7(a)]. The return power within the HBZ is nearly identical for all particle concentrations simulated here between 1% and <100%. The decrease in return power is too high for the cases with the higher dielectric material properties HBZ2 and HBZ3 [see Fig. 6(b) and (c)]. However, it is conceivable that the same radar signature can be achieved with higher dielectric material properties than in HBZ1 but with a very low particle concentration [e.g., 1% high-dielectric scatter; see Fig. 7(a)]. The slight decrease in return power in the lower part of the HBZ in case HBZ2, as well as the equally strong reflection strength at the bed and at the base of the HBZ, could indicate a low-dielectric rock material in low concentration in the upper part of the HBZ. Within the HBZ, however, an increase in particle concentration might result in a larger return power loss. The slightly stronger bed reflection could be caused by a basal material with higher dielectric properties than what is embedded in the HBZ [see Fig. 7(b)].

The radar signature in HBZ3 is similar to that in HBZ2, except that there is slightly more variation in return power within the HBZ. We have not specifically tested such a case in our simulations. However, we can assume that the almost constant average strength of the return power within the HBZ is also related to an embedded low-dielectric rock material.
Possibly, layers within the HBZ with an absence of embedded particles could create such a drop in return power as observed in HBZ3. The difference in backscatter at the bed is even stronger than in HBZ2, possibly corresponding to an even higher dielectric contrast between the material inside the HBZ and at the bed [blue trace in Fig. 7(b) (right) representing an HBZ with 10% low-dielectric scatter and a high-dielectric bed]. Furthermore, HBZ1, HBZ2, and HBZ3 show the greatest discrepancy to all simulations in which the HBZs contain liquid water [see Fig. 6(c)]. We would also like to emphasize that these comparisons between measured and simulated radar data are carried out under the best possible setting for the simulations, which nevertheless contains limitations that are listed in the discussion and therefore cannot be transferred one-to-one.

V. DISCUSSION

The modeling presented here is not intended to determine the exact material properties due to several limitations outlined below. Our motivation is instead to constrain particular scenarios as likely or unlikely, for example, whether an HBZ consists of pure ice, ice with entrained sediment, or temperate ice with liquid water inclusions. It represents a reasonable approximation that allows us to discriminate between extreme cases on the spectrum of dielectric properties for materials that are likely present in the ice close to the bed. For a more precise determination, the full consideration of the entire modeling domain and further complementary geophysical measurements such as seismic methods or high-resolution radar measurements using phase-sensitive radio-echo sounders are recommended. Moreover, in addition, information about the basal thermal state and subglacial hydrology from modeling [8], [22], [63], [64], as well as geological information from nearby outcrops or blue ice areas with entrained clasts [13], provide additional information to constrain the HBZ properties, such as particle size, the dielectric properties and concentration of entrained particles. Ultimately, as in many cases, the exact and small-scale composition of the material that makes up the HBZ in the radar data can only be determined with in situ measurements of drilled ice cores.

Based on the results presented here, we hypothesize that the backscatter signature in the unit we classify as HBZ originates from embedded point reflectors in the ice. We justify this primarily by noting that the measured return power within the HBZ is nearly uniformly high in many cases, suggesting a steady change in dielectric properties. This is consistent with the conclusion that embedded point reflectors determine the backscatter pattern, which has been raised in several previous studies (see [6], [13]) where similar basal reflection signatures were found. We exclude reflections caused by changes in the crystal orientation fabric [51] from possible explanations for the observed HBZ reflections, as these are unlikely to appear for 100–200-m-thick units and at such backscatter strengths.

The reflection anomaly which we term HBZ is not specifically defined in the glaciological community. The units that we define as HBZ in the Jutulstraumen drainage basin are, therefore, one particular example out of many (e.g., those found by Bell et al. [6], Winter et al. [13], Lilien et al. [18], or Kjær et al. [23]). As diverse as the radar signatures and, thus the possible compositions and physical properties of the HBZs are, so are the hypotheses for their formation. With the assumption that the HBZs in the Jutulstraumen drainage basin may consist of ice entrained with englacial debris, considerations can subsequently be made about the embedding processes (e.g., through basal freeze-on in combination with regelation [6], [59], [65] or other processes of entrainment [13]). With respect to the occurrence of our HBZs in an alpine subglacial setting on high-elevated subglacial topography [34], we see the strongest similarity to the HBZs investigated in the East Antarctic Gamburtsev Mountains [6]. The thickness of HBZs with this reflection pattern also allows conclusions to be drawn about the underlying processes in and history of the ice sheet. Assuming that local or widespread processes like regelation (sliding-induced melting-refreezing), general ice accretion (i.e., basal freeze-on which assumes that additional ice is added at the base of the ice column), or other embedding processes produce the HBZ of entrained sediment packages [66] might provide information on past hydrological conditions, the thermal state of the ice base, and the mechanism of sediment transfer [19]. However, decoding this information is beyond the scope of this study and requires additional investigations.
A. Insights From the Comparison Between Field Observations and Synthetic RES Data

Here, we focused on simulating extreme cases of particle concentrations and extreme cases of dielectric variations in the ice. Some of the scenarios we have modeled are unlikely to represent the real composition within an ice sheet. However, they provide useful insights into the interpretation of radar signals from basal units. In particular, we can clearly see the effects of trends in particle concentration in combination with end members of possible dielectric properties of entrained point reflectors. Particles embedded in ice produce a range of backscatter signatures and energy decay within the HBZ. The backscatter at the top of the HBZ is thus dictated by the bulk dielectric properties of the entrained particles. Based on our simulations, backscatter, as in the Jutulstraumen HBZs, is most likely caused by embedded particles with low dielectric properties. The particle size of the scatterers does not seem to play a significant role in the backscattering within the limits we tested (at a wavelength of 86 cm in ice), as long as the total particle concentration remains constant. As our particle sizes range between 4 and 100 cm in diameter, we are largely within the range of Mie scattering. This could be an explanation for the fact that the backscatter in the HBZ does not change significantly with changing particle size but constant particle concentration.

B. Limitations and Uncertainties

Our model setup represents a simplification of the complex environment near the base of the ice sheet. Therefore, any interpretation attempting to infer one-to-one the material composition of the HBZs and the dielectric properties of the ice base should be considered with caution. In our 2-D experiment, it is not possible to represent the entire wavefield and, thus, the true amplitudes within our model domain. Moreover, due to computational limitations, we cannot simulate very small particle sizes since the particle diameter cannot be smaller than the cell size. Small objects, like millimeter-scale sediment grains or water droplets or veins, would require ten to hundred times higher resolution of the model domain, resulting in very long computation times. However, as our particle sizes are already covering the size range from the wavelength of the source signal (86 cm) down to almost two orders of magnitude less, we do not expect major differences by further decreasing the size of the scatterers. For scatterers larger than the wavelength of our signal, we would expect a less continuous influence on backscatter properties. If they were spaced beyond the size of the first Fresnel zone, a more discrete pattern of high backscatter could be expected, as was, for instance, observed in the Hiawatha Glacier in Greenland (see [23, Fig. 5(E) and (G)]).

In our model environment, we ignore the upper ~80% of the ice column as well as the distance between ice surface and radar antenna and place our transmitters and receivers 100 m above the HBZs. Thus, the englacial attenuation and further influence on the wavefield and wavefront in the field data are not reflected in our simulations. The size of the pulse-limited footprint is also smaller in our simulations compared to the survey RES data due to the relative distance of the instrument. The footprint size has an influence on the illuminated volume (and thus the number of illuminated particles) of the scattering medium and therefore an influence on the returned power. This effect is unfortunately not shown here due to the limited geometry size with our resolution for our grprMax simulations. At the same time, the different range resolution (4.3 m for the measured RES data and 2.1 m for our simulated RES data) influences the total volume of point reflectors illuminated at one time. Therefore, we limit our interpretations to a large extent to comparing the simulation results with each other rather than directly comparing the measured with the simulated data.

In addition, grprMax simulates a single pulse as a source instead of the narrowband 10-µs chirp used in the field data. Both circumstances lead to additional limitations in the accuracy and extent of the conclusions that can be drawn by comparing the measured and modeled data. In reality, englacial attenuation and the longer travel path lead to an overall decrease in signal strength and a wavefront that is more planar than the one in our simulations. The grprMax version used here cannot yet model planar waves but is planned for future versions. Nonetheless, since we analyze and compare the respective values of the backscatter between the HBZ onset, within the HBZ, and between the HBZ and the ice base, we can largely neglect the energy losses due to the englacial attenuation.

Another simplification in our model is the representation of the ice–bed interface, which is represented as a smooth, horizontal transition. The measured radar signatures of real subglacial environments contain, in addition to the change in dielectric properties, other components that affect the reflected radar signal. In particular, the roughness at the bed [67], the slope relative to the receiver, and the influence of side reflections [68] are not considered here. However, some of the effects acting on the backscatter of the subglacial environment can be partly disregarded, especially if the reflection at the base of the HBZ is stronger than at its onset. This would most likely still support a stronger change in dielectric properties at the ice–bed transition than at the HBZ onset since geometric characteristics such as bed slope and roughness would reduce the reflected energy rather than increase it. It is also expected that side reflections are usually weaker than reflections from nadir.

VI. Conclusion

This article presents a conceptual study that focuses on systematically constraining the structure characteristics of basal ice units in the East Antarctic Ice Sheet. HBZs were classified via particular reflection signatures in the near-base environment in the Jutulstraumen drainage basin at the onset of the Jutulstraumen Ice Stream. Using numerical modeling of radar waves with grprMax, we defined scenarios with different material compositions that may constitute HBZs and create the typical radar reflection signature. In our simulations, we have focused on comparing the transition from echofree (or low-backscatter) ice to ice with slightly different dielectric properties and HBZs composed of point reflectors...
with the measured field radar data. For the HBZs composed of point reflectors, we also studied the effect of grain size and particle concentration in combination with different dielectric properties on the radar signature.

Our simulations are a simplification of radar wave propagation in complex subsurface environments. They indicate that the HBZs in the Jutulstraumen drainage basin may consist of a wide range of particle concentrations of entrained sediment with low dielectric properties or particles with higher dielectric properties at a lower concentration. Furthermore, our simulations provide indications that it is rather unlikely that the HBZs consist of temperate ice. Still, interpreting the simulated radar signatures should be treated with caution. The reflection patterns of embedded water droplets and sediment with high dielectric properties are partly very similar and thus ambiguous but represent completely different basal conditions. In general, we see significant potential in forward simulations, like with gprMax, to help decipher the composition and characteristics of Antarctic and Greenland ice.
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