Flavor solitons in dense neutrino gases

Fiorillo, Damiano F.G.; Raffelt, Georg G.

Published in:
Physical Review D

DOI:
10.1103/PhysRevD.107.123024

Publication date:
2023

Document version
Publisher's PDF, also known as Version of record

Document license:
CC BY

Citation for published version (APA):
Flavor solitons in dense neutrino gases

Damiano F. G. Fiorillo1 and Georg G. Raffelt2

1Niels Bohr International Academy, Niels Bohr Institute, University of Copenhagen, 2100 Copenhagen, Denmark
2Max-Planck-Institut für Physik (Werner-Heisenberg-Institut), Föhringer Ring 6, 80805 München, Germany

(Received 24 March 2023; accepted 31 May 2023; published 20 June 2023)

We consider a dense neutrino gas in the “fast-flavor limit” (vanishing neutrino masses). For the first time, we identify exact solutions of the nonlinear wave equation in the form of solitons. They can propagate with both subluminal or superluminal speed, the latter not violating causality. The soliton with infinite speed is a homogeneous solution and coincides with the usual fast-flavor pendulum except that it swings only once instead of being periodic. The subluminal soliton in the static limit corresponds to a one-swing “spatial pendulum.” A necessary condition for such solutions to exist is a “crossed” neutrino angle distribution. Based on the Nyquist criterion, we derive a new sufficient condition without solving the dispersion relation. The solitons are very fragile; they are as unstable as the homogeneous neutrino gas alone. Moreover, in the presence of matter, only the solution survives that is homogeneous in a frame comoving with the matter current. Generally, the matter effect cannot be eliminated by transformations in flavor space, but has real physical impact.
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I. INTRODUCTION

The daring idea to explain the missing solar neutrino flux by flavor evolution over astronomical distances [1] was eventually correct, but initially met fierce resistance from the belief that neutrinos should be massless. Today, determining the exact neutrino mass and mixing parameters has become a vast international effort of dedicated experiments and theoretical studies [2]. Ironically, recent theoretical studies of flavor evolution in neutrino-dense environments focus on massless neutrinos, the so-called fast-flavor limit [3–9]. In this terminology, the usual mass-driven flavor conversion is called “slow.” It remains to be seen if fast-flavor conversion (FFC) indeed strongly impacts core-collapse supernovae or binary neutron-star mergers and concomitant nucleosynthesis [10–31]. Meanwhile, collective flavor waves in dense neutrino environments are a fascinating theoretical topic in their own right [32–61]. New and surprising insights seem to emerge whenever one takes a fresh look.

One topic of considerable recent activity is the very question if the usual mean-field equations truly capture the flavor evolution of a dense neutrino gas, or conversely, if quantum entanglement of the many “flavor spins” is a dominant effect [62–73]. An early discussion [74,75] was apparently resolved in favor of the mean-field approach [76–78]. Whatever the final outcome of this debate, we here work on the purely refractive level of the mean-field approach, without heed for possible quantum limitations, but also without heed for the effect of collisions.

Arguably, FFC is the purest form of collective flavor evolution in that it does not require masses and mixing, and yet, in the mean-field approach, a dense neutrino gas supports a rich class of fast modes. In a recent paper [79] we have shown a certain reciprocity between slow and fast modes so that much of our present discussion can be ported to the slow case as well. If fast-flavor waves actually occur in nature and how exactly they would be excited are actively studied questions. However, in line with our previous paper, we do not worry about phenomenological issues and continue to look at the subject from a mathematical perspective.

Our main result is to identify a new class of solutions of the flavor wave equation in the form of solitons. These are exact nonlinear solutions that can exist with both subluminal or superluminal speed. Limiting cases are the traditional homogeneous flavor pendulum [37,50] and its static counterpart, a “spatial pendulum” [37]. Actually, the notion of a (temporal) soliton in this context was introduced in the parallel development concerning the Bardeen-Cooper-Schrieffer (BCS) Hamiltonian in condensed-matter physics [80–86].
Another exact solution of the nonlinear flavor wave equation in the form of a uniformly moving flavor wave was recently discovered by Duan, Martin, and Omanakuttan [87]. We believe that this solution corresponds to the homogeneous pure-precession solution found in Ref. [88] as seen from a boosted frame in the same way as our superluminal soliton corresponds to the homogeneous flavor pendulum as seen from a boosted frame.

We assume that the reader is generally familiar with the subject of neutrino fast flavor oscillations and therefore limit our brief introduction to the essentials needed to establish the basic equations and notation.

The chosen environment is a homogeneous neutrino gas with an axisymmetric angle distribution. The coordinate along the symmetry direction is \( r \) and the zenith-angle distribution is expressed through the velocity \( v = \cos \theta \) of a given neutrino mode along \( r \). In the fast-flavor limit, neutrino energy does not appear and the mean-field equations of motion (EOMs) are the same for neutrinos and antineutrinos. All relevant information is encoded in the lepton-number density matrix in flavor space \( \rho_{\nu}(r, t) = \rho_{\nu}(r, t) - \bar{\rho}_{\nu}(r, t) \), where \( D \) is a mnemonic for “difference.” We represent this matrix in the usual way by a Bloch vector \( \mathbf{D}_{\nu}(r, t) \) through \( \rho_{\nu} - \frac{1}{2} \text{Tr} \mathbf{D}_{\nu} = \frac{1}{2} \mathbf{D}_{\nu} \cdot \mathbf{\sigma} \) with \( \mathbf{\sigma} \) a vector of Pauli matrices. After phase-space integration, we finally seek solutions of the EOM

\[
(\partial_t + v \partial_r) \mathbf{D}_{\nu} = \mu \int_{-1}^{+1} dv' (1 - v v') \mathbf{D}_{\nu} \times \mathbf{D}_{\nu'}, \tag{1}
\]

where a dependence on \( (r, t) \) is implied for \( \mathbf{D}_{\nu} \). The scale \( \mu = \sqrt{2} G_F (n_\nu + n_{\bar{\nu}}) \) is a measure of the neutrino-neutrino refractive effect. The equivalent EOM in matrix form is

\[
i(\partial_t + v \partial_r) \mathbf{D}_{\nu} = \mu \int dv' (1 - v v') [\mathbf{D}_{\nu'}, \mathbf{D}_{\nu}].
\]

This equation is more intuitive in linearized form where we assume that the off-diagonal elements of the density matrix (the \( x \) and \( y \) components of the Bloch vectors) are small. The \( z \)-component (the weak-interaction direction in flavor space) is represented by what has been called the ELN (for electron-lepton number carried by neutrinos) angle distribution or angular spectrum

\[
G_{\nu} = D_{\nu}^z = \int \frac{p^2 dp d\phi}{(2\pi)^3} \left( f_{\nu_e} - f_{\nu_e} \right) - \left( f_{\nu_e} - f_{\nu_e} \right), \tag{2}
\]

where the occupation numbers depend on \( p \) expressed in polar coordinates through \( p = |\mathbf{p}| \) and \( v = \cos \theta \) and \( \phi \). We have assumed that our two flavors are \( e \) and \( \mu \).

We denote the small off-diagonal element in the form

\[
\mathbf{D}_{\nu}^{xy} = \frac{1}{2} (\mathbf{D}_{\nu}^x - i \mathbf{D}_{\nu}^y) = G_{\nu} \mathbf{D}_{\nu},
\]

so that the complex number \( \mathbf{D}_{\nu} \) is a measure of flavor coherence and we assume \( |\mathbf{D}_{\nu}| \ll 1 \). The linear EOM is consequently [33]

\[
i(\partial_t + v \partial_r) \mathbf{D}_{\nu} = \mu \int_{-1}^{+1} dv' G_{\nu}(1 - v v')(\mathbf{D}_{\nu} - \mathbf{D}_{\nu'}). \tag{3}
\]

This EOM is similar to the Vlasov equation of plasma physics.

In the absence of neutrino-neutrino refraction (\( \mu = 0 \)), the Vlasov operator on the lefthand side simply causes a drift of any perturbation \( \mathcal{D}_{\nu} \) (or wave packet) that may have been set up. The eigenfunctions are proportional to \( \delta \) functions. For nonvanishing \( \mu \), these so-called Case-Van Kampen modes [89] (or noncollective modes [39]) persist, although with modified singular eigenfunctions. Their dispersion relation is \( \omega/k = v \leq 1 \), i.e., their phase velocity is subluminal, explaining their role in Landau damping of perturbations [90].

In addition, new collective modes appear that do not exist without \( \mu \) and, together with the noncollective modes, form a complete set. These collective modes can be stable or unstable, the latter being the modes that would engender FFC. Stable collective modes have a superluminal phase velocity. It was Sawyer who first recognized that a non-trivial angle distribution \( G_{\nu} \) can support unstable modes without neutrino masses [3,4]. It was quickly understood that a “crossing” of \( G_{\nu} \) is needed for an instability [33] and recently Morinaga proved that this is indeed a necessary and sufficient condition [45].

In the following we identify exact solutions of the nonlinear EOM that are connected to unstable solutions of the linear EOMs. In Sec. II we first recall the homogeneous pendulum solution and extend it to the nonperiodic limit of a soliton. As a next step, we transform it to a superluminally moving solution. In Sec. III, instead we consider a “spatial pendulum” and the nonperiodic limit of a static soliton. This in turn can be transformed to a subluminally moving solution. In Sec. IV we turn to the stability question of these solutions. In Sec. V we show that in the presence of homogeneous matter, only the temporal soliton survives that is homogeneous in the Lorentz frame where the matter current is absent. A summary and conclusions are provided in Sec. VI. Some technical points are relegated to appendices. In particular, in Appendix A we derive the conditions on \( G_{\nu} \) required for a homogeneous instability (a pendulum solution) without solving the dispersion relation.

### II. TEMPORAL SOLITONS

Despite the nonlinear nature of flavor evolution in a dense neutrino gas, under special conditions the evolution of the flavor composition may be surprisingly regular. In homogeneous settings, this behavior is equivalent to a pendular oscillation for single-crossed spectra [37,50]; the regularity of the solution is here connected with the existence of non-trivial integrals of motion [79]. However, the introduction of inhomogeneous disturbances disrupts this regular behavior. Nevertheless, we demonstrate that there exist exact spatio-temporal solutions in which the flavor evolution is regular, taking the form of flavor solitons that propagate at a constant speed.
In this section, we first review the properties of the homogeneous evolution for single-crossed spectra and the analogy with pendular motion. We then show that the existence of homogeneous solutions implies, by Lorentz invariance, a special class of flavor solitons propagating with superluminal speed.

**A. Homogeneous equations of motion**

Our starting point is the EOM (1) in a homogeneous and axisymmetric neutrino gas. We write it in the more compact form

\[
(\partial_t + v \partial_z) \mathbf{D}_v = (\mathbf{D}_0 - v \mathbf{D}_1) \times \mathbf{D}_v, \tag{4}
\]

where here and henceforth we absorb the interaction energy \( \mu \) in the definition of dimensionless space and time coordinates. Moreover, following the previous literature [37,79,80,91], we define the moments of the distribution through

\[
\mathbf{D}_n = \sum_v v^n \mathbf{D}_v. \tag{5}
\]

While this notation is slightly ambiguous because, for example, \( \mathbf{D}_0 \) is the zeroth moment and not the mode \( \mathbf{D}_0 \) with \( v = 0 \), in practice there will be no confusion.

Here and henceforth we usually consider a discrete set of velocities \( \{v\} \) instead of a continuous distribution. This approach simplifies our discussion without changing the overall conclusions. The “thermodynamic limit” of a continuous distribution involves some subtleties that we have discussed in our earlier study [79].

We assume that the system is initially homogeneous, including possible perturbations, and we are only seeking homogeneous solutions. With these assumptions, we first consider the EOMs

\[
\dot{\mathbf{D}}_v = (\mathbf{D}_0 - v \mathbf{D}_1) \times \mathbf{D}_v. \tag{6}
\]

We assume the initial conditions are chosen with all \( \mathbf{D}_v \) nearly aligned to the flavor direction, taken as the \( z \) axis. Summing on both sides over \( \sum_v \) and \( \sum_v v \) reveals that \( \dot{\mathbf{D}}_0 = 0 \) and \( \dot{\mathbf{D}}_1 = (\mathbf{D}_0 + \mathbf{D}_2) \times \mathbf{D}_1 \). Therefore, the Bloch vector of total lepton number \( \mathbf{D}_0 \) is conserved, whereas that of lepton-number flux \( \mathbf{D}_1 \) follows a precession equation, implying that its length is conserved.

**B. Pendulum solutions**

In the unstable case, it is \( \mathbf{D}_1(t) \) that moves in analogy to a mechanical gyroscopic pendulum [37,50,79]. The functions \( \mathbf{D}_1(t) \) are then strongly correlated. Actually all of them are linear superpositions of precisely three independent functions, which can be taken as \( \mathbf{D}_0(t) = \text{constant}, \mathbf{D}_1(t), \) and a third function \( \mathbf{J}(t) \) that plays the role of the total angular momentum in the pendulum analogy.

Alternatively, the three vector functions can be taken as three “carrier modes” [32] or “auxiliary spins” [81], which are special cases of the “Lax vectors” of this system as we have recently explained [79].

In polar coordinates, the motion of \( \mathbf{D}_v(t) \) is fully represented by its zenith angle \( \theta(t) \) and azimuth angle \( \varphi(t) \) in the \( x-y \) plane. So eventually the dynamics of the full system \( \mathbf{D}_v(t) \) is encapsulated in two scalar functions \( \theta(t) \) and \( \varphi(t) \), which in turn are universal and depend on only two parameters; the natural frequency and spin of the equivalent pendulum. The explicit analytic expressions for these functions are derived in Appendix B.

For a given initial configuration \( \mathbf{D}_v \), aligned with the \( z \)-direction and with the spectrum \( G_v = D_v^2(0) \), the first step toward a pendulum solution is stability analysis. In a normal-mode expansion, one seeks solutions that initially behave as \( e^{-i\Omega t} \). The eigenfrequency \( \Omega \) must obey the dispersion relation obtained by linearization [33,50]

\[
\sum_v \frac{v^2 G_v}{v G_1 - G_0 + \Omega} = 1, \tag{7}
\]

where the \( n \)th moments of the spectrum are

\[
G_n = \sum_v G_v v^n. \tag{8}
\]

Recall that \( \mathbf{D}_0 \) and \( |\mathbf{D}_1| \) are conserved. An alternative form is

\[
\sum_v \frac{v G_v}{v G_1 - G_0 + \Omega} = 0, \tag{9}
\]

which is equivalent to the presence of a Lax vector with vanishing \( z \)-component [79].

An instability requires a spectral crossing, i.e., \( G_v \) must change sign for some \( -1 < v_c < +1 \). At present, we are only examining spectra that have a single crossing. This necessary condition would also be sufficient if we were to include inhomogeneous normal modes, i.e., those with a nonvanishing wave number [45]. For the homogeneous case, a sufficient condition based on the Nyquist criterion is (Appendix A)

\[
\frac{G_1}{G_0 v_c} < 0 \quad \text{and} \quad \int dv \frac{v G_v}{G_0(v - v_c)} < 0. \tag{10}
\]

This criterion is directly related to the Penrose criterion for the instability of a single-humped electron distribution in a collisionless plasma [92] (see, e.g., Ref. [93]); the mathematical connection between collisionless plasma and fast flavor conversions in the linear regime was already noted in

\footnote{For polar coordinates in the space of Bloch vectors, we use \( \theta \) and \( \varphi \), whereas in coordinate space, we use \( \theta \) and \( \phi \) so that \( v = \cos \theta \).}
TABLE I. Three-mode reference cases.

<table>
<thead>
<tr>
<th>Case</th>
<th>Spectrum</th>
<th>Moments</th>
<th>Instability</th>
<th>Pendulum</th>
</tr>
</thead>
<tbody>
<tr>
<td>v_1</td>
<td>v_2</td>
<td>v_3</td>
<td>G_0</td>
<td>G_1</td>
</tr>
<tr>
<td>A</td>
<td>-1</td>
<td>+0.5</td>
<td>+1</td>
<td>-0.4</td>
</tr>
<tr>
<td></td>
<td>-1</td>
<td>-0.4</td>
<td>+1</td>
<td>+1.8</td>
</tr>
<tr>
<td>B</td>
<td>-1</td>
<td>+0.5</td>
<td>+1</td>
<td>-0.9</td>
</tr>
<tr>
<td></td>
<td>-1.125</td>
<td>-0.9</td>
<td>+1.125</td>
<td>+1.8</td>
</tr>
</tbody>
</table>

Ref. [79]. Therefore, one can assess the presence of an instability without solving the dispersion relation.

A system \{D_x, v\} consisting of a set of Bloch vectors on a discrete set of velocities can be degenerate in that for given initial conditions, the solution fills a smaller-dimensional phase space. For our standard case of all D_x initially aligned and a single instability, one can construct a system with the same \{D_x\} (t) consisting of any number of beams \(N \geq 3\) that could be smaller or larger than the original system. Starting from a supernova-inspired continuous (or finely binned quasicontinuous) spectrum \(G_x\), we can construct an infinity of three-beam representations to achieve the same \(D_x\) (t), or directly a pendulum representation. This enormous degeneracy is attributed to the large number of invariants as explained, e.g., in our previous paper [79]. In Appendix C we show explicitly how to construct a three-beam representation from a given \(G_x\) and conversely, how to construct a larger-dimensional system starting from a three-beam one or directly from a chosen pendulum.

As a matter of convenience, we will frequently use a few explicit three-beam examples with properties defined in Table I. For three beams with velocities \(v_i\) and lengths \(G_{v_i}\), the dispersion relation is quadratic in \(\Omega\) and thus easily solved. It yields the real and imaginary components of the eigenfrequency \(\Omega - D_0 = \omega_p + i\Gamma\)

\[
\omega_p = \frac{J}{2},
\]

\[
\Gamma = \frac{1}{2} \sqrt{4G_0G_1v_1v_2v_3 - J^2},
\]

where we introduce the total angular momentum of the pendulum \(J = G_2 - G_1 \sum_i v_i\). Notice that initially, when all \(D_x\) are aligned, \(J = S\), the pendulum spin. Following Eq. (B21), the natural pendulum frequency and spin parameter are

\[
\lambda = \sqrt{\omega_p^2 + \Gamma^2} \quad \text{and} \quad \sigma = \frac{\omega_p}{\sqrt{\omega_p^2 + \Gamma^2}}.
\]

We show the numerical values for our examples in Table I.

FIG. 1. Components of \(D_1(t)\) for our two benchmark cases of three-beam systems defined in Table I.

In terms of the three-beam parameters, they are

\[
\lambda = \sqrt{G_0G_1v_1v_2v_3},
\]

\[
\sigma = \frac{G_2 - G_1(v_1 + v_2 + v_3)}{2G_0G_1v_1v_2v_3}.
\]

We show the trajectories for these examples in Figure 1 of the vertical component \(D_1^y\); the in-plane component \(|D_1^x| = \sqrt{(D_1^x)^2 + (D_1^y)^2}\); and the azimuth precession velocity \(\dot{\phi}\), expressing \(D_1\) in polar coordinates as \(D_1 = D_1^y (\sin \theta \cos \phi, \sin \theta \sin \phi, \cos \theta)\). If initially all \(D_x\) were perfectly aligned, the system would be stuck in an unstable fixed point, so we have provided a small disturbance as a seed. The component \(D_1^y\) shows a periodic behavior, describing the periodic swing of the pendulum from the upright position back to it. Likewise, the transverse component (the modulus of the \(x-y\) component) is periodic, where the long waiting periods of \(D_1^z\) are accompanied by exponential growth of \(D_1^z\), or exponential decline on the approach back to the upward position.

On the other hand, the pendulum trajectory is not periodic in general, as one can see in Fig. 2, where we
show the projection of the pendulum trajectory in the $D_1^x-D_1^y$ plane for two periods of $D_1^y$. The motion is actually conditionally periodic; $\theta(t)$ and $\varphi(t)$ are separately periodic, however with noncommensurate periods unless the seed was fine-tuned. We still refer to the pendular motion as periodic, with the implication that it is only periodic in the zenith and azimuth angle separately. The azimuth motion $\varphi(t)$ does not vanish even in the upright position except for vanishing spin (plane pendulum). The motion $\varphi(t)$ is never retrograde (Appendix B), the overall direction being determined by the initial spin orientation.

C. Homogeneous temporal soliton

The full motion of the pendulum then consists of a periodic swing of the zenith angle. The separation between two full swings, the waiting period, is determined by the amplitude of the initial small perturbation. If the latter is sufficiently small, we may regard the swings as nearly separate motions. We can then construct an exact solution in which the perturbation is infinitely small at infinitely remote times, such that the motion is effectively a single pendulum swing.

To acquaint the reader with our later terminology, we call this motion a “temporal soliton,” although this is not a soliton in the usual sense—it does not involve any spatial variation. Our definition matches the one used in Ref. [85] to describe the time evolution of the order parameter in a BCS superconductor, a system which we have shown to follow the same equation as the fast-flavor conversions in a homogeneous setting [79].

A more fitting notion might be that of an “instanton”; a singular event on the infinite time axis. However, we avoid this terminology because its quantum-field theory connotations could be misleading. The temporal soliton, a pendulum that swings only once, approaches its classical unstable fixed point at $t \to \pm \infty$, without ever reaching it, of course.

We construct the soliton analytically in Appendix B, based on the pendulum equations of motion, and fixing time $t = 0$ when the zenith angle is at its lowest point.

While this approach avoids the need for a seed (an initial perturbation), instead one needs to fix the time when this event happens. Besides the choice of this instant, the pendulum motion $\theta(t)$ and $\varphi(t)$ is fixed by only two parameters, the natural pendulum frequency $\lambda$ (in units of $\mu$, the neutrino-neutrino interaction energy, that we usually absorb in the definition of time) and the spin expressed as $S = 2\lambda \sigma$. The spin parameter $\sigma$ is defined such that $0 \leq \sigma^2 \leq 1$ for an instability to exist. For larger $\sigma^2$, the pendulum is stuck in the “sleeping top” upright position.

Expressing $\mathbf{D}_1$ in terms of polar coordinates as discussed earlier, and using $c(t) = \cos \theta(t)$, the soliton is (Appendix B)

$$
\varphi(t) = \sigma \lambda t + \arctan \left( \frac{\sqrt{1 - \sigma^2}}{\sigma} \tanh \left( \sqrt{1 - \sigma^2} \lambda t \right) \right),
$$

$$
c(t) = -1 + 2 \left[ \sigma^2 + (1 - \sigma^2) \tanh^2 \left( \sqrt{1 - \sigma^2} \lambda t \right) \right].
$$

We may regard the soliton as the elementary object which is periodically repeated in the solutions of Figs. 1 and 2. For a soliton, we show in Figs. 3 and 4 the components $D_1^x$, $|D_1^y|$, and $\varphi$, as well as the trajectories projected in the $D_1^x-D_1^y$ plane.

In summary, for a spectrum $G_v$ with an instability in the linearized system, there exists a temporal soliton. Except for the instant when it happens, its properties are all fixed by the linear eigenfrequency $\Omega = \omega_\nu + i\Gamma$.

D. Multiple solitons

The above discussion relates only to angular distributions with a single unstable mode. If more than one unstable mode exists, that can happen for a multicrossed spectrum, each instability defines a different soliton, that can happen at an arbitrary instant. If they happen at very different times, they are essentially two different solitons. If they happen more closely to each other, the common solution includes complicated interference effects in the time period of overlap. Explicit examples have been worked out in the BCS context in Ref. [85].

Such multiple soliton solutions, based on multiple instabilities, are to be distinguished from the periodic pendulum motion. The latter is not a sequence of events but rather a single periodic solution.

E. Uniformly moving soliton

An exact solution that depends both on space and time can now be found by identifying solutions that are homogeneous in a boosted frame, which we identify as primed. These solutions therefore obey $\partial \mathbf{D}_1 / \partial r' = 0$. We call $V$ the speed of the frame in which the solution is homogeneous, and $\gamma = (1 - V^2)^{-1/2}$ is the corresponding Lorentz factor. Notice that the original neutrino gas, having a nonisotropic angle distribution, does not define a natural laboratory frame. In any moving frame, it is once more a
homogeneous and nonisotropic gas, but with a transformed single-crossed spectrum \( G_v \).

However, instead of transforming \( G_v \) explicitly, the EOM can be directly mapped to the EOM of the original system, where the soliton was homogeneous. The simplest way to do so is to use the covariant form of the EOMs

\[
k^\mu \partial_\mu D_v = D^\nu \times D_v k_\nu, \tag{15}
\]

with \( k^0 = 1 \) and \( k^1 = v \) in the laboratory frame and \( D^\nu = \sum_i D_i k^i \). In the primed (moving) frame, \( k^0 = \alpha' = \gamma(1 - vV) \) and \( k^1 = \gamma(v - V) \). Since \( \partial D_v / \partial r' = 0 \), the EOMs in the primed frame read

\[
\frac{\partial D_v}{\partial t'} = \left( D_0 - \frac{k'}{\omega'} D_1 \right) \times D_v, \tag{16}
\]

after dividing everywhere by \( \omega' \).

We further redefine \( v' = \frac{k'}{\omega'} = \frac{(v - V)}{(1 - vV)} \) as the velocity in the new frame. The range \(-1 \leq v \leq 1 \) of course maps on \(-1 \leq v' \leq 1 \) as behooves a Lorentz transformation, and conversely \( v = \frac{(v' + V)}{(1 + vV)} \). Moreover, we redefine the Bloch vectors in the new frame

\[
S_v' = \left[ \frac{\omega}{\omega'} D_v, \omega' = k'/\omega' = \gamma(1 - vV) \right]_{\omega' = \frac{\omega}{\omega'}} \tag{17}
\]

so as to match the definitions of the moments \( D_v' = \sum \epsilon_\mu S_v' \). Thus, we finally reach the form

\[
\frac{\partial S_v'}{\partial t'} = \left( D_0' - v' D_1' \right) \times S_v', \tag{18}
\]

which is identical to Eq. (6).

We can now perform a linear stability analysis around the asymptotic state with polarization vectors closely aligned to the \( z \)-axis. Since the EOMs are identical to Eq. (6), we may simply perform the appropriate replacements in Eq. (9).

Assuming a solution behaving as \( e^{-i\Omega t'} \), we obtain

\[
\sum \frac{(1 - vV)(v - V)G_v}{vG_1 - G_0 + \gamma(1 - vV)\Omega} = 0, \tag{19}
\]

where \( G_v \) is the original spectrum and \( G_0 \) and \( G_1 \) its moments in the original frame. Whenever this dispersion relation admits a complex solution for some \( |V| < 1 \), the solution in the corresponding reference frame will behave as the homogeneous swing of the pendulum, and, in the limit of infinitely small initial perturbation, approaches the temporal soliton. In this comoving frame, the vector \( D_1'(t') \) in all space performs a single pendulum swing.

In the laboratory frame, the solution depends then only on the combination \( t' = \gamma(t - Vr) \), or, equivalently on the combination \( r - t/V \). We recognize this as a uniformly moving wavefront with the velocity \( \nu_{\text{soliton}} = 1/V \). Since \( |V| < 1 \), it follows that the corresponding soliton is superluminal. The homogeneous temporal soliton is obtained from here in the limit \( V = 0 \), which formally corresponds to a soliton moving with infinite speed.

Figure 5 shows the spatial structure of \( D_1 \) and \( D_0 \) for the superluminal soliton for both cases A and B defined in Table 1 for the example \( V = 0.35 \), corresponding to \( \nu_{\text{soliton}} = V^{-1} = 2.857 \). Notice that, while \( D_0 \) and the pendulum length \( |D_1'| \) are spatially and temporally constant,
the homogeneous temporal soliton. In the original frame, $D_0$ and $|D_1|$ are no longer conserved.

At each instant, the flavor composition is close to the asymptotic one far from the soliton, while it develops off-diagonal coherence in the soliton region which moves with superluminal speed $v_{\text{soliton}}$. The spatial width of the soliton is directly connected with the duration of a swing of the flavor pendulum in the comoving frame in which it is homogeneous. Assuming this duration to be of the order of $T'$, the lab-frame spatial width is of the order of $\Delta = T'/\gamma = T'\sqrt{v_{\text{soliton}}^2 - 1}$, and therefore becomes arbitrarily large as $v_{\text{soliton}} \to \infty$. This of course corresponds to our previous statement that the limit of $v_{\text{soliton}} \to \infty$ leads to the homogeneous, temporal soliton.

### F. Violation of causality?

The superluminal motion raises of course questions on the validity of this solution, in view of causality requirements. However, causality is broken already by the initial conditions which spawn this solution. This is most easily seen in the limit $V = 0$, which corresponds to the homogeneous temporal soliton: the homogeneity of the initial flavor configuration over arbitrarily large distances requires a correlation which cannot have been set up by a causal physical process.

In the same way, the superluminal soliton corresponding to a nonzero $V$ does not involve any superluminal propagation of information. Indeed, the information on the soliton existence at a certain position $r$ does not originate from the motion of the soliton at previous times, but is rather already contained in the initial conditions in the past light cone of the point $r$. Therefore, if we chose an initial condition at $t = 0$ which is identical to the soliton for $r > 0$ and with an arbitrary shape for $r < 0$, at a later time $t$ we would still see the exact soliton solution for any $r > t$, even though the soliton itself was valid only over half the space at the initial time.

This situation is analogous to what happens in dielectric materials with a superluminal group velocity, where an initial wave packet can propagate with a superluminal group velocity. This is examined in detail, e.g., in Ref. [94], where it is shown explicitly that this superluminal propagation does not correspond to a real transmission of information.

### G. Dispersion relation

A necessary condition for a neutrino gas to support a soliton is for the spectrum $G_\omega$ to be crossed, and this property is invariant against Lorentz boosts along the symmetry axis. On the other hand, the sufficient condition stated in Eq. (10) must be evaluated in the new frame and may not have a solution. In other words, not every chosen $V$ provides a soliton, it may rather provide a stable “sleeping top” configuration. The boosted conditions for an instability are provided in Appendix A for the case of a continuous spectrum $G_\omega$.

For our discrete three-mode examples, one may simply evaluate the dispersion relation of Eq. (19) directly. In analogy to the lab-frame case, it is a quadratic equation for $\Omega'$. For our example A, one finds a nonvanishing imaginary part for $-0.099 < V < 0.40$, for B the range is $-0.43 < V < 0.43$. Even though the two extreme neutrino beams have $v = \pm 1$, the allowed range for $V$ does not exhaust this full range.

Conversely, only a certain range of speeds $v_{\text{soliton}} = V^{-1}$ is supported. We display $\text{Im}\Omega'$ as a function of $v_{\text{soliton}}$ for both of our reference cases in Fig. 6. The soliton is supported only for sufficiently large speeds, corresponding to the range in which $\text{Im}(\Omega') \neq 0$.

Finally, the eigenfrequency of the linear system corresponding to the soliton is $\Omega = \gamma \Omega'$ in the laboratory frame, and the corresponding wave vector is $K = \gamma \Omega' V$, implying

$$\frac{\Omega}{K} = \frac{1}{V} \quad \text{with} \quad -1 < \frac{1}{V} < 1. \quad (20)$$

Therefore, the superluminal soliton corresponds to linear eigenmodes with complex $\Omega$ and complex $K$ such that

$$\text{Im} \left( \frac{\Omega}{K} \right) = 0 \quad \text{and} \quad \frac{\Omega}{K} > 1 \quad \text{or} \quad \frac{\Omega}{K} < -1. \quad (21)$$

In other words, starting from the inhomogeneous dispersion relation [33], one needs to find solutions $(\Omega, K)$ that have the same complex phase and their ratio corresponds to a superluminal phase velocity.
This is different from the usual normal-mode analysis where one looks for a complex $\Omega$, assuming a perturbation with a real wave number. Instead, we are here looking for a complex $\Omega$ as a function of the velocity $V$, a real parameter.

### III. SPATIAL SOLITONS

The original flavor pendulum (of slow oscillations), like so many other neutrino oscillation phenomena, was actually meant to represent a spatial phenomenon, an evolution along a direction in space [95–97]. On the other hand, our earlier fast temporal instability and concomitant soliton was a purely temporal event until it emerged, under a boost, as a superluminal form of nonlinear wave propagation. Conversely, one can contemplate a purely spatial "boost", as a superluminal form of nonlinear wave propagation, and it is not unreasonable to think of such a "boost" as leading to the appearance of spatial solitons.

#### A. Static soliton

To get started, we search for exact solutions of the static EOMs

$$v \frac{\partial \mathbf{D}_v}{\partial r} = (\mathbf{D}_0 - v \mathbf{D}_1) \times \mathbf{D}_v.$$  \hspace{1cm} (22)

By dividing everywhere by $v$, this becomes

$$\frac{\partial \mathbf{D}_v}{\partial r} = (v^{-1} \mathbf{D}_0 - \mathbf{D}_1) \times \mathbf{D}_v.$$  \hspace{1cm} (23)

We now introduce the modified definitions

$$\mathbf{M}_v = \mathbf{D}_v v \quad \text{and} \quad \mathbf{M}_n = \sum_v \mathbf{M}_v e^{-n},$$  \hspace{1cm} (24)

so that $\mathbf{M}_0 = \mathbf{D}_1$ and $\mathbf{M}_1 = \mathbf{D}_0$. The EOMs then take the form

$$\frac{\partial \mathbf{M}_v}{\partial r} = (v^{-1} \mathbf{M}_1 - \mathbf{M}_0) \times \mathbf{M}_v,$$  \hspace{1cm} (25)

which, except for a change in sign, has the same form as Eq. (6), an observation first made by Johns et al. [37]. Compared to the temporal case, in which the variable $v$ runs in the compact interval from $-1$ to $1$, in this EOM the role of the variable $v$ is played by $v^{-1}$, which lies in the noncompact interval $|v^{-1}| > 1$. However, this modification does not lead to significant differences in the physics and the nature of the solutions.

Assuming that asymptotically the polarization vectors are all aligned with the $z$-axis, just as in the temporal case we can determine the instabilities of the system using the linear dispersion relation. Assuming solutions behaving in space as $e^{iKr}$, we can deduce the dispersion relation directly by the analogy with Eq. (9). After the appropriate substitutions are made, we find

$$\sum_v \mathbf{vG}_v = 0.$$  \hspace{1cm} (26)

As we show in Appendix A, if a system admits an unstable frequency from Eq. (9), it also admits an unstable wave vector in Eq. (26).

Linear stability analysis in the spatial case deserves some clarification. In the temporal case, causality automatically determines that frequencies with a positive imaginary part lead to a temporal instability. In the spatial case, causality does not provide such a guide, and solutions with a complex $K$ may lead both to a growth of the solution or to a damping. Which of these conditions is realized from a given boundary conditions set at an initial time depends on the dispersion relation at $\Omega \neq 0$ [98]. However, here we are not interested in the topic of whether growth can arise from a given boundary condition. Rather, we simply show the existence of exact soliton solutions of Eq. (22) if the dispersion relation provides a complex solution for $K$. Therefore, we do not pursue the topic of boundary conditions for a neutrino gas any further.

Since Eq. (22) has been mapped to the same form as Eq. (6), we conclude that the solutions we found in the previous sections are also solutions of Eq. (22), with a change of interpretation. The temporal solution, with a single swing of the pendulum $\mathbf{D}_1$, corresponds here to a static, localized region in which the "spatial" flavor pendulum $\mathbf{M}_1 = \mathbf{D}_0$ swings away from the $z$ axis. We dub this a spatial soliton and corresponds to the intuitive picture of some sort of localized wave packet. In this region, the neutrino flavor density matrix

FIG. 6. Imaginary part of the comoving-frame frequency $\Omega'$ as a function of the soliton speed $v_{\text{soliton}} = V^{-1}$ for the two benchmark cases defined in Table I.
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has large off-diagonal coherence, whereas outside, it returns to the asymptotic flavor composition. Notice that here it is \( \mathbf{M}_0 = \mathbf{D}_i \) that remains constant throughout space.

We stress that the solution is static even though individual neutrinos are still moving with their own velocities \( v \) in the direction of the symmetry axis. Neutrinos passing through the soliton region develop off-diagonal coherence under the influence of the mean field of all the other neutrinos in the same region, and return to their original flavor structure after they pass through the soliton.

In the temporal case, a given initial condition generally leads to a periodic swing of the polar angle of the pendulum, as we discussed above. In the spatial case, the analogous structure is a periodic lattice of solitons; we remind the reader that we use periodicity here with the caveat that only the polar angle is periodic, while the azimuthal angle periodicity is not in general commensurate with the polar angle one.

The soliton existence relies on a delicate balance between the advection of neutrinos and their non-linear interaction. Furthermore, as we have seen, a diagnostic of the static soliton existence is the presence of a complex \( K \) solution to the dispersion relation. Indeed, the static soliton is the nonlinear evolution of the eigenmodes with complex \( \Omega \) and \( K = 0 \).

### B. Uniformly moving soliton

In similar manner to the temporal case, we can identify a new class of solutions which correspond to the static soliton in a boosted frame. Our procedure mirrors the one to obtain the superluminal solitons in Sec. II E. We start from the covariant form of the EOMs, Eq. (15), and write them explicitly in the frame in which the solution is static

\[
\nu' \frac{\partial \mathbf{D}_i}{\partial r'} = (\mathbf{D}_0' - \nu' \mathbf{D}_i') \times \mathbf{D}_i.
\]  

(27)

As we did in Sec. II E, we redefine the Bloch vectors in the new frame with Eq. (17), obtaining

\[
\nu' \frac{\partial \mathbf{S}_{\nu'}}{\partial r'} = (\mathbf{D}_0' - \nu' \mathbf{D}_i') \times \mathbf{S}_{\nu'}.
\]  

(28)

This is now identical to Eq. (22), with the variable \( r' \) still defined in the range between \(-1\) and 1. Therefore, it admits solutions which behave as a static soliton in the boosted reference frame. Such solutions depend only on the variable \( r' = \gamma (r - V t) \). Therefore, in the laboratory frame, they are solutions depending both on space and time, corresponding to a soliton moving with the subluminal velocity \( V \).

Linearization around the asymptotic state with all vectors closely aligned with the \( z \) axis provides the dispersion relation for \( K' \), the wave vector in the soliton rest frame, assuming a solution \( \propto e^{iK' r} \). After replacing the correct mapping in Eq. (9) we find

\[
\sum_v \frac{(1 - vV)(v - V)G_v}{\nu D_0' - \nu D_1' + \gamma (v - V)K'} = 0.
\]  

(29)

Whenever this equation admits complex solutions for some value of \( V \), then a uniformly moving soliton exists as a solution of the general EOMs. Notice that the wave number as seen from the laboratory frame is \( K = \gamma K' \). Furthermore, the frequency in the laboratory frame is \( \Omega = \gamma K' V \). Therefore, in analogy to Eq. (21) we may characterize the moving solitons as the nonlinear evolution of excitations with complex \( K \) and

\[
\text{Im} \left( \frac{\Omega}{K} \right) = 0 \quad \text{and} \quad -1 < \frac{\Omega}{K} < 1.
\]  

(30)

So once more, these are solutions of the dispersion relation with equal complex phase for \( \Omega \) and \( K \), this time with subluminal phase velocity that here plays the role of the soliton speed.

### IV. SOLITON STABILITY

The soliton solutions are exact, in the sense that if the initial conditions are precisely set, their evolution follows a uniform motion in the laboratory frame. A natural question is then whether they are also stable, namely if they will survive tiny deviations from the exact initial conditions.

The instability of the single-soliton solution can be grasped by noting that the asymptotic state of the soliton is already by itself unstable. For a subluminal soliton, we can always choose a frame in which the solution is a static soliton; in this frame, the asymptotic state is certainly unstable against homogeneous perturbations, as we show in Appendix A. Thus, the soliton carries within itself the seed of its own destruction, since its own existence requires an instability of its own asymptotic state.

A full stability analysis of the soliton is, however, difficult to carry out analytically, since the unperturbed state, consisting in a single soliton, is not translationally invariant. Therefore, even in the linearized regime, elementary perturbations cannot be looked for in the form of plane waves, making impossible a spatial Fourier analysis in this context. For this reason, we limit ourselves to a numerical study of the soliton stability.

Our procedure is therefore to solve the full spatiotemporal EOMs (4), assuming as an initial condition the structure of a soliton moving with velocity \( V = 0.1 \), evaluated at time \( t = 0 \). Since the initial condition is set on a numerical grid, the discreteness of the grid acts as a natural source of perturbation for the subsequent evolution, and therefore we do not insert any additional seed.
V. EFFECT OF MATTER

In our entire discussion we have ignored the presence of matter that would produce an external refractive effect on neutrinos. There exists a certain perception that the matter effect can be removed by coordinate transformations in flavor or coordinate space, but we will presently see that this perception is deceiving.

We assume that the matter background is homogeneous and that in the laboratory frame, there is a current in the same direction as the symmetry axis of the neutrino gas. In a supernova, the laboratory frame would be the one of a distant observer (Euler coordinates), whereas the frame comoving with the medium are represented by the hydrodynamical Lagrange coordinates. One could use these or any other coordinate frames to study neutrino flavor evolution. In the presence of matter, the EOMs (4) become [33]

$$\left(\partial_t + v \partial_r\right)\mathbf{D}_r = \left[\mathbf{D}_0 + \mathbf{A}_0 - v(\mathbf{D}_1 + \mathbf{A}_1)\right] \times \mathbf{D}_r,$$  \hfill (31)

where $\mathbf{A}_0$ is the Bloch vector in the $z$-direction that represents the usual refractive effect of homogeneous matter, and normalized in the same way as the neutrino refractive effect represented by $\mathbf{D}_0$. If the homogeneous medium moves with velocity $V_{\text{mat}}$ along the symmetry axis, it contributes a flux term $\mathbf{A}_1 = V_{\text{mat}} \mathbf{A}_0$ analogous to the neutrino flux term $\mathbf{D}_1$. We can certainly study the matter effect in a frame comoving with matter, in which $\mathbf{A}_1 = 0$. If, in this frame, the initial perturbation of the neutrino gas is chosen homogeneous, the EOMs become

$$\dot{\mathbf{D}}_r = (\mathbf{A}_0 + \mathbf{D}_0) \times \mathbf{D}_r - v \mathbf{D}_1 \times \mathbf{D}_r.$$  \hfill (32)

Since $\mathbf{A}_0$ is homogeneous in all frames, we may remove it, in analogy to $\mathbf{D}_0$, by a corotation in flavor space. Therefore, the effect of matter can be entirely eliminated, and the homogeneous temporal solitons are still an exact solution of the EOMs, provided that perturbations are homogeneous in the frame comoving with matter.

This remark applies in general; the exact pendulum solutions for a homogeneous neutrino gas, which have been thoroughly studied in the literature, are only valid if homogeneity holds in a frame comoving with matter. Remarkably, in the laboratory frame, such solutions are not homogeneous, but actually correspond to our superluminal soliton, moving with a speed $V_{\text{mat}}^{-1}$. If the motion of matter is nonrelativistic, with $V_{\text{mat}} \ll 1$, the superluminal soliton of course becomes closer and closer to the homogeneous pendulum swing, since the width of the soliton is of order $(\Gamma V_{\text{mat}})^{-1}$, where $\Gamma$ is the imaginary part of the unstable frequency.

Finally, let us comment on the impact of matter on the static solitons. Due to reciprocity between space and time, here it is $\mathbf{A}_1$ which can be easily eliminated by going to a frame (in flavor space) that corotates in space rather than in time. However, differently from the temporal case, the effect of $\mathbf{A}_0$ can never be eliminated, since there is no
reference frame in which $\Lambda_0 = 0$ if $\Lambda_1 \neq 0$. After removing the effect of $\Lambda_1$, the EOMs take the form

$$v \partial_t \mathbf{D}_v = (\mathbf{A}_0 + \mathbf{D}_0) \times \mathbf{D}_v - v \mathbf{D}_1 \times \mathbf{D}_v. \quad (33)$$

This EOM implies that

$$\partial_t \mathbf{D}_1 = \mathbf{A}_0 \times \mathbf{D}_0, \quad (34)$$

which means that, differently from the case where matter is absent, $\mathbf{D}_1$ is not conserved. Therefore, the integrability of the model is lost and there is no reason to expect regular solutions.

To illustrate the effect of matter, we perform a numerical experiment on a homogeneous pendulum, assuming a continuous set of beams with the spectrum $G_v$ corresponding to Case D of Ref. [50]. We show $G_v$ as a thick solid line in Fig. 8 and, for the undisturbed pendulum, the maximum excursion which can be expressed analytically as discussed in Appendix C in Eq. (C13). For this example, the first moments of the distribution are $G_0 = +4.7334$ and $G_1 = -5.2665$, whereas the pendulum parameters are $\Omega = 1.0743 \pm 1.1121i$, corresponding to the natural frequency $\lambda = |\Omega| = 1.5462$ and spin parameter $\sigma = \text{Re}\Omega/|\Omega| = 0.6948$.

Next we include a matter flux $\Lambda_1 = 2$, which is moderate compared with the moments of the spectrum which measure the refractive effect caused by the neutrinos themselves. To evaluate the integrability of the model, we determine the effective number of degrees of freedom which describe the motion by computing the nonvanishing eigenvalues of the Gram matrix [32]

$$G_{ij} = \int dt \mathbf{D}_{v_i}(t) \cdot \mathbf{D}_{v_j}(t), \quad (35)$$

where the integral is taken over an arbitrary but numerically suitable period, in our case explicitly the interval $[0, 10]$. Our numerical realization uses $N = 100$ equidistant beams, and therefore $i, j = 1, ..., N$. For vanishing $\Lambda_1$ we find three large eigenvalues and all the others much smaller, corresponding to the reduced three-beam nature of the pendulum motion.

For $\Lambda_1 = 2$, instead, there is no sharp transition between large and small eigenvalues, but roughly there are 20–25 significant large eigenvalues. This result does not depend on our chosen numerical resolution and means that the number of independent modes is much smaller than the number of beams. In other words, the system will not ergodically fill the entire phase space, but rather stay on a lower-dimensional surface than defined by the number of degrees of freedom.

The spectrum of flavor conversion, represented by $D_z(t)$, is no longer periodic but shows a much more involved structure at later times as seen in the snapshots shown in Fig. 8. It develops a finer-grained structure, which highlight the larger number of degrees of freedom involved in the motion. On the other hand, even after a long time, the spectrum looks qualitatively similar in that large structures persist as well as large oscillations. The angular structure does not decohere into an ever more fine-grained one. In this sense, the motion retains strong collective characteristics as suggested by the Gram-matrix test. The system no longer moves like a pendulum, but still collectively, in this case corresponding to roughly 20–25 independent degrees of freedom instead of the number $N$ of discrete bins. A systematic study of matter effects and its impact on collective motion is beyond our present ambition.

Similar conclusions hold of course for subluminal solitons, since in their comoving frame the term $\Lambda_0$ never vanishes. We conclude that in the presence of matter, static and subluminal solitons no longer exist as exact solutions and would not survive had they been set up as an initial condition. On the other hand, to which degree collective motion persists or decoherence to ever smaller angular scales takes place remains to be studied.

On the level of a linear normal-mode analysis, one can always eliminate the effect of matter by redefining the meaning of the frequency and wave number of a given perturbation [33]. In the nonlinear regime, this is not generally possible so that matter cannot be ignored for the nonlinear evolution of flavor waves.

VI. CONCLUSION

Starting from the fast-flavor pendulum, we have introduced the notion of a soliton, corresponding to the limiting case of a pendulum with a vanishing seed. This solution
corresponds to a one-swing pendulum that approaches its unstable fixed point at \( t \to \pm \infty \). The existence of such a solution follows from a complex eigenfrequency of the linearized EOMs that fully determines the soliton, for which we have provided an explicit analytical expression. For the formal soliton solution, one does not need to worry about initial conditions. On the other hand, the time when it happens on the infinite time axis is an arbitrary parameter.

A crossed angle spectrum of the neutrino modes is a well-known necessary condition for an instability (or now we would say: for the existence of a soliton). Inspired by the Nyquist criterion, we have derived an additional sufficient condition that can be evaluated without solving the dispersion relation.

Whenever these conditions are satisfied, there also exists a spatial soliton in which the flavor configuration is static and evolves through space similar to the temporal soliton, or like a one-swing “spatial pendulum” that approaches its asymptotic state at spatial infinity.

However, our main result is that the temporal and spatial solitons are only limiting cases of more general classes of solutions that can be obtained with the help of Lorentz transformations. One class is that of superluminal solitons, i.e., localized regions in which the neutrino density matrix has off-diagonal coherence, which move with superluminal speed. At infinite speed, the width of this region becomes infinite, and this solution represents the temporal soliton. Likewise, the class of subluminal solitons connects to the spatial soliton in analogous ways.

The seeming violation of causality in the superluminal motion actually derives from the initial conditions, which require correlations to be set up over large scales. In this sense, superluminal solitons highlight in the clearest way the limitations of the homogeneous neutrino gas, which is not truly representative of a realistic setting, since it requires perturbations to be correlated on all scales.

The static soliton, and its subluminal siblings, come closest to the usual picture of a soliton wave, such as the traditional Korteweg-de Vries soliton. However, spatial flavor solitons are extremely fragile in that they break up under small-scale perturbations that are always present and unavoidable in a numerical representation. We have not attempted a full analytical study of their stability, since even simple arguments based on the asymptotic state reveal that they must be as unstable as dictated by the imaginary part of the original linear eigenfrequency that is needed for the soliton to exist in the first place. Therefore, subluminal flavor solitons carry in them their own seed of destruction.

Finally, we clarify the impact of matter effects on all of these solutions. It has become a folk wisdom that in a flavor solitons carry in them their own seed of destruction. It has become a folk wisdom that in a
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**APPENDIX A: INSTABILITIES FOR SINGLE-CROSSED SPECTRA**

1. Nyquist criterion for homogeneous case

The existence of the temporal soliton is guaranteed by the existence of an unstable eigenmode, namely of a
complex solution to the dispersion relation Eq. (9). Here we investigate the conditions under which a continuous distribution \( G_v \) of velocities \( v \) may support an unstable homogeneous eigenmode. We focus on single-crossed distributions and show that at most one unstable eigenmode may appear, and identify a simple condition for its appearance based on the Nyquist criterion [99].

By absorbing \( G_0 \) in \( \Omega \), we may schematically write the dispersion relation as

\[
\Phi(\Omega) = \int \frac{v G_v}{v G_1 + \Omega + i\epsilon} d\nu = 0, \quad (A1)
\]

where \( G_1 = \int d\nu v G_v \) as in the main text. In our previous paper [79], we have discussed how to deal with the pole \( v = -\Omega/G_1 \) when \( \Omega \) is real. Since we are interested in unstable frequencies only, we choose to define the function on the real axis as

\[
\Phi(\Omega) = \int \frac{v G_v}{v G_1 + \Omega + i\epsilon} d\nu = \int_{\nu_1}^{\nu_2} \frac{v G_v}{v G_1 + \Omega} d\nu + i\frac{\pi \Omega}{G_1} G_{-\Omega/G_1}. \quad (A2)
\]

As we have shown in Ref. [79], this dispersion relation admits the same unstable frequencies. In other words the zeros of \( \Phi(\Omega) \) and \( \Phi(\Omega) \) in the upper-half of the complex plane defined by \( \text{Im}(\Omega) > 0 \) are the same.

The number of unstable frequencies corresponds to the number of zeros of \( \Phi(\Omega) \) in the upper-half plane. This can be counted by the Nyquist criterion [99], which connects the number of zeros to the number of times that the function \( \Phi(\Omega) \) wraps around the origin in the complex plane as \( \Omega \) moves along the real axis. Indeed, we have shown in Ref. [79] that the dispersion relation for fast modes is analogous in form to the dispersion relation for unstable modes in a collisionless plasma; the function \( \Phi(\Omega) \) plays here the role of the longitudinal dielectric function, whose zeros correspond to the plasmon modes. The Nyquist criterion must be slightly modified in our context, because the function \( \Phi(\Omega) \) vanishes as \( |\Omega| \to \infty \) only as \( \Omega^{-1} \), which precludes a naive application of the zero-counting theorem. Therefore, we here derive the result from scratch.

To count the number of unstable frequencies, we consider the integral

\[
I = \int_{-\infty}^{+\infty} d\log \frac{\Phi(\Omega)}{d\Omega} d\Omega \quad (A3)
\]

taken over the real axis. The integral can be closed by a semicircle in the upper-half complex plane. The integral on the semicircle does not vanish, because the function \( \Phi(\Omega) \to -G_1/\Omega \), and therefore the integral on the semicircle is

\[
J = -\int d\Omega = -i\pi. \quad (A4)
\]

The integral over the entire closed contour is equal to the number of poles of the integrand function in the upper-half plane.

Assuming that \( \Phi(\Omega) \) does not have poles itself in this region, these poles are simply the zeros of \( \Phi(\Omega) \). From each of these zeros, the integral draws a contribution \( 2\pi i \). Therefore, it follows that

\[
I + J = 2\pi i N, \quad (A5)
\]

where \( N \) is the number of complex unstable frequencies. From here it follows:

\[
\Phi(\Omega \to +\infty) = \Phi(\Omega \to -\infty) e^{i\pi} e^{2i\pi N}. \quad (A6)
\]

Therefore, as \( \Omega \) grows from \(-\infty \) to \(+\infty \), the function \( \Phi(\Omega) \) starts from 0 and returns to 0 after having changed its sign and wrapped itself around the origin \( N \) times.

We first confirm the validity of the criterion empirically in two simple cases, the angular distributions for cases A and D of Ref. [50]. For both cases, we adjust the sign of the distribution such that \( G_1 > 0 \). Figure 9 shows the trajectories drawn by \( \Phi(\Omega) \) in the complex plane as \( \Omega \) runs from \(-\infty \) to \(+\infty \). At \( \Omega \to -\infty \), \( \Phi(\Omega) \to G_1/\Omega \), so that \( \Phi \) starts from 0 and moves along the negative real axis. At \( \Omega \to +\infty \), \( \Phi(\Omega) \) returns again to the origin from the positive real axis, therefore confirming our result in Eq. (A6) that it acquires a phase of \( \pi \).

In addition, for case D (right panel), the function \( \Phi(\Omega) \) wraps completely around the origin once, corresponding to one unstable mode. Indeed, Ref. [50] finds this distribution to be unstable. On the other hand, for case A (left panel) the trajectory of \( \Phi(\Omega) \) does not wrap around the origin, corresponding to no unstable mode, as also found in Ref. [50].

![FIG. 9. Nyquist diagrams for the angular distribution of case A (left) and case D (right) of Ref. [50]. We show the trajectory of the function \( \Phi(\Omega) \) in the complex plane, as \( \Omega \) evolves from \(-\infty \) to \(+\infty \) along the real axis. Since the angular distribution has nonanalytical discontinuities at \( v = -1 \) and \( v = +1 \), we smooth them out introducing a rapid cutoff at these positions.](123024-13)
We can now derive a simple criterion to determine whether a single-crossed spectrum \( G_v \) admits an instability without explicitly solving the dispersion relation. The key idea is that the function \( \phi(\Omega) \) can cross the real axis, for real \( \Omega \), either at \( \Omega = 0 \) or at \( \Omega = -v_cG_v \), where \( v_c \) is the position of the crossing \( G_v = 0 \). Without loss of generality, we choose \( G_1 > 0 \). Therefore, at \( \Omega \to -\infty \), the function \( \phi(\Omega) \to G_1/\Omega \) starts from 0 tangent to the negative real axis. At \( \Omega \to +\infty \), \( \phi(\Omega) \) returns to 0 tangent to the positive real axis. The number of times that it wraps around the origin in between corresponds to the number of unstable frequencies. In order to wrap around the origin once, \( \phi(\Omega) \) must cross the real axis first on the positive side, as in both panels of Fig. 9. Afterwards, to surround the origin, it must cross the real axis first on the positive side, as in both panels of Fig. 9. Afterwards, to surround the origin, it should cross it again on the negative side, as in the right panel of Fig. 9, so that it can finally return to the positive side and asymptotically reach zero. It is easy to see that with one crossing, \( \phi(\Omega) \) can wrap around the origin at most once, so there is at most one unstable frequency.

Therefore, the criterion for the existence of an instability is the following: starting from the negative real axis, the function \( \phi(\Omega) \) should cross first the positive real semiaxis, and then the negative one. We can now state our criterion more plainly. If \( v_c > 0 \), we have an instability if \( \phi(-v_cG_1) > 0 \) and \( \phi(0) = G_0/G_1 < 0 \). If \( v_c < 0 \), we have an instability if \( \phi(0) > 0 \) and \( \phi(-v_cG_1) < 0 \). This criterion allows us to identify the presence of an instability for single-crossed spectra without explicitly solving the dispersion relations themselves. Notice that, while in the derivation we assumed \( G_1 > 0 \), the final result is independent of this assumption.

2. Superluminal soliton

The criterion for the existence of a homogeneous instability can be immediately extended to a criterion for the existence of superluminal solitons with speed \( v_{\text{soliton}} = V^{-1} \). In Sec. II E, we have shown that the EOMs for the superluminal solitons are identical to the EOMs of the homogeneous system in a boosted frame. The dispersion relation can therefore still be written as

\[
\phi(\Omega') = \int \frac{v' S_v^{\Omega' \theta}}{v' G_1' + \Omega'} \, d\xi' = 0. \tag{A7}
\]

Notice that \( S_v^{\Omega' \theta} \) is defined by \( S_v^{\Omega' \theta} = [\alpha'/G_v \, dv'_{\xi'}]_{\xi' = \xi'_{\Omega'}} \) by definition, evaluated at the asymptotic condition in terms of \( G_v \), and \( \alpha' = (1 - vV)/(1 - V^2)^{1/2} \). Here, as in the main text, \( G_0' = \gamma(G_0 - VG_1) = \sum \theta S_\theta^{\Omega', 0} \), \( G_1' = \gamma(G_1 - VG_0) = \sum \theta S_\theta^{\Omega', 0} \), evaluated at the asymptotic condition.

To extend our previous criterion, the crossing point in the new frame is \( v' = (v - V)/(1 - vV) \). If \( v' > 0 \), an instability is present if \( \phi(0) < 0 \) and \( \phi(-v'D_1') > 0 \), and vice versa if \( v' < 0 \). Performing the appropriate replacements, we find that the instability is present if

\[
v_c > V, \quad \frac{G_0 - VG_1}{G_1 - VG_0} < 0, \quad \int \frac{(v - V)(1 - vV)G_v}{(G_1 - VG_0)(v - v_c)} \, dv > 0 \tag{A8}
\]
or

\[
v_c < V, \quad \frac{G_0 - VG_1}{G_1 - VG_0} > 0, \quad \int \frac{(v - V)(1 - vV)G_v}{(G_0 - VG_1)(v - v_c)} \, dv < 0. \tag{A9}
\]

The two criteria may be more compactly combined as

\[
\frac{(v_c - V)(G_0 - VG_1)}{G_1 - VG_0} < 0, \tag{A10a}
\]

\[
\int \frac{(v - V)(1 - vV)G_v}{(G_0 - VG_1)(v - v_c)} \, dv < 0, \tag{A10b}
\]

which both need to be satisfied for an instability to exist.

Notice that, for \( V = v_c \), the trajectory of \( \phi(\Omega') \) in the Nyquist diagram can touch the real axis only at one point (except the trivial tangent behavior at \( \Omega \to \pm \infty \)), since the two crossings at \( v = v_c \) and \( v = V \) merge into a single point of tangency to the real axis, which does not allow the trajectory to wrap around the origin. Therefore, superluminal solitons with \( V = v_c \) are not supported.

3. Static and subluminal soliton

For the subluminal and static soliton, the existence of an unstable frequency needs not be studied separately. In fact, the dispersion relation for a superluminal soliton can be written in terms of the primed quantity as

\[
\int v' G_1' - G_0' + \Omega' \, [G_v \, dv']_{\xi' = \xi'_{\Omega'}} = 0. \tag{A11}
\]

The corresponding dispersion relation is

\[
\int v' G_1' - G_0' + v' K' \, [G_v \, dv']_{\xi' = \xi'_{\Omega'}} = 0. \tag{A12}
\]

From here, we deduce that if a superluminal soliton is supported with speed \( v_{\text{soliton}} = V^{-1} \) and frequency \( \Omega' \), there is also a corresponding solution for a subluminal soliton with speed \( V \), whose wave number \( K' \) is obtained from

\[
\frac{G_0' - \Omega'}{G_1'} = \frac{G_0'}{G_1' + K'}. \tag{A13}
\]

This establishes a dual relation among superluminal and subluminal solitons. The relation may be directly expressed...
in terms of the moments of the original spectrum $G_v$, giving
\[ \frac{G_0 - VG_1 - \Omega}{G_1 - VG_0} = \frac{G_0 - VG_1}{G_1 - VG_0 + K}, \tag{A14} \]

where $K = K'/y$ and $\Omega = \Omega'/y$. In particular, this means that if a single-crossed spectrum $G_v$ permits a homogeneous temporal soliton, characterized by the linear eigenfrequency $\Omega$, then there also exists a static spatial soliton corresponding to the linear wave number
\[ K = \frac{G_1 \Omega}{G_0 - \Omega} \tag{A15} \]
in the limit $V = 0$ of Eq. (A14).

Notice that, while we have used the integral notation in Eqs. (A11) and (A12), the final results Eqs. (A13) and (A14) are valid for a discrete number of beams as well, since they only involve the redefinition in the denominators of Eqs. (A11) and (A12). In other words, any single-crossed spectrum, discrete or continuous, that permits a homogeneous temporal soliton also permits a static spatial one.

**APPENDIX B: GYROSCOPIC PENDULUM**

1. Equations of motion

We briefly review the gyroscopic pendulum, following Appendix B of Ref. [32]. This contraption, also known as symmetric heavy top, Lagrangian top, or spherical pendulum with spin, is an axially symmetric body, spinning around its symmetry axis (moment of inertia $I_z$) with support on this axis [100]. Its moment of inertia relative to that point is $I$, mass $M$, gravitational acceleration $g$ along the $z$-direction, distance $\ell'$ between support and center of mass, and angle $\theta$ relative to the $z$-direction, i.e., this angle is counted relative to the upward direction. The potential energy is $V = Mg\ell' \cos \theta$. If the top were essentially point like, one would have $I = M\ell'^2$, but in general one considers an extended body, where the center of mass and the “center of oscillation” are different.

The angular momentum $L$ along the symmetry axis (spin) has kinetic energy $T_{\text{spin}} = S^2/2I$, the point of support is on the symmetry axis, preventing a torque to change $S = |S|$, and so both $S$ and $T_{\text{spin}}$ are conserved. We are only interested in the gyroscopic’s orbital motion, not the internal spin motion, so that $T_{\text{spin}}$ is an additive constant to the Hamiltonian. For given $S$, the orbital motion will be the same, irrespective of $T_{\text{spin}}$, so that we may assume $I_z = I$ for simplicity. The entire kinetic energy can then be expressed in terms of the single $I$ as $T = J^2/2I$, where $J$ is the total angular momentum.

We may further use the radius vector $R$ from the point of support to the center of mass as a spatial coordinate. The potential energy provided by gravity is $gMG \cdot R$ with $|R| = \ell'$ and the gravitational unit vector $G$ is defined to point upward. The Hamiltonian of this overall mechanical system is
\[ H = gMG \cdot R + \frac{J^2}{2I} \tag{B1} \]

The equations of motion derive from this Hamiltonian through the Poisson brackets $\hat{\mathbf{R}} = \{ \mathbf{R}, H \}$ and $\hat{\mathbf{J}} = \{ \mathbf{J}, H \}$. Notice that $\{ J_i, J_j \} = \epsilon_{ijk} J_k$, $\{ J_i, R_j \} = \epsilon_{ijk} R_k$, and $\{ R_i, R_j \} = 0$. Explicitly one finds
\[ \hat{\mathbf{R}} = \frac{\mathbf{J} \times \mathbf{R}}{I} \quad \text{and} \quad \hat{\mathbf{J}} = gMG \times \mathbf{R}. \tag{B2} \]

The physical content is that $\mathbf{J}$ spawns a differential rotation as behooves the total angular momentum, whereas the vertical force of gravity exerts a torque, proportional to $G \times \mathbf{R}$, that changes the total angular momentum. This form allows one to port the gyroscope EOMs directly to those of the Bloch vectors of the FFC system.

However, to solve the EOMs explicitly, we continue with the mechanical system in the spirit of the textbook literature. The orbital angular momentum is $L = I\ell \times \dot{\ell}$, where $\mathbf{r}$ is a unit vector along the symmetry axis. It marks the top’s orientation with zenith angle $\theta$ and azimuth angle $\phi$. The orbital kinetic energy is
\[ T_{\text{orb}} = \frac{L^2}{2I} = \frac{1}{2} \ell \dot{\ell}^2 = \frac{1}{2} I (\dot{\theta}^2 + \dot{\phi}^2 \sin^2 \theta). \tag{B3} \]

The total angular momentum $\mathbf{J} = \mathbf{L} + \mathbf{S}$ has conserved $z$-component, where $S_z = S \cos \theta$ and $L_z = I\dot{\phi} \sin^2 \theta$. Here one factor of $\sin \theta$ comes from the projection of $r$ on the transverse plane and the velocity is $\dot{\phi} \sin \theta$. Therefore, $J_z = I\dot{\phi} \sin^2 \theta + S \cos \theta$ is conserved and
\[ \dot{\phi} = \frac{J_z - S \cos \theta}{I \sin^2 \theta}. \tag{B4} \]

Therefore,
\[ T_{\text{orb}} = \frac{1}{2} I (\dot{\theta}^2 + \frac{(J_z - S \cos \theta)^2}{2I \sin^2 \theta}) \tag{B5} \]
and the total energy $E = T + V$ is
\[ E = \frac{1}{2} I (\dot{\theta}^2 + \frac{(J_z - S \cos \theta)^2}{2I \sin^2 \theta}) + Mg\ell' \cos \theta. \tag{B6} \]

This has the form $E = I\dot{\theta}^2/2 + V(\theta)$, where $V(\theta)$ is a potential given in terms of conserved quantities fixed by initial conditions.

Next we introduce $c = \cos \theta$ as independent variable so that $\dot{\theta}^2 = \dot{c}^2 / \sin^2 \theta$ and find the third-order polynomial that is characteristic for the gyroscopic pendulum
\[ \dot{c}^2 = 2 \frac{E - Mg\ell' c}{I} (1 - c^2) - \left( \frac{J_z - Sc}{I} \right)^2. \tag{B7} \]
When $J_z = S = 0$ we have a plane pendulum, where

$$\lambda^2 = Mg\ell / I$$

provides the natural frequency $\lambda$. Moreover, we express $J_z = f_z S$ and use the dimensionless spin parameter $[50]$ $\sigma = S / 2\lambda \ell$. (B9)

With these parameters, the EOMs are

$$\dot{S} = 2\lambda \sigma j_z - c \right. (1 - c^2), \quad \text{(B10a)}$$

$$\ddot{c} = 4\lambda \sigma \left[ \frac{1}{2} (e - c)(1 - c^2) - \alpha^2 (j_z - c)^2 \right]. \quad \text{(B10b)}$$

where $e = E / \lambda^2$ is the dimensionless total energy.

2. Soliton solution

In the context of the flavor pendulum, we are interested in motions that consist of a precession and a nutation between two limiting zenith angles $0 \leq \phi_1 \leq \phi_2 = \pi$, corresponding to $1 \geq c_1 \geq c_2 \geq -1$. In particular, if the highest position is $c_1 = 1$, the upright orientation, then $J_z = S$ and $j_z = 1$ as well as $e = 1$. Moreover, we may absorb $\lambda$ in the definition of time, implying

$$\dot{S} = \frac{2\sigma}{1 + c}, \quad \text{(B11a)}$$

$$\ddot{c} = 4(1 - c)^2 \left[ \frac{1}{2} (1 - c) - \sigma^2 \right]. \quad \text{(B11b)}$$

If $\sigma > 1$, the second equation is true only for $c = 1$ and the pendulum is stuck in the upright “sleeping top” position.

Otherwise its lowest point $c_2$ requires $\ddot{c} = 0$ and thus the bracket in Eq. (B11) must vanish. One thus finds

$$c_2 = \cos \theta_{\text{min}} = -1 + 2\sigma^2, \quad \text{(B12)}$$

which indeed varies between $-1 \leq c \leq +1$ for $0 \leq \sigma \leq 1$. If this lowest point occurs at $t = 0$, the solution is

$$\dot{\theta} = \sigma c_2 + \arctan \left[ \frac{\sqrt{1 - \sigma^2}}{\sigma} \right], \quad \text{(B13a)}$$

$$c(t) = -1 + 2[\sigma^2 + (1 - \sigma^2) c^2]$$

$$= 1 - \frac{8(1 - \sigma^2)}{e^{\sqrt{1 - \sigma^2} i \ell} + e^{-\sqrt{1 - \sigma^2} i \ell}}. \quad \text{(B13b)}$$

where we have restored the natural pendulum frequency $\lambda$. Moreover, we have introduced the time coordinate

$$\tau = \tanh \left[ \sqrt{1 - \sigma^2} \lambda t \right], \quad \text{(B14)}$$

which varies as $-1 < \tau < +1$ for $-\infty < t < \infty$.

The solution is a pendulum that swings only once (a temporal soliton) and at $t \to \pm \infty$ approaches the upright position, the latter being an unstable fixed point. The azimuthal variation includes an overall precession with frequency $\omega_p = \sigma \lambda$ that can be removed by going to a corotating frame.

The complete orbital motion of the gyroscope is encoded in the polar angles given in Eq. (B13). We may write the solution for the unit vector providing the orientation of the gyroscope in the form

$$\mathbf{r} = \begin{pmatrix} s(t) \cos \varphi(t) \\ s(t) \sin \varphi(t) \\ c(t) \end{pmatrix} \quad \text{(B15)}$$

where $s(t) = \sqrt{1 - c(t)^2}$.

In addition, we will later need an explicit solution for $J(t)$ that also follows from these results. The total angular momentum is a sum of the spin and orbital part, $J = S + L$. As discussed earlier, in units where the moment of inertia is taken to be unity, $L = r \times \dot{r}$, so that

$$J = Sr + r \times \dot{r}. \quad \text{(B16)}$$

The derivatives can now be obtained by explicit differentiation of the solutions in Eq. (B13).

3. Connection to linear normal modes

Near the upright position, at very early or very late times, the solution can be linearized. However, this makes only sense for the zenith angle $\theta$ or $s = \sin \theta$, not for $c = \cos \theta$, which to lowest order is $c = -1$ at early and late times. So we rather look at the $x$-$y$ components of the pendulum vector $\mathbf{r}$. For very early times ($t \to -\infty$) the linearized solution is explicitly

$$\varphi(t) = \sigma \lambda t - \varphi_\sigma, \quad \text{(B17a)}$$

$$s(t) = 4 \sqrt{1 - \sigma^2} e^{\sqrt{1 - \sigma^2} \lambda t}, \quad \text{(B17b)}$$

where

$$\varphi_\sigma = \arctan \left[ \frac{\sqrt{1 - \sigma^2}}{\sigma} \right]. \quad \text{(B18)}$$

If we express the pendulum vector $\mathbf{r}$ in a spherical basis through $r_0 = z$ and $r_\pm = x \pm iy$, we may express the linearized solution as $r_0 = 1$ and

$$r_\pm = 4 \sqrt{1 - \sigma^2} e^{\pm i \varphi_\sigma} e^{(\sqrt{1 - \sigma^2} \mp i) \lambda t}. \quad \text{(B19)}$$
The physical content is the same: The pendulum precesses around the z-direction with a frequency \( \omega_p \) and its \( x-y \) component grows exponentially with a rate \( \Gamma \) where

\[
\omega_p = \sigma \lambda \quad \text{and} \quad \Gamma = \sqrt{1 - \sigma^2 \lambda}.
\]  

(B20)

Conversely, the pendulum parameters are [50]

\[
\lambda = \sqrt{\omega_p^2 + \Gamma^2} \quad \text{and} \quad \sigma = \frac{\omega_p}{\sqrt{\omega_p^2 + \Gamma^2}} \]  

(B21)

in terms of the linearized eigenfrequency \( \Omega = \omega_p \pm i \Gamma \). This complex frequency fully determines the soliton and sometimes we call it the “soliton frequency.”

**APPENDIX C: FLAVOR PENDULUM**

A single-crossed spectrum admits at most one unstable mode, as we discussed in Appendix A. With a single unstable mode, the most general motion that the system can perform is a pendular one. The simplest system that can perform a pendular motion is on consisting of three Bloch vectors. Therefore, we first recall how a three-beam system dynamics is equivalent to a pendulum [50]. We later connect the three-beam system with a generic single-crossed, unstable spectrum.

1. **From three beams to pendulum and soliton**

The FFC system does not involve any external vector, unlike the slow system, where the mass direction is singled out. Therefore, to mimic a gyroscopic pendulum, a FFC system \( \{v, D_i\} \) requires at least three beams so that different linear combinations can play the role of \( G, R, \) and \( J \). Any FFC system fulfilling the homogeneous EOMs of Eq. (6) has the conserved vector \( D_0 \) and the vector \( D_1 \) with conserved length. Moreover, for a three-mode system one can define [50]

\[
J = D_2 - v_3 D_1 = \sum_{i=1}^{3} (v_i - v_3) v_i D_{v_i},
\]

(C1)

where \( v_3 = v_1 + v_2 + v_3 \). These Bloch vectors obey

\[
\dot{D}_0 = 0,
\]

(C2a)

\[
\dot{D}_1 = J \times D_1,
\]

(C2b)

\[
\dot{J} = v_1 v_2 v_3 D_0 \times D_1
\]

(C2c)

For any three-mode system with \( D_0 \neq 0, D_1 \neq 0, \) and \( v_1 v_2 v_3 \neq 0 \), these EOMs are equivalent to Eq. (B2) of a gyroscope. Here we have already absorbed the neutrino-neutrino interaction energy \( \mu \) in the definition of dimensionless time, but otherwise we recognize from Eq. (C2b) that \( \mu \) is equivalent to \( I^{-1} \), the inverse moment of inertia of the gyroscope.

The conserved vector \( D_0 \) defines the z-axis, although not necessarily its sign. To obtain a soliton we turn to a more restricted system, where all three \( D_i(t) \) become asymptotically collinear at \( t \to \pm \infty \), i.e., the system asymptotically approaches the “sleeping top” unstable fixed point. This system is characterized by \( \{v, G_i\} \) with three discrete velocities and the spectrum \( G_z \) conditional on \( v_i v_2 v_3 G_0 G_1 \neq 0 \). Because \( J_z \) is conserved and is identical with the spin \( S \) in the upright pendulum position, one finds

\[
S = G_2 - (v_1 + v_2 + v_3) G_1.
\]

(C3)

The dispersion relation Eq. (9), after absorbing \( G_0 \) in \( \Omega \), then implies the eigenfrequency

\[
\Omega = \pm \sqrt{\frac{1}{2} \left( v_1 v_2 v_3 G_0 G_1 - \left( \frac{S}{2} \right)^2 \right)}
\]

(C4)

as stated in Eq. (11) of the main text. This eigenfrequency represents two complex conjugate solutions (and thus a true “soliton frequency”) only if the argument of the square root is positive, which also implies that the first term under the square root must be positive. In this case follows the identification of the pendulum natural frequency \( \lambda = \sqrt{v_1 v_2 v_3 G_0 G_1} \) and spin parameter \( \sigma = S/2\lambda \) stated in Eq. (12) of the main text.

2. **From soliton to three beams**

We may reverse this problem and ask for a three-beam realization of a soliton with given frequency \( \Omega = \omega_p \pm i \Gamma \). For example, a given supernova-inspired single-crossed continuous spectrum \( G_r \) such as those used in Ref. [50] may provide us with the corresponding \( \Omega \) and we may wish to construct an equivalent three-beam system. As a first step, one derives the equivalent natural pendulum frequency and spin parameter according to Eq. (B21).

One immediately identifies \( S = J_z = 2 \omega_p = 2 \text{Re} \Omega \). Moreover, from Eq. (13) we recall that

\[
\lambda^2 = \omega_p^2 + \Gamma^2 = v_1 v_2 v_3 G_0 G_1
\]

so that overall the connections are

\[
2 \text{Re} \Omega = G_2 - (v_1 + v_2 + v_3) G_1
\]

(C5a)

\[
|\Omega|^2 = v_1 v_2 v_3 G_0 G_1.
\]

(C5b)

Therefore, the remaining five three-mode parameters are very degenerate. We may pick \(-1 \leq v_1 < v_2 < v_3 \leq +1 \) and \( G_0 \) and \( G_1 \) anyway we like such that their product provides the desired \( |\Omega|^2 \).

After these choices have been made, the spectrum \( G_{ij} \) is provided explicitly by Eq. (S16) of Ref. [50], which
can be written as

$$G_v = \frac{v_i S + v_i^2 G_i + v_i v_j v_k G_k}{v_i \prod_{j=k} (v_i - v_j)}$$

(C6)

for each $i = 1, 2, \text{and} \, 3$.

One may wonder if this construction indeed yields a single-crossed spectrum as it must, i.e., three $G_v$ that do not all have the same sign. We observe that this equation may be rewritten as

$$G_v = \frac{\Gamma^2 + (G_0 \prod_{j=k} v_j + \alpha p)^2}{G_0 \prod_{j=k} v_j \prod_{j=k} (v_j - v_i)}.$$  (C7)

Without loss of generality, we can choose $G_0 > 0$. The signs then depend on the two products in the denominator. The $\prod_{j=k} (v_j - v_i)$ is positive for $G_v > 0$ and $G_v < 0$ for $G_v < 0$. If we want no crossing, we would need $v_1 v_2 < 0$, $v_1 v_2 > 0$, and $v_2 v_3 > 0$. This is not possible for any three numbers, so at least one crossing will appear.

If the original starting point was a continuous spectrum, we may wish to use the same momenta $G_0$ and $G_1$ for the three-mode realization. Notice, however, that it is not necessarily assured that this is possible. Given $|\Omega|^2$ and after choosing $G_1$ and noticing that $|v_1 v_2 v_3| < 1$, it is not necessarily assured that we can find three velocities such that Eq. (C5b) can be satisfied. Or turning this around, for a given continuous unstable $G_v$, it is not obvious that always $|\Omega|^2 < |G_0 G_1|$.

For the moment we do not have a mathematical proof that this will always be the case, but extensive empirical searches have not turned up a counter example. It appears that this condition can be saturated in a limiting sense by three-mode examples with all beams having $v = \pm 1$ in a limiting sense. So we conjecture that this condition applies for any continuous or discrete $(v, G_v)$, implying that the three-beam realization never requires a superluminal beam.

3. Explicit solution for the entire spectrum

Given a discrete or continuous system $(v, D_v)$ that supports a temporal soliton implies that $D_v$ moves like a pendulum, but also means that all individual $D_v$ move in collective ways and each of them returns to its asymptotic position at $t \to +\infty$. Each individual $D_v$ follows $\dot{D}_v = (D_0 - vD_1) \times D_v$ with $D_0$ a conserved vector and $D_1$ following the pendulum motion. The behavior of $D_v$ is not caused by it being a member of a larger collective ensemble—it only feels $D_0$ and $D_1$. It would follow a periodic motion even if $D_0$ and $D_1$ were externally prescribed Bloch vectors as long as $D_1$ is prescribed to follow a gyroscope motion. With our tools it is now straightforward to write the motion of a given $D_v$ explicitly in terms of the pendulum motion without having to solve the differential equation for $D_v$.

To this end we assume a three-mode system $(v_i, D_{v_i})$ with $i = 1, 2, \text{and} \, 3$ that supports a soliton. This three-mode system could be a set of carrier modes (auxiliary spins) of a larger system. We may then express $D_0$, $D_1$, and $J$ in terms of the three $D_{v_i}$ as in Eq. (C1), and then conversely the three $D_{v_i}$ in terms of $D_0$, $D_1$, and $J$. We further know that any Lax vector

$$L_u = \sum_{i=1}^3 v_i D_{v_i}.$$  (C8)

fulfills the original precession equation in the form $L_u = (D_0 - uD_1) \times L_u$. Inserting the explicit expressions for the three $D_{v_i}$ in Eq. (C8) reveals

$$L_u = v_1 v_2 v_3 D_0 + u^2 D_1 + u J (u - v_1)(u - v_2)(u - v_3).$$  (C9)

The denominator is just an arbitrary factor—we are only interested in the orientation of $L_u$, whereas its conserved length can be arbitrarily chosen. Moreover, we observe that the natural pendulum frequency is given by $\lambda^2 = v_1 v_2 v_3 G_0 G_1$ where we use the spectrum $G_v = D^2_1(\pm \infty)$. Therefore, $v_1 v_2 v_3 D_0 = \lambda^2 g / G_1$. The pendulum motion is $D_1(t) = G_1 r(t)$, where $r(t)$ is the explicit solution Eq. (B15), whereas $J(t) = \lambda / \left(1 + \lambda / 2\right)$ was explicitly provided in Eq. (B16). Therefore, with modified normalization, Eq. (C8) can be expressed as

$$L_u(t) = \lambda^2 g + w^2 r(t) + w J(t),$$  (C10)

where $w = u G_1$ is the precession frequency of $L_u$ around $D_1$. The asymptotic state is $r = \hat{z}$ and $J = S \hat{z} \hat{y}$ so and the conserved length is $|L_u| = |\lambda^2 + w^2 + w S|$ that we could use to normalize it to unity.

It may seem somewhat surprising that the construction of Eq. (C10) is a vector of conserved length for any $w$. As an explicit confirmation, we consider $L_u^2$, a fourth-order polynomial in $w$, where all five coefficients must be separately conserved. $(w^0)$ The lowest-order term is $\lambda^4$ and thus trivially conserved. $(w^1)$ The linear term is proportional to $J_x$ which is conserved. $(w^2)$ The quadratic term is $2 \lambda^2 r_z + J_2^2$ and thus proportional to the conserved total pendulum energy. $(w^3)$ The cubic term is proportional to $S = J \cdot r$, the conserved pendulum spin. $(w^4)$ The quartic term is $r_z^2 = 1$, completing the proof.

If the starting point is a continuous spectrum $(v, G_v)$ with a complex linear eigenfrequency $\Omega$, this information alone is enough to write explicitly the soliton solution for $D_1$ and for each individual $D_v$ in the form

$$D_v(t) = G_v \frac{\lambda^2 g + w J(t) + w^2 r(t)}{\lambda^2 + w S + w^2}.$$  (C11)
where $w = vG_1$. Notice that the fraction is a unit vector that initially points in the positive $z$ direction.

The explicit $x$-$y$ components of this expression are fairly complicated, whereas the $z$ component, encoding the instantaneous amount of flavor conversion, is simply

$$D_z(t) = G_v \frac{j^2 + wS + w^2 c(t)}{\lambda^2 + wS + w^2}, \quad (C12)$$

where $c(t)$ was provided in Eq. (B13b) in terms of the pendulum natural frequency $\lambda$ and spin parameter $\sigma$. The asymptotic value is $c(\pm \infty) = 1$ and $D_z(\pm \infty) = G_v$. By construction, the lowest soliton point occurs at $t = 0$ and is $c(0) = 2\sigma^2 - 1$. Therefore, the largest excursion of $D_z$ from its asymptotic state is

$$D_z(0) = G_v \frac{j^2 + 2\lambda\sigma w + (2\sigma^2 - 1)w^2}{\lambda^2 + 2\lambda\sigma w + w^2}, \quad (C13)$$

where we have used $S = 2\lambda\sigma$ and $w = vG_1$.

In Fig. 8 we have shown the numerical evolution of a certain example, where the spectrum $G_v$ is a thick solid line. The numerical maximum pendulum excursion of the no-matter case, delimiting the shaded region, is equivalent to Eq. (C13), as we have explicitly verified. Note that the shown example, Case D of Ref. [50], has $\Omega = 1.0743 \pm 1.1121i$, which is equivalent to $\lambda = |\Omega| = 1.5462$ and spin parameter $\sigma = \text{Re}\Omega/|\Omega| = 0.6948$.

4. Corollary for spin precession

Spin precession in an external $B$-field is a general topic, for example in Nuclear Magnetic Resonance (NMR) techniques. In neutrino flavor evolution, the propagation through a density profile is equivalent to spin precession in a time varying $B$-field and the MSW effect is the adiabatic version of this effect. Considering the general precession equation $\dot{\mathbf{P}} = \omega B \times \mathbf{P}$, the adiabatic case corresponds to $\omega$ being large compared with the rate-of-change of the unit vector $\mathbf{B}(t)$. In this case, the spin follows the $B$ field. If it was not initially aligned with $B$, this means that its precession cone follows $B$ with fixed opening angle.

The results of the previous section imply another special case. If the motion of $\mathbf{B}(t)$ is equivalent to $\mathbf{r}(t)$ of a soliton defined by $\lambda$ and $\sigma$, then the motion of $\mathbf{P}$ is once more simple for any value of $w$. Of course, if $w$ is large, Eq. (C11) reveals explicitly that $\mathbf{P}$ remains aligned with $B$. However, for any $w$, it returns to the asymptotic position, a property of the soliton solution that has nothing directly to do with collective effects. Here we think of $B(t)$ as being externally prescribed as in NMR.

Moreover, even if $\mathbf{P}$ was not initially aligned with $B$, its precession cone returns to its original opening angle. So if $\mathbf{B}$ initially points up and $\mathbf{P}$ in some arbitrary direction, after $\mathbf{B}$ returning to its asymptotic upright orientation, the precession cone of $\mathbf{P}$ has also returned to its initial opening angle. $\mathbf{P}$ itself has no asymptotic position because it always moves if it is not asymptotically aligned with $B$. The opening angle of the precession cone changes during the pendulum motion, in contrast to the adiabatic case, but returns back to its value at early times.

### APPENDIX D: SYSTEMS OF REDUCED DIMENSIONALITY

Whenever we begin with discrete or continuous system $\{v, D_v\}$ that is single crossed and provides a single soliton, the true dimensionality of the system is smaller than indicated by its total degrees of freedom. Whenever the linear normal mode analysis produces a complex eigenfrequency $\Omega$, there will be an unstable solution, connecting in the nonlinear regime to a pendulum. We here review several cases of this reduction of dimensionality and arrive at a pendulum that is described by three in dependent Bloch vectors. The aim here is to arrive at a practical way of doing this, which can often be confusing.

1. From three beams to pendulum and back:

   **Systematic Lax vector approach**

   We consider a three beam representation of a bigger system and we imagine them to be Lax vectors of the original system and therefore denote them by $L_i$, i.e., the system is $\{u_i, L_i\}$ with $i = 1, 2, 3$. The EOMs of the three-beam system are

   $$\dot{L}_i = -u_i M_1 \times L_i, \quad (D1)$$

   where we denote the moments by $M_n = \sum_{i=1}^3 u_i^n L_i$. The moments of the distribution obey the EOMs

   $$\dot{M}_n = -M_1 \times M_{n+1}. \quad (D2)$$

   For three-beams, only three of these moments are independent, which we take as $M_0$, $M_1$, and $M_2$. The third moment satisfies

   $$M_3 = pM_0 - (u_1u_2 + u_1u_3 + u_2u_3)M_1 + sM_2. \quad (D3)$$

   For brevity, we use $p = u_1u_2u_3$ and $s = u_1 + u_2 + u_3$. Therefore, the first three moments obey the EOMs

   $$\dot{M}_0 = 0, \quad (D4a)$$

   $$\dot{M}_1 = -M_1 \times M_2, \quad (D4b)$$

   $$\dot{M}_2 = -pM_1 \times M_0 - sM_1 \times M_2. \quad (D4c)$$

   The length of the vector $M_1$ is conserved, so we may write $M_1 = |M_1| \mathbf{r}$, with $\mathbf{r}$ a unit vector, which will be our pendulum direction. We also introduce the definition $\mathbf{J} = M_2 - sM_1$. Finally, we write $M_0 = |M_0| \mathbf{z}$, fixed along
the \( z \)-axis. Therefore, the relevant EOMs become

\[
\dot{\mathbf{r}} = \mathbf{J} \times \mathbf{r}, \quad \text{and} \quad \dot{\mathbf{J}} = p|\mathbf{M}_1||\mathbf{M}_0|\dot{\mathbf{z}} \times \mathbf{r}. \quad (D5)
\]

The vector \( \mathbf{J} \) is the total angular momentum of the pendulum, which we can split into a spin and an orbital part

\[
\mathbf{J} = \mathbf{L} + \mathbf{S}. \quad (D6)
\]

The orbital angular momentum \( \mathbf{L} \), not to be confused with any of the Lax vectors, is the component of \( \mathbf{J} \) transverse to \( \mathbf{r} \) and is determined by the EOMs as

\[
\mathbf{L} = \mathbf{r} \times \dot{\mathbf{r}}. \quad (D7)
\]

On the other hand, the spin \( \mathbf{S} = \mathbf{S} \mathbf{r} \) has a length \( S \) conserved by the EOMs which can therefore be determined by the initial conditions

\[
S = (\mathbf{M}_2 - s\mathbf{M}_1) \cdot \mathbf{r}. \quad (D8)
\]

At this point, the only remaining EOM is

\[
\dot{\mathbf{L}} - \mathbf{S} \mathbf{r} \times \mathbf{L} + p|\mathbf{M}_1||\mathbf{M}_0|\mathbf{r} \times \dot{\mathbf{z}} = 0. \quad (D9)
\]

In place of this EOM, one may easily check the existence of two additional integrals of motion, whose conservation completely determines the dynamics; these are the \( z \)-component of the total angular momentum

\[
J_z = \dot{\mathbf{z}} \cdot \mathbf{L} + S\dot{\mathbf{z}} \cdot \mathbf{r}, \quad (D10)
\]

and the energy

\[
E = \frac{|\mathbf{L}|^2}{2} + \frac{S^2}{2} + p|\mathbf{M}_1||\mathbf{M}_0|\dot{\mathbf{z}} \cdot \mathbf{r}. \quad (D11)
\]

Comparing with Eqs. (B3) and (B6), we now find that the dynamics of the three-beam system is indeed identical to the pendulum, with the identification \( I = 1 \) and \( M g\hat{c} = p|\mathbf{M}_1||\mathbf{M}_0| \). In particular, it follows that the single swing of the pendulum introduced in Appendix B exactly corresponds to the single soliton in the three-beam system.

To complete the discussion, we finally express the original three beams \( \mathbf{L}_i \) in terms of the pendulum vectors \( \mathbf{M}_i, \mathbf{M}_1 = |\mathbf{M}_1|\mathbf{r}, \) and \( \mathbf{J} \) as

\[
\mathbf{L}_i = \frac{\mathbf{J} + \mathbf{M}_1 u_i + \mathbf{M}_0 \prod_{j \neq i} u_j}{\prod_{j \neq i} (u_i - u_j)}. \quad (D12)
\]

Completing our transformations that mapped our three beams on the pendulum vectors and back.

2. From continuous spectrum to three beams: Systematic matching conditions

As shown in Refs. [50,79], from a three-beam system one can realize a continuous system of polarization vectors with a pendular motion

\[
\mathbf{D}_v = \alpha_v \sum_{i=1}^{3} \frac{u_i \mathbf{L}_i}{v - u_i}, \quad (D13)
\]

where \( \alpha_v \) is a set of \( v \)-dependent constants. This form was motivated in Ref. [79], where we showed that \( \mathbf{D}_v \) evolve as the Lax vectors of the fictitious three-beam systems. As suggested in Ref. [50], a practical way of realizing the mapping is: given a continuous spectrum, we identify from linear stability analysis the pendulum parameters, which are determined by the real and imaginary part of the unstable frequency; determine a possible three-beam set which possesses the same pendulum parameters—or equivalently the same unstable frequency—and in addition has the same initial value of \( \mathbf{D}_i = \sum_i u_i \mathbf{L}_i = \sum_v v \mathbf{D}_v \) and \( \mathbf{D}_0 = \sum_i \mathbf{L}_i = \sum_v \mathbf{D}_v \); realize the mapping via Eq. (D13).

A complementary strategy, historically used in the context of slow flavor oscillations [32], is to start directly from Eq. (D13). Since \( \mathbf{D}_v \) are the Lax vectors of the fictitious three-beam systems, they will automatically follow the EOM

\[
\dot{\mathbf{D}}_v = -v \mathbf{M}_1 \times \mathbf{D}_v. \quad (D14)
\]

For this subsection, we call \( \mathbf{M}_n = \sum_i u_i \mathbf{L}_i \) the moments of the three-beam system and \( \mathbf{D}_v = \sum_v v \mathbf{D}_v \) the moments of the continuous system. Therefore, in order for the vector \( \mathbf{D}_v \) to obey the correct EOMs, one needs only require the matching of the first moment

\[
\mathbf{D}_1 = \mathbf{M}_1 \quad (D15)
\]

at all times.

We notice that, since the dynamics is only regulated by \( \mathbf{D}_1 \), it is not strictly necessary to require the matching of the zero moment. Our three-beam system may have a \( \mathbf{M}_0 \neq \mathbf{D}_0 \); both \( \mathbf{M}_0 \) and \( \mathbf{D}_0 \) are conserved by their respective dynamics. In reality, we always have enough freedom to choose our three-beam system such that also the matching \( \mathbf{M}_0 = \mathbf{D}_0 \) is realized. However, for clarity, we will first proceed without this requirement, and only later comment on how it can be enforced. We now show that the two strategies—namely matching of the pendulum parameters, as suggested in Ref. [50], and matching of the first moments of the distribution, as suggested in Ref. [32]—are completely equivalent.

The matching of the first moment \( \mathbf{D}_1 \) requires some algebra, since we need to express the individual vectors \( \mathbf{L}_i \) in terms of the pendulum vectors. Using Eqs. (D13) and
In the dispersion relation, see Eq. (9). Therefore, it follows that the eigenfrequencies of the three-beam system divided by the matching condition on $M_z$ are equivalent. Furthermore, since $J$ contains an orbital part $L$ which is orthogonal to $M_1$, it also follows that its coefficients must separately vanish. Finally, it follows that the coefficients of $M_1$ must vanish as well. Therefore, we may write the conditions as

$$I_1 = 0, \quad I_2 = 0, \quad I_3 = 1. \quad (D19)$$

To proceed further, we assume that initially both the three beams and the continuous polarization vectors are closely aligned to the $z$-axis, and we write the constants $\alpha_k$ at the initial time as

$$\alpha_k = \frac{D_k^z}{\sum_i L_i^z u_i}. \quad (D20)$$

The integrals $I_n$ therefore become

$$I_n = \sum_v \frac{D_n^z}{\sum_i L_i^z u_i} (u_j - v)^n. \quad (D21)$$

The denominator of this expression is a second-order polynomial, which corresponds up to a constant to the initial Lax vector of the three-beam system

$$\sum_i \left[ L_i^z u_i \prod_{j \neq i} (u_j - v) \right] = \prod_j (v - u_j) \sum_{i} L_i^z u_i / v - u_i. \quad (D22)$$

The vanishing of the Lax vector coincides in form with the dispersion relation, see Eq. (9). Therefore, it follows that the zeros of the denominator of $I_n$ coincide with the eigenfrequencies of the three-beam system divided by $M_1^z$, namely $\tilde{u} = \Omega / M_1^z$.

Incidentally, these conditions can be given a simple physical interpretation using an electrostatic analogy (see also Ref. [80]). If we interpret $vD_k^z$ as a continuous linear charge density, the quantity appearing in the second and third Eq. (D26) is the $x$ and $y$ component of the electrostatic field generated at the point $(\Re(\tilde{u}), \Im(\tilde{u}))$. The charge distribution $vD_k^z$ vanishes at two points, namely at $v = 0$ and $v = v_c$, the crossing point of $D_k^z$. Therefore, the three-beam mapping corresponds to replacing the continuous distribution, split into three intervals with alternating charges, by three effective charges $u_i L_i^z$ placed at the positions $u_i$ giving the same total charge, and with an electrostatic field vanishing at the same off-axis point. These effective charges can of course be chosen in the interval $-1 < u_i < 1$, since
they represent some kind of average properties of the
continuous distribution in the same interval.
In addition to these three conditions, we may add the
condition on the matching of \( D_0 \) at the initial instant, which reads

\[
\sum_v D_i^v = \sum_i L_i^v. \tag{D27}
\]

In this form, the electrostatic analogy breaks down, since
we cannot attribute a direct physical meaning to \( D_i^v \).
We notice that the matching condition on \( D_0 \) could also be
found by equating the sum over \( v \) of Eq. (D16) to \( M_0 \),
which leads to the equality

\[
p I_0 = 1. \tag{D28}
\]

After multiplying both sides by \( |\bar{u}|^2 \), and using \( I_1 = I_2 = 0 \),
this equation can be rewritten as

\[
p \frac{D_0^v}{D_i^v} = |\bar{u}|^2, \tag{D29}
\]
as also found in Ref. [50]. This is a relation between the
unstable frequency, the moments of the distribution, and
the three-beam parameters. In particular, it follows that the
existence of a three-beam system with all \( |u_i| < 1 \) requires
the inequality

\[
|\bar{u}|^2 < \left| \frac{D_0^v}{D_i^v} \right| \tag{D30}
\]
to be satisfied. We emphasize that this property is only
required if we want to impose the matching both of \( D_0 = M_0 \) and \( D_1 = M_1 \); as we have proven earlier, the less
restrictive condition \( D_1 = M_1 \) does not require this property,
so that a representative three-beam system can certainly always be found with this relaxed requirement.
Finally, the full set of conditions may be written more
compactly as

\[
\sum_v \frac{D_i^v}{|v + \bar{u}|^2} \left( \begin{array}{c} 1 \\ v \\ v^2 \end{array} \right) = \sum_i \frac{L_i^v}{|u_i + \bar{u}|^2} \left( \begin{array}{c} 1 \\ u_i \\ u_i^2 \end{array} \right). \tag{D31}
\]

If we regard now \( \rho_v = D_i^v / |v + \bar{u}|^2 \) as a distribution over
the interval \([-1, 1]\), this form shows that the three beams are
effectively replacing the continuous distribution with a
discrete distribution whose moments of order up to 3 are
identical.

### 3. A practical example

Here we provide the reader with a worked-out example
of how to construct a three-beam system representative of a
continuous distribution with a single unstable frequency.
Our example is based on the continuous spectrum of case D
of Ref. [50]; the angular distribution is

\[
D_0^v = 0.11 - 0.5e^{-12.5(1-v)^2}. \tag{D32}
\]

We may first check that our criterion for the existence of an
instability, Eq. (10), is satisfied for this distribution; the
crossing is at \( v_c = 0.652 \), and both conditions in Eq. (10)
are verified. The unstable frequency that solves the
dispersion relation Eq. (9) is

\[
\bar{u} = \frac{\Omega}{M_i^0} = -0.203994 - 0.211175i. \tag{D33}
\]

We can now enforce the conditions Eq. (D30). These are
four equations for the six unknowns \( u_i \) and \( L_i \). The simplest
way to proceed is to notice that the first condition in
Eq. (D30) can be traded for Eq. (D29), which provides a
definite connection between the velocities of the three
beams. As in Ref. [50], we may choose \( u_1 = -1 \) and \( u_3 = 1 \), so that

\[
u_2 = \frac{-D_i^v |\bar{u}|^2}{D_0^v}. \tag{D34}\]

For the special Case D as an example, we find

\[
u_2 = 0.096. \tag{D35}\]

At this point, our only unknowns are the \( L_i \), or, equivalently, the combinations

\[
\Phi_i = \frac{L_i^v}{|u_i + \bar{u}|^2}. \tag{D36}\]

The three remaining conditions in Eq. (D30) form a set of
three linear equations in the three unknowns \( \Phi_i \), which are
therefore easily inverted. Finally, since we know the
velocities \( u_i \), we can obtain the numerical values for \( L_i \)

\[
L_1^v = 0.072, \quad L_2^v = 0.062, \quad L_3^v = -0.040. \tag{D37}\]

Notice that with the choice \( u_1 = -1 \) and \( u_3 = 1 \), the
procedure leads to a definite prescription for the three-
beam system.


