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Abstract. We consider the ideal structure of a reduced crossed product of a unital C*-algebra equipped with an action of a discrete group. More specifically we find sufficient and necessary conditions for the group action to have the intersection property, meaning that non-zero ideals in the reduced crossed product restrict to non-zero ideals in the underlying C*-algebra. We show that the intersection property of a group action on a C*-algebra is equivalent to the intersection property of the action on the equivariant injective envelope. We also show that the centre of the equivariant injective envelope always contains a C*-algebraic copy of the equivariant injective envelope of the centre of the injective envelope. Finally, we give applications of these results in the case when the group is C*-simple.

1. Introduction

In his paper [13] from 1979, Hamana proved the existence and uniqueness of the injective envelope \( I(A) \) of a unital C*-algebra \( A \). The injective envelope is a unital C*-algebra, which is injective in the category of unital C*-algebras with unital, completely positive maps (the monomorphisms in said category being complete isometries), which is minimal with respect to containment of a *-algebraic completely isometric copy of a given C*-algebra.

Hamana later generalized his result [17] to \( G \)-operator systems, i.e., operator systems with an action of a discrete group \( G \) by complete order isomorphisms, proving that any such system \( S \) has a unique \( G \)-injective envelope \( I_G(S) \) in the category of \( G \)-operator systems and unital \( G \)-equivariant completely positive maps. In this paper we consider the structure of the \( G \)-injective envelope of a unital C*-algebra with an action of a discrete group \( G \).
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Recently the notion of a $G$-injective envelope of a $G$-$C^*$-algebra has surfaced as a helpful device in uncovering the ideal structure of the reduced group $C^*$-algebra and reduced crossed products associated to a discrete group $G$. Perhaps the most celebrated application has been Kalantar and Kennedy’s characterizations of simplicity of the reduced group $C^*$-algebra of a discrete group [18]. We say that a discrete group $G$ is $C^*$-simple if its associated reduced group $C^*$-algebra is simple. Kalantar and Kennedy then proved that $G$ is $C^*$-simple if and only if the action of $G$ on the maximal ideal space of the $G$-injective envelope $I_G(C)$ is free.

The result of Kalantar and Kennedy was later generalized by Kawabe [19] who proved for any unital commutative $G$-$C^*$-algebra $A$ that the action of $G$ on $A$ satisfies the intersection property if and only if the action of $G$ on the maximal ideal space of the commutative $C^*$-algebra $I_G(A)$ is free. The action of a discrete group $G$ on a $C^*$-algebra $A$ is said to satisfy the intersection property if every non-zero ideal in the associated reduced crossed product $A \rtimes_r G$ has non-zero intersection with $A$. This concept provides an important means of understanding ideals in reduced crossed products. Indeed, the reduced crossed product $A \rtimes_r G$ is simple if and only if $A$ has no non-trivial $G$-invariant ideals (i.e., the action is minimal) and the action of $G$ on $A$ has the intersection property. In [20], Kawamura and Tomiyama gave a characterization of the intersection property for amenable groups acting on unital commutative $C^*$-algebras. Archbold and Spielberg were among the first [2] to give sufficient criteria for the property to hold even in the general non-commutative case, namely in terms of topological freeness of the group action. Generally, however, the intersection property need not imply topological freeness.

The central question in this paper is whether Kawabe’s result can be generalized to the non-commutative case. In general the structure of the injective envelope of a $C^*$-algebra is hard to discern, and even more so for the equivariant case. In Theorem 3.2 we establish that the action of $G$ on a unital (not necessarily commutative) $C^*$-algebra $A$ has the intersection property if and only if the action of $G$ on any $G$-essential $C^*$-algebra extension $B$ of $A$ has the intersection property (see Definition 2.2). Note that the $G$-injective envelope of a $G$-$C^*$-algebra is a $G$-essential $C^*$-algebra extension of $A$ (see Section 2.1 below).

In order to find sufficient criteria for the action of a group on a unital $C^*$-algebra to have the intersection property, we consider the question of whether the centre of the $G$-injective envelope contains $G$-invariant $C^*$-subalgebras that may be more easily determined by the structure of the original $C^*$-algebra than the centre itself. It is not possible in
general to identify the centre of the $G$-injective envelope by means of
the centre of the original $C^*$-algebra (see Remark 4.13). However, in
Theorem 4.6 we prove for all unital $C^*$-algebras $A$ that the centre of
the $G$-injective envelope $I_G(A)$ of $A$ contains the $G$-injective envelope
of the centre of the injective envelope $I(A)$ of $A$ as a $G$-invariant unital
$C^*$-subalgebra, or, more formally,

$$I_G(Z(I(A))) \subseteq Z(I_G(A)).$$

We are unsure whether equality holds. By combining this result with a
result of Kawabe, we obtain the result (Theorem 4.9) that the action of
a discrete group $G$ on a unital $C^*$-algebra $A$ has the intersection prop-
erty whenever the action of $G$ on the centre of the injective envelope
$I(A)$ has the intersection property.

Any $C^*$-algebra is assumed to be unital (unless otherwise stated) and
the centre of a $C^*$-algebra $A$ is denoted by $Z(A)$. Ideals in $C^*$-algebras
are always assumed to be closed and two-sided. Moreover $G$ always
denotes a discrete group with identity element $1$.

2. Preliminaries

2.1. Extensions of operator systems. Recall that an operator sys-
tem is a self-adjoint linear subspace $S$ of a unital $C^*$-algebra $A$ contain-
ing the identity $1$ of $A$. A complete order isomorphism of two operator
systems $S$ and $S'$ is a unital, completely positive (u.c.p.) linear iso-
morphism $\varphi: S \to S'$ such that $\varphi^{-1}$ is also completely positive. If
$S' = S$, we say that $\varphi$ is an automorphism, and we let $\text{Aut}(S)$ denote
the group of automorphisms of $S$. Any $\varphi \in \text{Aut}(S)$ is automatically
completely isometric, and further, if $S$ is a (unital) $C^*$-algebra, then
the definition of an automorphism coincides with the usual notion of
an automorphism of a $C^*$-algebra (e.g., see the beginning of the proof
of [8, Theorem 3.1]).

An action of a discrete group $G$ on an operator system $S$ is always
assumed to be by automorphisms, and in this setting we then say that
$S$ is a $G$-operator system. (If $S$ is a $C^*$-algebra, we will of course say
that $S$ is a $G$-$C^*$-algebra.) For any $g \in G$ and $x \in S$, the image of $x$
under $g$ is denoted by $gx$.

**Definition 2.1.** A $G$-operator system $S$ is said to be $G$-injective if for
all $G$-operator systems $E$ and $F$, any $G$-equivariant complete isometry
$\kappa: E \to F$ and any $G$-equivariant u.c.p. map $\varphi: E \to S$ there exists
a $G$-equivariant u.c.p. map $\tilde{\varphi}: F \to S$ satisfying $\tilde{\varphi} \circ \kappa = \varphi$, i.e., the
following diagram commutes:

\[
\begin{array}{ccc}
E & \xrightarrow{\kappa} & F \\
\downarrow{\varphi} & & \downarrow{\hat{\varphi}} \\
S & \downarrow{\psi} & \\
\end{array}
\]

A \(G\)-injective \(G\)-operator system is therefore an injective object in the category of \(G\)-operator systems and \(G\)-equivariant u.c.p. maps.

**Definition 2.2.** Let \(S\) and \(M\) be \(G\)-operator systems and let \(\kappa: S \to M\) be a completely isometric, \(G\)-equivariant u.c.p. map. We then say that \((M,\kappa)\) is an extension of \(S\). Further, we say that

(i) \((M,\kappa)\) is \(G\)-essential if it holds for any \(G\)-operator system \(N\) and any \(G\)-equivariant u.c.p. map \(\varphi: M \to N\) that \(\varphi\) is completely isometric whenever \(\varphi \circ \kappa\) is;

(ii) \((M,\kappa)\) is \(G\)-rigid if the only \(G\)-equivariant u.c.p. map \(\varphi: M \to M\) satisfying \(\varphi \circ \kappa = \kappa\) is the identity map.

If \((M,\kappa)\) is \(G\)-essential and \(M\) is \(G\)-injective we say that \((M,\kappa)\) is a \(G\)-injective envelope of \(S\).

If we let \(G = \{1\}\) in the above definitions, we obtain the notions of injectivity for operator systems, as well as plain essentiality and rigidity of an extension.

For any extension \((M,\kappa)\) of a \(G\)-operator system \(S\) we will often suppress the complete isometry \(\kappa\) and simply assume that \(S\) is a \(G\)-invariant operator subsystem of \(M\). Further, an extension \((M,\kappa)\) of a unital \(C^*\)-algebra \(S\) is said to be a \(C^*\)-algebra extension if \(M\) is a \(G\)-\(C^*\)-algebra and \(\kappa: S \to M\) is a \(G\)-equivariant, unital, injective *-homomorphism.

### 2.2. Equivariant injective envelopes

In [17, Section 2] (see also [13] and [14]), Hamana proves that any \(G\)-operator system \(S\) has a \(G\)-injective envelope \((I_G(S),\kappa)\) which is unique in the sense that for any other \(G\)-injective envelope \((M,\kappa')\) there is a complete order isomorphism \(\varphi: I_G(S) \to M\) satisfying \(\varphi \circ \kappa = \kappa'\). The injective envelope \(I(S)\) of an operator system \(S\) can be taken to be the \(G\)-injective envelope of \(S\) for \(G = \{1\}\).

We briefly sketch Hamana’s proof. For any Hilbert space \(H\) and any operator system \(S \subseteq B(H)\), the space \(\ell^\infty(G,S)\) of bounded \(S\)-valued functions with coordinatewise operations becomes a \(G\)-operator subsystem of \(B(H \otimes \ell^2(G))\) with the action of \(G\) given by left translation, i.e.,

\[
(gf)(h) = f(g^{-1}h), \quad g,h \in G, \ f \in \ell^\infty(G,S),
\]
and each \( f \in \ell^\infty(G, S) \) acting on \( H \otimes \ell^2(G) \) by defining \( f(\xi \otimes \delta_g) = f(g)\xi \otimes \delta_g \) for \( \xi \in H \) and \( g \in G \). Hamana first shows that if \( S \) is an injective operator system, then \( \ell^\infty(G, S) \) is \( G \)-injective, and that any \( G \)-injective \( G \)-operator system is injective. This proves to be essential in his construction of the \( G \)-injective envelope which can be described as follows. For \( S \subseteq M \), where \( M \) is a \( G \)-injective \( G \)-operator system, an \( S \)-projection on \( M \) is an idempotent \( G \)-equivariant u.c.p. map \( \varphi : M \to M \) satisfying \( \varphi|_S = \text{id}_S \). A partial ordering on the set of \( S \)-projections on \( M \) can be defined by writing \( \varphi \prec \psi \) for \( S \)-projections \( \varphi, \psi : M \to M \) if \( \varphi \circ \psi = \psi \circ \varphi = \varphi \).

Hamana uses a Zorn’s lemma argument on the set of seminorms induced by \( S \)-projections on \( M \) to show that there is a minimal \( S \)-projection \( \varphi : M \to M \). Letting \( \kappa : S \to M \) be the inclusion map, then \( (\varphi(M), \kappa) \) is a \( G \)-rigid and \( G \)-injective extension of \( S \). Since a \( G \)-injective extension is \( G \)-rigid if and only if it is \( G \)-essential, it follows that \( (\varphi(M), \kappa) \) is the \( G \)-injective envelope of \( S \).

The canonical \( G \)-injective \( G \)-operator system is \( \ell^\infty(G, B) \) where \( B \) is an injective \( C^* \)-algebra. As the \( G \)-injective envelope is unique up to \( G \)-equivariant isomorphism, the preceding discussion of the construction of the \( G \)-injective envelope allows us to record the following lemma.

**Lemma 2.3.** Let \( A \) be a unital \( G \)-\( C^* \)-algebra and let \( B \) be an unital injective \( C^* \)-algebra containing \( A \) as a unital \( C^* \)-subalgebra. Let \( \kappa : A \to \mathcal{M} = \ell^\infty(G, B) \) be the \( G \)-equivariant injective *-homomorphism given by

\[
\kappa(x)(g) = g^{-1}x, \quad x \in A, \ g \in G.
\]

Then there is a \( \kappa(A) \)-projection \( \varphi : \mathcal{M} \to \mathcal{M} \) such that \( (\varphi(\mathcal{M}), \kappa) \) is the \( G \)-injective envelope of \( A \).

**Definition 2.4.** For any injective extension \( B \) of a unital \( G \)-\( C^* \)-algebra \( A \), the map \( \kappa : A \to \ell^\infty(G, B) \) defined in Lemma 2.3 will be referred to as the canonical inclusion map.

Any injective operator system is unitally and completely order isomorphic to a unital, monotone complete \( AW^* \)-algebra (see [8, Theorem 3.1] and [25, Section 8.2]). For an introduction to \( AW^* \)-algebras, we refer to [3].

In our setting, if \( S \subseteq M \) are as above and \( \varphi : M \to M \) is a minimal \( S \)-projection, then the multiplication on \( I_G(S) = \varphi(M) \) is given by the Choi-Effros product, i.e., by

\[
x \circ y = \varphi(xy), \quad x, y \in I_G(S),
\]

and the involution and norm on \( I_G(S) \) are inherited from \( M \) (see [13, Section 2] for results on idempotent u.c.p. endomorphisms of unital
C*-algebras). Further, if A is a unital G-C*-algebra, then A embeds into the G-injective envelope as a G-invariant unital C*-subalgebra.

In the case when \( G = \{1\} \) the above product yields a C*-algebra structure on the injective envelope \( I(S) \) of \( S \).

The following lemma is a \( G \)-equivariant version of [13, Lemma 4.6].

**Lemma 2.5.** Let \((M,\iota)\) be an extension of a G-operator system \( S \) and let \( \kappa: S \to I_G(S) \) denote the canonical inclusion. Then \((M,\iota)\) is \( G \)-essential if and only if there exists a unital \( G \)-equivariant complete isometry \( \varphi: M \to I_G(S) \) such that \( \varphi \circ \iota = \kappa \). Moreover, \( I_G(S) \) is \( G \)-equivariantly completely order isomorphic to \( I_G(M) \) whenever this holds.

**Proof.** If \((M,\iota)\) is a \( G \)-essential extension of \( S \), then \( G \)-injectivity of \( I_G(S) \) yields a \( G \)-equivariant u.c.p. map \( \varphi: M \to I_G(S) \) satisfying \( \varphi \circ \iota = \kappa \). Since \( \kappa \) is a complete isometry, so is \( \varphi \).

If there exists a completely isometric \( G \)-morphism \( \varphi: M \to I_G(S) \) with \( \varphi \circ \iota = \kappa \), assume that \( \psi: M \to N \) is a \( G \)-equivariant u.c.p. map such that \( \psi \circ \iota \) is completely isometric. Then there exists a \( G \)-equivariant u.c.p. map \( \alpha: N \to I_G(S) \) such that \( \alpha \circ \psi \circ \iota = \kappa \). By \( G \)-injectivity of \( I_G(S) \) there is a \( G \)-equivariant u.c.p. map \( \varphi': I_G(S) \to I_G(S) \) such that \( \varphi' \circ \varphi = \alpha \circ \psi \). Since \( \varphi' \circ \kappa = \varphi' \circ \varphi \circ \iota = \alpha \circ \psi \circ \iota = \kappa \), G-rigidity yields \( \varphi' = \text{id}_{I_G(S)} \), so that \( \alpha \circ \psi = \varphi \). Since \( \varphi \) is completely isometric, \( \psi \) must be as well.

Whenever \( \varphi: M \to I_G(S) \) is a \( G \)-equivariant complete isometry such that \( \varphi \circ \iota = \kappa \), the inclusions \( \kappa: S \to I_G(S) \) and \( \kappa': M \to I_G(M) \) allow us to construct \( G \)-equivariant u.c.p. maps \( \tilde{\varphi}: I_G(M) \to I_G(S) \) and \( \psi: I_G(S) \to I_G(M) \) such that \( \tilde{\varphi} \circ \kappa' = \varphi \) and \( \psi \circ \varphi = \kappa' \). Since \( \tilde{\varphi} \circ \psi \circ \kappa = \kappa \) and \( \psi \circ \tilde{\varphi} \circ \kappa' = \psi \circ \varphi = \kappa' \), G-rigidity yields that \( \psi \) is a \( G \)-equivariant complete order isomorphism with inverse \( \tilde{\varphi} \).

**Remark 2.6.** If \( M \) is a \( G \)-essential C*-algebra extension of \( S \), then the completely isometric \( G \)-morphism \( \varphi: M \to I_G(S) \) of the above lemma can be chosen to be a *-homomorphism, since \( M \) is a \( G \)-invariant C*-subalgebra of \( I_G(M) = I_G(S) \).

**Lemma 2.7.** Let \( S \) be a G-operator system and let \( M \) be a G-injective G-operator system with \( S \subseteq M \). If \( \varphi: M \to M \) is an \( S \)-projection, there exists an \( S \)-projection \( \psi: M \to M \) such that \( \psi \prec \varphi \) and \( \psi(M) = I_G(S) \).
Proof. Since $\varphi(M)$ is a $G$-injective $G$-operator system containing $S = \varphi(S)$, we may let $\Psi: \varphi(M) \to \varphi(M)$ be an $S$-projection such that $\Psi(\varphi(M))$ is the $G$-injective envelope of $S$. Define $\psi = \Psi \circ \varphi$. □

Remark 2.8. Let $A$ be a unital $G$-$C^*$-algebra and let $\alpha: G \to \text{Aut}(A)$ be the $G$-action. Writing $\alpha_g = \alpha(g)$ for all $g \in G$, then by injectivity each $\alpha_g: A \to A$ extends to a $*$-isomorphism $I(A) \to I(A)$ which we will also denote by $\alpha_g$. Using rigidity one can show that $\alpha_g \circ \alpha_h = \alpha_{gh}$ on $I(A)$ for all $g, h \in G$, so that $I(A)$ becomes a unital $G$-$C^*$-algebra containing $A$ as a $G$-invariant $C^*$-subalgebra. Further, the inclusion $A \hookrightarrow I(A)$ is a $G$-essential extension of $A$ [17, Remark 2.6].

In general the injective envelope of a unital $C^*$-algebra is not easily determined, even in the non-equivariant case. Some of the simplest cases when the injective envelope can be completely characterized, concern unital $C^*$-algebras that in some way generate an injective $C^*$-algebra monotonically.

Proposition 2.9. Let $X$ be a discrete $G$-space. If $B$ is the unitalization of $c_0(X)$, then $I(B) = \ell^\infty(X)$. If $H \subseteq G$ is an amenable subgroup and $X = G/H$, then $I_G(B) = \ell^\infty(G/H)$, where $\ell^\infty(G/H)$ is equipped with the $G$-action by left translation.

Proof. We adapt an argument of Paulsen [23, Proposition 3.5] to prove the first claim. If $\phi: \ell^\infty(X) \to \ell^\infty(X)$ is a unital and positive map such that $\phi$ fixes $c_0(X)$, then any positive $f \in \ell^\infty(X)$ is the supremum of an increasing net of positive functions in $c_0(X)$. Thus $f \leq \phi(f)$. For $r > 0$ such that $r1 \geq f$, then $r1 - f \leq \phi(r1 - f) = r1 - \phi(f)$, meaning that $f \geq \phi(f)$. Hence $\phi(f) = f$, so that $B \subseteq \ell^\infty(X)$ is a rigid inclusion. Since $\ell^\infty(X)$ is injective, $I(B) = \ell^\infty(X)$.

If $H$ is a subgroup of $G$, we may identify $\ell^\infty(G/H)$ with a $G$-invariant $C^*$-subalgebra of $\ell^\infty(G)$. The second claim then follows from the fact that $\ell^\infty(G)$ is $G$-injective, and that there exists a $G$-equivariant conditional expectation $\ell^\infty(G) \to \ell^\infty(G/H)$ if and only if $H$ is amenable [1, Corollary 4.4.5]. □

One of the key results of [18] is that the maximal ideal space of the $G$-injective envelope $I_G(\mathbb{C})$ is the Furstenberg boundary $\partial_F G$. For more information on the Furstenberg boundary of a (not necessarily discrete) group, we refer to [10].

2.3. The intersection property. We recall that for any two $G$-$C^*$-algebras $A$ and $B$, any $G$-equivariant u.c.p. map $\pi: A \to B$ induces a $G$-equivariant u.c.p. map $\pi \rtimes_r \text{id}: A \rtimes_r G \to B \rtimes_r G$ satisfying $(\pi \rtimes_r \text{id})(a\lambda_s) = \pi(a)\lambda_s$ for all $a \in A$ and $s \in G$. 

For any $G$-invariant ideal $I \subseteq A$, let $I \rtimes_r G$ denote the ideal in $A \rtimes_r G$ generated by $I$. Further, if $\pi : A \to A/I$ is the quotient map, we define $I \rtimes_r G$ to be the kernel of $\pi \rtimes_r \text{id} : A \rtimes_r G \to (A/I) \rtimes_r G$. It is then evident that $I \rtimes_r G \subseteq I \bar{\rtimes}_r G$.

The following notion was originally defined by Sierakowski [26].

**Definition 2.10.** Let $G$ be a group and let $A$ be a $G$-$C^*$-algebra. We say that the $G$-action on $A$ is **exact** if $I \rtimes_r G = I \bar{\rtimes}_r G$ for all $G$-invariant ideals $I \subseteq A$.

A famous result by Kirchberg and Wassermann states that the reduced group $C^*$-algebra of a discrete group $G$ is an exact $C^*$-algebra if and only if any action of $G$ on a $G$-$C^*$-algebra is exact (cf. [22]).

The following notion, coined by Svensson and Tomiyama in [27], has proven to be instrumental in unmasking the ideal structure of a reduced crossed product.

**Definition 2.11.** Let $G$ be a group and let $A$ be a $G$-$C^*$-algebra. We say that the action of $G$ on $A$ has the **intersection property** if every non-zero ideal of the reduced crossed product $A \rtimes_r G$ has non-zero intersection with $A$. The action of $G$ on $A$ is said to have the residual intersection property if it holds for all $G$-invariant ideals $I \subseteq A$ that the induced action of $G$ on $A/I$ has the intersection property.

Recall that the action of a group $G$ on a topological space $X$ is said to be **free** if for all $x \in X$ and $g \in G$, $gx = x$ implies $g = 1$, and **topologically free** if no $g \in G \setminus \{1\}$ fixes any non-empty open subset of $X$ pointwise. In [20], Kawamura and Tomiyama proved for any discrete, amenable group $G$ acting on a compact Hausdorff space $X$ that the action of $G$ on $C(X)$ has the intersection property if and only if the action of $G$ on $X$ is topologically free [20, Theorem 4.1]. In [2] Archbold and Spielberg defined a generalized notion of topological freeness for actions of discrete groups on arbitrary $C^*$-algebras, in such a way that topological freeness still implied the intersection property.

The following structure theorem of Sierakowski [26, Theorem 1.10] gives a picture of exactly when the ideal structure of a reduced crossed product can be completely understood. A $G$-$C^*$-algebra $A$ is said to **separate the ideals** of $A \rtimes_r G$ if the map $I \mapsto I \rtimes_r G$ from the set of $G$-invariant ideals in $A$ to the set of ideals in $A \rtimes_r G$ is a bijection.

**Theorem 2.12.** Let $A$ be a $G$-$C^*$-algebra. Then $A$ separates the ideals in $A \rtimes_r G$ if and only if the action of $G$ on $A$ is exact and has the residual intersection property.

It was proved by M. Kennedy and the author in [7] that for any $C^*$-simple discrete group $G$ (i.e., the reduced group $C^*$-algebra $C^*_r(G)$
is simple) and any $G$-$\mathcal{C}^*$-algebra $A$, $A$ separates the maximal ideals in $A \rtimes_r G$.

The class of exact groups is comparatively large – indeed it was not known until 2003 whether non-exact groups did exist, when Gromov gave the first example of a finitely generated, non-exact discrete group, [11]. Due to the above theorem and the abundance of exact groups (ensuring exactness of group actions), our aim will be to find criteria for the group action to satisfy the (residual) intersection property. As noted by Sierakowski in the aforementioned paper, the action of $G$ on $A$ has the residual intersection property whenever $I \subseteq (I \cap A) \rtimes_r G$ for any ideal $I \subseteq A \rtimes_r G$ (equality holds when the action is also exact).

Recall for any $C^*$-algebras $A$ and $B$ and any completely positive map $\varphi: A \to B$ that the multiplicative domain $\text{mult}(\varphi)$ of $\varphi$ is given by

$$\text{mult}(\varphi) = \{a \in A | \varphi(a^*a) = \varphi(a)^*\varphi(a), \varphi(aa^*) = \varphi(a)\varphi(a)^*\}.$$  

As can be seen in [6, Proposition 1.5.7], $\varphi$ in fact satisfies

$$\varphi(ab) = \varphi(a)\varphi(b), \quad \varphi(ba) = \varphi(b)\varphi(a), \quad a \in \text{mult}(\varphi), \ b \in A.$$

One key observation to be applied in the next section comes in the form of the following lemma, adapted from [5, Lemma 7.3].

**Lemma 2.13.** Let $A$ be a $G$-$\mathcal{C}^*$-algebra and let $X$ denote the maximal ideal space of $Z(A)$. If the action of $G$ on $X$ is free, then $I \subseteq (I \cap A) \rtimes_r G$ for all closed ideals $I \subseteq A \rtimes_r G$.

**Proof.** Let $I_A = I \cap A$ and let $\pi: A \to A/I_A$ be the quotient map. Now let $\gamma: A/I_A \to B(H)$ be an irreducible representation of $A/I_A$ and consider the following representation

$$A + I \to (A + I)/I \cong A/I_A \overset{\gamma}{\to} B(H).$$

Due to Arveson’s extension theorem this map extends to a u.c.p. map $\varphi: A \rtimes_r G \to B(H)$ such that $\varphi(I) = 0$ and $A \subseteq \text{mult}(\varphi)$, since $\varphi|_A = \gamma \circ \pi$. By irreducibility, the restriction of $\varphi$ to $Z(A)$ is a point mass on $X$, i.e., $\varphi|_{Z(A)} = \delta_x$ for some $x \in X$. Letting $g \in G \setminus \{1\}$, then there exists $f \in Z(A) \cong C(X)$ such that $f(g^{-1}x) \neq f(x)$, implying

$$\varphi(\lambda_g f)(x) = \varphi(\lambda_g f) = \varphi(gf\lambda_g) = f(g^{-1}x)\varphi(\lambda_g).$$

Therefore $\varphi(\lambda_g) = 0$. Letting $E: A \rtimes_r G \to A$ be the canonical conditional expectation (see, e.g., [6, Proposition 4.1.9]), it follows that $\varphi = \varphi \circ E$. Hence

$$\gamma(\pi(E(I))) = \varphi(E(I)) = \varphi(I) = \{0\}.$$  

Since $\gamma$ was arbitrary, $\pi(E(I)) = \{0\}$, so that $E(I) \subseteq I_A$. 
For any positive element \( x \in I \), let \( y \) be the image of \( x \) under the \(*\)-homomorphism \( \pi \times_r, id : A \times_r G \to (A/I_A) \times_r G \) and let \( E' : (A/I_A) \times_r G \to A/I_A \) be the canonical faithful conditional expectation. Since \( E' \circ (\pi \times_r, id) = \pi \circ E \), it follows that \( E'(y) = 0 \) since \( E(x) \in I_A \). As \( E' \) is faithful, \( y = 0 \) and \( x \in I_A \bar{\times}_r G \).

The following example is adapted from [9, p. 9].

**Remark 2.14.** Let \( G \) be a non-trivial discrete group, let \( H \) be a non-trivial amenable subgroup of \( G \), and let \( X = G/H \) be the left coset space. The unitization \( B \) of the non-unital commutative \( C^*\)-algebra \( c_0(X) \) becomes a unital \( G\)-\( C^*\)-algebra with exactly two proper \( G \)-invariant ideals, namely \( \{0\} \) and \( c_0(X) \). By Green's imprimitivity theorem, the ideal \( J = c_0(X) \times_r G \) of \( B \times_r G \) is Morita equivalent to \( C_r^*(H) \cong C^*(H) \). As \( C^*(H) \) has a proper non-zero ideal (e.g., the kernel of the trivial representation \( C^*(H) \to \mathbb{C} \)), then so does \( J \), say \( I \), which is then also a proper non-zero ideal of \( B \times_r G \). However \( I \cap J = \{0\} \), so the action of \( G \) on \( B \) does not have the intersection property.

As was also mentioned in [7, Remark 4.10], \( B \) is \( G \)-prime but \( B \times_r G \) may not be prime. For instance, if \( H \) were abelian, then \( C^*(H) \) contains two non-zero ideals that intersect only in \( 0 \), so that the above-mentioned Morita equivalence yields two ideals \( I \) and \( J \) in \( c_0(X) \times_r G \) with \( I \cap J = \{0\} \). We then note that \( I \) and \( J \) are also ideals in \( B \times_r G \).

### 2.4. Simplicity of reduced group \( C^*\)-algebras.

Our main reason for considering \( G \)-injective envelopes is the following result by Breuillard, Kalantar, Kennedy and Ozawa [5, Theorem 3.1] (see also [18]). Recall that a discrete group is said to be \( C^*\)-simple if the reduced group \( C^*_r(G) \) is a simple \( C^*\)-algebra.

**Theorem 2.15.** A discrete group \( G \) is \( C^*\)-simple if and only if the action of \( G \) on the maximal ideal space \( \partial_FG \) of \( I_G(\mathbb{C}) \) is free.

**Remark 2.16.** Let \( G \) be a discrete group. Because \( \ell^\infty(G/H) \) is \( G\)-injective for all amenable subgroups \( H \) of \( G \), as shown in Proposition 2.9, we observe that we can actually give a new proof of [21, Theorem 5.3] of Kennedy. A subgroup \( H \) of \( G \) is said to be residually normal if there exists a finite subset \( F \subseteq G \setminus \{1\} \) such that \( F \cap gHg^{-1} \neq \emptyset \) for all \( g \in G \). Kennedy proved that \( G \) is \( C^*\)-simple if and only if it contains no amenable, residually normal subgroups.

Suppose that \( G \) has an amenable, residually normal subgroup \( H \), and set \( X = G/H \). By \( G \)-injectivity and \( G \)-essentiality, there exists a \( G \)-equivariant u.c.p. map \( C(\partial_FG) \to \ell^\infty(X) \). If \( \beta X \) is the Stone-Čech compactification of \( X \), the dual map of this map restricts to
a $G$-equivariant continuous map $\beta X \to \text{Prob}(\partial_F G)$. By assumption, there exists a finite subset $F \subseteq G \setminus \{1\}$ such that $F \cap gHg^{-1} \neq \emptyset$ for all $g \in G$. Therefore, for all $g \in G$, there exists $s \in F$ and $h \in H$ such that $s = ghg^{-1}$. This implies $sgH = ghH = gH$, meaning that $gH \subseteq X^s$, where $X^s$ denotes the set of elements in $X$ fixed by $s$. Therefore $X \subseteq \bigcup_{s \in F} X^s$, so $\beta X \subseteq \bigcup_{s \in F} X^s = \bigcup_{s \in F}(\beta X)^s$, since $X$ is dense in $\beta X$. Letting $M \subseteq \beta X$ be a minimal closed $G$-invariant subset, then $M \subseteq \bigcup_{s \in F} M^s$. By [10, Proposition 4.2], the map $\beta X \to \text{Prob}(\partial_F G)$ restricts to a continuous $G$-equivariant surjection $M \to \partial_F G$, if we identify $\partial_F G$ with the subspace of point masses in $\text{Prob}(\partial_F G)$. Thus $\partial_F G \subseteq \bigcup_{s \in F}(\partial_F G)^s$, and since $F \subseteq G \setminus \{1\}$, the action of $G$ on $\partial_F G$ is not free, meaning that $G$ is not $C^*$-simple.

Conversely, if $G$ is not $C^*$-simple, then the action of $G$ on $\partial_F G$ is not topologically free [18, Theorem 6.2], so there exists $s \in G$ such that $(\partial_F G)^s$ has non-empty interior. By minimality of the action of $G$ of $\partial_F G$ [18, Proposition 3.4] and compactness of $\partial_F G$, there is a finite set $F \subseteq G \setminus \{1\}$ such that $\partial_F G \subseteq \bigcup_{t \in F}(\partial_F G)^t$. Fixing $x \in \partial_F G$, let $G_x = \{g \in G \mid gx = x\}$ denote the isotropy subgroup with respect to $x$. For any $g \in G$, there exists $s \in F$ such that $gx \in (\partial_F G)^s$, which implies $s \in G_{gx} = gG_s g^{-1}$. This proves that $G_x$ is residually normal, and since $G_x$ is amenable [5, Proposition 2.7], we obtain Kennedy’s result.

3. The intersection property for essential extensions

We now consider the question of whether the intersection property of an action of a discrete group $G$ on a $C^*$-algebra ascends to $G$-essential extensions. The proof of the following lemma is inspired by [5, Lemma 7.2].

**Lemma 3.1.** Let $A$ be a $G$-$C^*$-algebra and let $B$ be a $G$-essential $C^*$-algebra extension of $A$. For any ideal $I \subseteq A \rtimes_r G$, let $J$ be the ideal in $B \rtimes_r G$ generated by $I$. Then $I \cap A = \{0\}$ if and only if $J \cap B = \{0\}$.

**Proof.** The “if” part is trivial. For the converse, we may assume that $B$ is a unital $G$-invariant $C^*$-subalgebra of $I_G(A)$ containing $A$, due to Remark 2.6. Let $\pi: A \rtimes_r G \to \mathcal{M}$ be a $G$-equivariant unital *-homomorphism with ker $\pi = I$, where $\mathcal{M}$ is a $G$-injective $G$-$C^*$-algebra (for instance, we may take $\mathcal{M} = \ell^\infty(G, B(H))$ where $(A \rtimes_r G)/I$ is represented faithfully on $B(H)$). By $G$-injectivity, we can extend $\pi$ to a $G$-equivariant u.c.p. map $\tilde{\pi}: B \rtimes_r G \to \mathcal{M}$.

Let $J$ be the ideal in $B \rtimes_r G$ generated by $I$ and assume that $I \cap A = \{0\}$. As $I_G(A)$ is $G$-injective and $\pi$ is completely isometric on $A$, there is a $G$-equivariant u.c.p. map $\varphi: \mathcal{M} \to I_G(A)$ such that $\varphi \circ \tilde{\pi}|_A = \varphi \circ \pi|_A$ is the inclusion of $A$ into $I_G(A)$. Now let $\psi: I_G(A) \rtimes_r G \to \mathcal{M}$ be a
G-equivariant u.c.p. map such that $\psi|_{B \rtimes_r G} = \bar{\pi}$, so that the following diagram commutes:

\[
\begin{array}{ccc}
A & \xrightarrow{\pi} & B \\
\downarrow & & \downarrow \\
A \rtimes_r G & \xrightarrow{\pi} & B \rtimes_r G \\
\downarrow & & \downarrow \\
I_G(A) & \xrightarrow{\psi} & \mathcal{M}
\end{array}
\]

By G-rigidity, then since $\varphi \circ \psi|_A$ is the inclusion map $A \to I_G(A)$, it follows that $\varphi \circ \psi|_{I_G(A)} = \text{id}_{I_G(A)}$. In particular, $\varphi \circ \bar{\pi}|_B$ is the identity map on $B$. It follows that $\bar{\pi}(B) \subseteq \text{mult}(\varphi)$, so that $\varphi$ is a *-homomorphism on $C^*(\bar{\pi}(B))$. Equipping $C^*(\bar{\pi}(B))$ with the G-action given by conjugation by the unitaries $\pi(\lambda_g)$, $K = \ker(\varphi|_{C^*(\bar{\pi}(B))})$ is a G-invariant ideal in $C^*(\bar{\pi}(B))$. Now define

$$D = C^*(\bar{\pi}(B \rtimes_r G)) = \overline{\text{span}}(C^*(\bar{\pi}(B)) \cdot \pi(C^*_r(G)))$$

and

$$L = \overline{\text{span}}(K \cdot \pi(C^*_r(G))).$$

Both $D$ and $L$ are G-invariant $C^*$-subalgebras of $\mathcal{M}$. For any $g, h \in G$ and $x, y \in C^*(\bar{\pi}(B))$ we see that

$$x\pi(\lambda_g)y\pi(\lambda_h) = x(\pi(\lambda_g)y\pi(\lambda_g)^*)\pi(\lambda_g)\pi(\lambda_h).$$

Hence if either $x$ or $y$ belongs to $K$, then $x\pi(\lambda_g)y\pi(\lambda_h) \in L$, so $L$ is a G-invariant ideal of $D$.

Let $\phi: D \to D/L$ be the quotient map and let $(e_i)_{i \in I}$ be an approximate unit for $K$. Then $(e_i)_{i \in I}$ is an approximate unit for $L$ as well, and any $d \in D$ belongs to $L$ if and only if $e_id \to d$. Therefore $L \cap C^*(\bar{\pi}(B)) = K$. Now $\Phi = \phi \circ \bar{\pi}: B \rtimes_r G \to D/L$ is multiplicative on $C^*_r(G)$, and since $\bar{\pi}(x)^*\bar{\pi}(x) - \bar{\pi}(x^*x) \in \ker(\varphi|_{C^*(\bar{\pi}(B))}) \subseteq L$ for all $x \in B$, it follows that $\Phi$ is a *-homomorphism. Note further that $I \subseteq \ker \Phi$, so that $J \subseteq \ker \Phi$ as well, and that $\Phi$ is $G$-equivariant. Finally, if $\Phi(x) = 0$ for $x \in B$ then $\bar{\pi}(x) \in L \cap C^*(\bar{\pi}(B)) = K$. Thus $x = \varphi(\bar{\pi}(x)) = 0$ and $\ker \Phi \cap B = \{0\}$. This completes the proof. \qed

The following theorem generalizes part of a result by Kawabe [19, Theorem 3.4].

**Theorem 3.2.** Let $A$ be a $G$-$C^*$-algebra and let $B$ be a $G$-essential $C^*$-algebra extension of $A$. Then the action of $G$ on $A$ has the intersection property if and only if the action of $G$ on $B$ has the intersection property.
Proof. If $I \subseteq A \rtimes_r G$ is an ideal such that $I \cap A = \{0\}$, then let $J \subseteq B \rtimes_r G$ be the ideal generated by $I$. Since Lemma 3.1 yields that $J \cap B = \{0\}$, then if the action of $G$ on $B$ has the intersection property, it follows that $I \subseteq J = \{0\}$. Conversely, if $J \subseteq B \rtimes_r G$ is an ideal for which $J \cap B = \{0\}$, then $J \cap A = \{0\}$. Therefore if the action of $G$ on $A$ has the intersection property, we have $J \cap (A \rtimes_r G) = \{0\}$. By [17, Theorem 3.4] we may embed $B \rtimes_r G$ into $I(A \rtimes_r G)$ as a $G$-$C^*$-subalgebra. Since $xJ + Jx \subseteq J$ for all $x \in A \rtimes_r G$, it follows from [16, Lemma 1.2] that $J = \{0\}$. \hfill $\square$

4. CENTRES OF INJECTIVE ENVELOPES

To connect Theorem 3.2 to the discussion of the intersection property in Section 2, we now consider the centre of the $G$-injective envelope of a $G$-$C^*$-algebra.

Claim (i) of the following lemma has previously been noted in [17, Proposition 6.4]; we have not been able to locate a reference for claim (ii).

Lemma 4.1. Let $A$ be a $G$-$C^*$-algebra. Then:

(i) There is a $G$-equivariant unital injective $^*$-homomorphism $Z(A) \to Z(I_G(A))$.

(ii) If $A$ is $G$-injective, then so is $Z(A)$.

Proof. Let $\mathcal{M} = \ell^\infty(G, I(A))$, let $\kappa: A \to \mathcal{M}$ be a $G$-equivariant inclusion and let $\varphi: \mathcal{M} \to \mathcal{M}$ be a $\kappa(A)$-projection so that $I_G(A)$ can be taken to be the image $\varphi(\mathcal{M})$ with the Choi-Effros product by Lemma 2.3. For $x \in Z(\mathcal{M})$ and $y \in \varphi(\mathcal{M})$ [13, Lemma 2.4] yields

$$\varphi(x) \circ y = \varphi(\varphi(x)y) = \varphi(xy) = \varphi(y\varphi(x)) = y \circ \varphi(x),$$

and thus $\varphi(Z(\mathcal{M})) \subseteq Z(I_G(A))$. To see that (i) holds, note that $Z(A) \subseteq A' \cap I(A) = Z(I(A))$ by [13, Corollary 4.3], so that $\kappa(Z(A)) \subseteq Z(\mathcal{M})$. Since $\kappa: A \to I_G(A)$ is a $^*$-homomorphism and $\varphi \circ \kappa = \kappa$, (i) follows.

For (ii), note first that $A$ is an $AW^*$-algebra, so $Z$ is a commutative $AW^*$-subalgebra of $A$ and is therefore injective [12, Remark 2.5]. Hence as in [17, Remark 2.3] we only need to construct a $G$-equivariant u.c.p. map $\varphi: \ell^\infty(G, Z) \to Z$ satisfying $\varphi \circ \kappa = \text{id}_Z$ where $\kappa$ is the canonical inclusion map – it will then follow from $G$-injectivity of $\ell^\infty(G, Z)$ that $Z$ is $G$-injective.

Consider instead the canonical inclusion map $\kappa: A \to \mathcal{M} = \ell^\infty(G, A)$ for $A$ and let $\varphi: \mathcal{M} \to A$ be a $G$-equivariant u.c.p. map such that $\varphi \circ \kappa = \text{id}_A$, the existence of which follows from $G$-injectivity of $A$. 

\hfill $\square$
Since $\kappa(A) \subseteq \text{mult}(\varphi)$, then for $z \in \ell^\infty(G, Z) = Z(M)$ we have
\[
\varphi(z)x = \varphi(z)\varphi(\kappa(x)) = \varphi(z\kappa(x)) = \varphi(\kappa(x)z) = \varphi(\kappa(x))\varphi(z) = x\varphi(z)
\]
whenever $x \in A$, so $\varphi(z) \in Z$. Thus $\varphi$ maps $\ell^\infty(G, Z)$ into $Z$ and $\varphi \circ \kappa|_Z = \text{id}_Z$, so $Z$ is indeed $G$-injective. \qed

**Remark 4.2.** Let $A$ be a unital commutative $G$-$C^*$-algebra. Then the $G$-injective envelope $I_G(A)$ is also commutative. We present a slightly different argument than the one given in [12, Theorem 4.2]. First note that the injective envelope $I(A)$ is commutative: indeed, we have $A \subseteq A' \cap I(A) = Z(I(A))$ so for any unitary $u \in I(A)$ the automorphism $x \mapsto uxu^*$ of $I(A)$ is the identity map on $A$. Rigidity of $I(A)$ then implies $uxu^* = x$ for all $x \in I(A)$. If $\varphi: \ell^\infty(G, I(A)) \to \ell^\infty(G, I(A))$ is a minimal $\kappa(A)$-projection, where $\kappa$ is the canonical inclusion map from Lemma 2.3, then $I_G(A)$ is the image of $\varphi$ and the Choi-Effros product on $I_G(A)$ is evidently commutative.

**Example 4.3.** Any $G$-operator system $S$ admits a $G$-equivariant u.c.p. map $S \to I_G(\mathbb{C})$. Moreover, due to $G$-essentiality there always exists a completely isometric $G$-equivariant u.c.p. map $I_G(\mathbb{C}) \to S$ whenever $S$ is $G$-injective. However, if $A$ is a unital $G$-injective $G$-$C^*$-algebra, there need not exist a $G$-equivariant unital injective $*$-homomorphism $I_G(\mathbb{C}) \to A$.

Indeed, let $B$ be the unital commutative $G$-$C^*$-algebra from Remark 2.14 and let $A = I_G(B)$. Then $A$ is commutative, as verified in Remark 4.2, and the action of $G$ on $A$ does not have the intersection property due to Theorem 3.2. By Lemma 2.13, the action of $G$ on the maximal ideal space of $A$ is not free. If $G$ is non-trivial and $C^*$-simple, the action of $G$ on the maximal ideal space $\partial_F G$ of $I_G(\mathbb{C})$ is free by Theorem 2.15, so that there cannot exist a $G$-equivariant unital $*$-homomorphism $I_G(\mathbb{C}) \to A$.

In fact, we may apply Proposition 2.9 to obtain that $A = \ell^\infty(G/H)$ for a non-trivial amenable subgroup $H$ of $G$. Any $G$-equivariant unital $*$-homomorphism $I_G(\mathbb{C}) \to \ell^\infty(G/H)$ gives rise to a $G$-equivariant continuous surjection $\beta(G/H) \to \partial_F G$. Since any element of $H$ fixes all points in $\beta(G/H)$, it follows that $H$ fixes all of $\partial_F G$ as well, contradicting that the action of $G$ on $\partial_F G$ is free.

In light of Example 4.3, we will now find a commutative $G$-injective envelope that the centre of a given $G$-injective envelope always does contain.

Recall that if $D$ is an $AW^*$-algebra, then any element $x \in D$ has a central support [3, 1.1.6], i.e., there exists a smallest central projection
$C_x \in D$ such that $C_xx = x$. Further, if $z \in Z(D)$, then $zx = 0$ if and only if $zC_x = 0$.

**Lemma 4.4.** Let $A$ be an injective $G$-$C^*$-algebra with centre $Z$, and let $\kappa: A \to \ell^\infty(G,A)$ be the canonical inclusion map. If $\chi: \ell^\infty(G,Z) \to \ell^\infty(G,Z)$ is a $\kappa(Z)$-projection and $x \in A$, then $\kappa(x)\chi(f) = 0$ whenever $\kappa(x)f = 0$, for all $f \in \ell^\infty(G,Z)$.

**Proof.** Since $A$ is injective, it is an $AW^*$-algebra. By [3, Proposition 1.1.10.1] $\ell^\infty(G,A)$ is an $AW^*$-algebra as well. Let $\mathcal{Z} = \ell^\infty(G,Z)$ and note that $\mathcal{Z}$ is the centre of $\ell^\infty(G,A)$. Fix $x \in A$ and let $C_x \in Z$ be the central support of $x$. Then $\kappa(C_x) \in \mathcal{Z}$ is the central support of $\kappa(x)$ in $\ell^\infty(G,A)$. Indeed, if $f \in \mathcal{Z}$ is a projection such that $f\kappa(x) = \kappa(x)$, then $f(g)$ is a central projection in $A$ and $f(g)g^{-1}x = g^{-1}x$ for all $g \in G$. Thus $g^{-1}C_x \leq f(g)$ for all $g \in G$, so that $\kappa(C_x) \leq f$. Now, suppose that $\kappa(x)f = 0$ for some $f \in \mathcal{Z}$. Then $\kappa(C_x)f = 0$. Since $\chi \circ \kappa|_Z = \kappa|_Z$, we have $\kappa(Z) \subseteq \text{mult}(\chi)$ and

$$\kappa(C_x)\chi(f) = \chi(\kappa(C_x))\chi(f) = \chi(\kappa(C_x)f) = 0.$$ 

Hence $\kappa(x)\chi(f) = 0$. \hfill $\square$

**Lemma 4.5.** Let $A$ be an injective $G$-$C^*$-algebra with centre $Z$, and let $\mathcal{M} = \ell^\infty(G,A)$ and $\mathcal{Z} = \ell^\infty(G,Z)$.

Furthermore, let $\kappa: A \to \mathcal{M}$ be the canonical inclusion map and $\Psi: A \otimes \mathcal{Z} \to \mathcal{M}$ be the $G$-equivariant $^*$-homomorphism given by

$$\Psi(x \otimes f) = \kappa(x)f, \quad x \in A, \ f \in \mathcal{Z}.$$ 

For any $\kappa(Z)$-projection $\chi: \mathcal{Z} \to \mathcal{Z}$ and any positive integer $n \geq 1$, let $\bar{\Psi} = \Psi \circ (\text{id}_A \otimes \chi)$. Then the subset

$$I_n = \{ y \in A \otimes \mathcal{Z} \otimes M_n(\mathbb{C}) \mid (\bar{\Psi} \otimes \text{id}_n)(y^*y) = (\bar{\Psi} \otimes \text{id}_n)(yy^*) = 0 \}$$

is a closed ideal of $A \otimes \mathcal{Z} \otimes M_n(\mathbb{C})$ containing $\ker(\Psi \otimes \text{id}_n)$.

**Proof.** To see that $I_n$ is an ideal, note for instance that for $y \in I_n$, $x \in A$, $f \in \mathcal{Z}$ and $b \in M_n(\mathbb{C})$, then as $1 \otimes f \otimes 1$ is central in $A \otimes \mathcal{Z} \otimes M_n(\mathbb{C})$, we find that

$$(\varphi \otimes \text{id}_n)((x \otimes f \otimes b)y^*(x \otimes f \otimes b)^*)$$

$$= (\varphi(a \otimes 1 \otimes b)(\bar{\Psi} \otimes \text{id}_n)(y(1 \otimes f^*f \otimes 1)y^*)(\varphi(a \otimes 1 \otimes b)^*)$$

$$\leq \|f\|^2(\varphi(a \otimes 1 \otimes b)(\bar{\Psi} \otimes \text{id}_n)(yy^*)(\kappa(x) \otimes b)^*) = 0,$$

and

$$(\bar{\Psi} \otimes \text{id}_n)(y^*(x \otimes f \otimes b)^*(x \otimes f \otimes b)y) \leq \|x\|^2\|f\|^2\|b\|^2(\bar{\Psi} \otimes \text{id}_n)(y^*y) = 0,$$

which implies $(x \otimes f \otimes b)y \in I_n$. 


If \( x \in A \) and \( z \in \mathcal{Z} \otimes M_n(\mathbb{C}) \) satisfy \((\Psi \otimes \text{id}_n)(x \otimes z) = 0\), write
\[
z^*z = \sum_{i,j} z_{ij} e_{ij},
\]
where \( z_{ij} \in \mathbb{C} \), with respect to the canonical basis \((e_{ij})\) of matrix units in \( M_n(\mathbb{C}) \). Then \( \sum_{i,j} \kappa(x^*x)z_{ij} \otimes e_{ij} = 0 \), so that \( \kappa(x^*x)z_{ij} = 0 \) for all \( i,j \). By Lemma 4.4, \( \kappa(x^*x)\chi(z_{ij}) = 0 \) for all \( i,j \) as well, so that
\[
(\tilde{\Psi} \otimes \text{id}_n)((x \otimes z) \ast (x \otimes z)) = (\Psi \otimes \text{id}_n)((\text{id}_A \otimes \chi \otimes \text{id}_n)((x \otimes z)^*(x \otimes z)))
\]
\[
= \sum_{i,j} \kappa(x^*x)\chi(z_{ij}) \otimes e_{ij} = 0.
\]
Therefore \( x \otimes z \in I_n \) whenever \( x \otimes z \in \ker(\Psi \otimes \text{id}_n) \) for \( x \in A \) and \( z \in \mathcal{Z} \otimes M_n(\mathbb{C}) \). Since \( \mathcal{Z} \otimes M_n(\mathbb{C}) \) is exact, any closed ideal in \( A \otimes (\mathcal{Z} \otimes M_n(\mathbb{C})) \) is generated by the elementary tensors it contains [4, Propositions 2.16–2.17], so \( \ker(\Psi \otimes \text{id}_n) \subseteq I_n \).

**Theorem 4.6.** Let \( A \) be a unital \( G \)-\( C^* \)-algebra. Then there exists a \( G \)-essential \( C^* \)-algebra extension \( B \) of \( A \) such that \( I_G(Z(I(A))) \) embeds into \( Z(B) \) as a unital \( G \)-invariant \( C^* \)-subalgebra. In particular, \( I_G(Z(I(A))) \) embeds into \( Z(I_G(A)) \) as a unital \( G \)-invariant \( C^* \)-subalgebra.

**Proof.** Since any \( G \)-essential extension of \( I(A) \) is also a \( G \)-essential extension of \( A \) by Lemma 2.5 and Remark 2.8, we may assume that \( A \) is injective. Let
\[
Z = Z(A), \quad \mathcal{M} = \ell^\infty(G,A), \quad \mathcal{Z} = \ell^\infty(G,Z) = Z(\mathcal{M}),
\]
and let \( \kappa: A \to \mathcal{M} \) be the canonical inclusion map. Then \( \kappa(Z) \subseteq \mathcal{Z} \). Let \( \Psi: A \otimes \mathcal{Z} \to \mathcal{M} \) be the \( * \)-homomorphism of Lemma 4.5 and let \( A_{\mathcal{Z}} \) be the image of \( \Psi \). Then \( A_{\mathcal{Z}} \) is a unital \( G \)-invariant \( C^* \)-subalgebra of \( \mathcal{M} \), and we obtain the following commutative diagram:

\[
\begin{array}{ccc}
Z & \xrightarrow{\kappa_{\mathcal{Z}}} & \mathcal{Z} \\
\downarrow & & \downarrow \\
A \otimes \mathcal{Z} & \xrightarrow{1 \otimes \text{id}_n} & A_{\mathcal{Z}} \\
\end{array}
\]

Let \( \Phi: \mathcal{M} \to \mathcal{M} \) be a \( \kappa(A) \)-projection so that \( \Phi(\mathcal{M}) = I_G(A) \). Since \( \kappa(A) \subseteq \text{mult}(\Phi) \) it is easy to see that \( \Phi(\mathcal{Z}) \subseteq \kappa(A)' = \mathcal{Z} \), so by Lemma 2.7 and Lemma 4.1 we can let \( \chi: \mathcal{Z} \to \mathcal{Z} \) be a \( \kappa(Z) \)-projection.
such that $\chi(Z) = I_G(Z)$ and $\chi \prec \Phi$. Let $B \subseteq M$ be the image of the $G$-equivariant u.c.p. map
\[
\tilde{\Psi} = \Psi \circ (\text{id}_A \otimes \chi) : A \otimes \mathcal{Z} \to M.
\]
Note that $(\text{id}_A \otimes 1)(A) \subseteq \text{mult}(\tilde{\Psi})$, since $\tilde{\Psi} \circ (\text{id}_A \otimes 1) = \kappa$. Further, $\kappa$ maps $A$ into $B$ and
\[
\Phi(\tilde{\Psi}(x \otimes f)) = \Phi(\kappa(x)f) = \kappa(x)f = \tilde{\Psi}(x \otimes f), \quad x \in A, \ f \in \mathcal{Z}.
\]
This proves that $\Phi|_B = \text{id}_B$, so $B \subseteq \Phi(M) = I_G(A)$ and therefore $(B, \kappa)$ is a $G$-essential extension of $A$ by Lemma 2.5.

We now claim that $B$ has the structure of a unital $G$-$C^*$-algebra. First endow the $G$-injective envelope $I_G(Z)$ with the Choi-Effros product of $\chi$, i.e., define $x \circ y = \chi(xy)$ for $x, y \in I_G(Z)$, so that $I_G(Z)$ is a unital $G$-$C^*$-algebra with the involution and norm of $\mathcal{Z}$ and the product $\circ$.

If $y \in A \otimes \mathcal{Z}$ and $\Psi(y) = 0$, then $\tilde{\Psi}(y)^* \tilde{\Psi}(y) \leq \tilde{\Psi}(y^*y) = 0$ by Lemma 4.5. This allows us to define a unital $G$-equivariant map $\varepsilon : A_\mathcal{Z} \to A_\mathcal{Z}$ with image $B$ by
\[
\varepsilon(\Psi(y)) = \tilde{\Psi}(y) = \Psi((\text{id}_A \otimes \chi)(y)), \quad y \in A \otimes \mathcal{Z},
\]
so that the following diagram commutes:

\[
\begin{array}{ccc}
A \otimes \mathcal{Z} & \xrightarrow{\Psi} & A_\mathcal{Z} \\
\downarrow{\text{id}_A \otimes \chi} & & \downarrow{\varepsilon} \\
A \otimes \mathcal{Z} & \xrightarrow{\Psi} & B & \xrightarrow{\Phi} & I_G(A)
\end{array}
\]

Moreover, for $n \geq 1$ and any two $x, y \in A \otimes \mathcal{Z} \otimes M_n(\mathbb{C})$ such that $(\Psi \otimes \text{id}_n)(x) = (\Psi \otimes \text{id}_n)(y)$ the lemma yields $(\tilde{\Psi} \otimes \text{id}_n)(x) = (\tilde{\Psi} \otimes \text{id}_n)(y)$. Since any positive element in $A_\mathcal{Z} \otimes M_n(\mathbb{C})$ lifts via the $^*$-homomorphism $\Psi \otimes \text{id}_n$ to a positive element in $A \otimes \mathcal{Z} \otimes M_n(\mathbb{C})$ for all $n$, $\varepsilon$ is completely positive. Finally, if we let $\tilde{\chi} = \text{id}_A \otimes \chi$, then
\[
\varepsilon(\varepsilon(\Psi(y))) = \varepsilon(\Psi(\tilde{\chi}(y))) = \Psi(\tilde{\chi}(\tilde{\chi}(y))) = \Psi(\tilde{\chi}(y)) = \varepsilon(\Psi(y)),
\]
so that $\varepsilon$ is idempotent. As in the proof of [8, Theorem 3.1] (see also [13, Theorem 2.3]), the image $B$ of $\varepsilon$ is a unital $C^*$-algebra when endowed with the Choi-Effros product, i.e.,
\[
x \ast y = \varepsilon(xy), \quad x, y \in B.
\]
This proves the claim. Furthermore, $B$ is completely order isomorphic to this unital $C^*$-algebra. Since $\kappa : A \to B$ is a $^*$-homomorphism with respect to the product on $B$, $B$ is a genuine $G$-essential $C^*$-algebra extension of $A$. 

Let $\delta: I_G(Z) \to B$ be the map given by $\delta(x) = \Psi(1 \otimes x)$. We claim that $\delta$ is in fact a unital $G$-equivariant injective $^*$-homomorphism of $(I_G(Z), \circ)$ into the centre of $(B, \ast)$. In fact, $\delta$ is the inclusion map $I_G(Z) = \chi(\mathcal{Z}) \subseteq \tilde{\Psi}(\mathcal{A}_G) = B$; we elect to use the above expression, as it makes calculations a bit neater. First, $\delta \circ \kappa|_Z = \kappa|_Z$ so that $\delta$ is a complete isometry, since $(I_G(Z), \kappa|_Z)$ is a $G$-essential extension of $Z$. Next, for $x, y \in \mathcal{Z}$ we observe that

$$\delta(\chi(x) \circ \chi(y)) = \Psi(1 \otimes \chi(x) \chi(y))$$

$$= (\Psi \circ \tilde{\chi})(1 \otimes \chi(x) \chi(y))$$

$$= \varepsilon(\Psi(1 \otimes \chi(x) \chi(y)))$$

$$= \varepsilon(\Psi(1 \otimes \chi(x)))\Psi(1 \otimes \chi(y)))$$

$$= \Psi(1 \otimes \chi(x)) \ast \Psi(1 \otimes \chi(y))$$

$$= \delta(\chi(x)) \ast \delta(\chi(y)).$$

Therefore $\delta$ is a $^*$-homomorphism of $(I_G(Z), \circ)$ into $(B, \ast)$. Finally, for $x \in \mathcal{Z}^\prime$ and $y \in A \otimes \mathcal{Z}^\prime$ we have $1 \otimes \chi(x) \in Z(A \otimes \mathcal{Z})$, and therefore

$$\delta(\chi(x)) \ast \tilde{\Psi}(y) = \varepsilon(\Psi(1 \otimes \chi(x))\tilde{\Psi}(y))$$

$$= \varepsilon(\Psi((1 \otimes \chi(x))\tilde{\chi}(y)))$$

$$= \varepsilon(\Psi(\tilde{\chi}(y))(1 \otimes \chi(x))))$$

$$= \varepsilon(\Psi(\tilde{\chi}(y))\Psi(1 \otimes \chi(x)))$$

$$= \tilde{\Psi}(y) \ast \delta(\chi(x)).$$

Thus $\delta$ is an injective $G$-equivariant $^*$-homomorphism into the centre of $B$.

Finally, since $I_G(B) = I_G(A)$ by Lemma 2.5 we see that $Z(B)$ embeds into $Z(I_G(B)) = Z(I_G(A))$ as a unital $G$-invariant $C^*$-subalgebra due to Lemma 4.1. This proves the second assertion. \qed

**Remark 4.7.** By Lemma 4.1, there always exists a $G$-equivariant injective $^*$-homomorphism $\iota: Z(I(A)) \to Z(I_G(A))$ for any $G$-$C^*$-algebra $A$, since $I_G(I(A)) = I_G(A)$. Scrutinizing the proofs of Lemma 4.1 and Theorem 4.6, we obtain a commutative diagram

$$\begin{array}{c}
Z(I(A)) \xleftarrow{\iota} Z(I_G(A)) \\
\downarrow{\kappa}
\end{array}$$

$$I_G(Z(I(A)))$$

where $\delta: I_G(Z(I(A))) \to Z(I_G(A))$ is the $G$-equivariant injective $^*$-homomorphism obtained in the theorem, and $\kappa: Z(I(A)) \to I_G(Z(I(A)))$ is the natural inclusion map.
Remark 4.8. If $A$ is a $G$-$C^\ast$-algebra and $Z = Z(I(A))$, the $G$-$C^\ast$-algebra $B$ constructed in the proof of Theorem 4.6 is a $G$-equivariant quotient of $I(A) \otimes I_G(Z)$ such that the restriction of the quotient map $I(A) \otimes I_G(Z) \to B$ to either $I(A)$ or $I_G(Z)$ is an injective *-homomorphism.

Indeed, let $\mathcal{L} = \ell^\infty(G, Z)$ and let $\chi: \mathcal{L} \to \mathcal{L}$ be the $\kappa(Z)$-projection from the proof of Theorem 4.6. Equipping $I_G(Z)$ with the Choi-Effros product arising from $\chi$, then the restriction $\varepsilon_0$ to $I(A) \otimes I_G(Z)$ of the $G$-equivariant u.c.p. map $\varepsilon \circ \Psi: I(A) \otimes \mathcal{L} \to B$ from the aforementioned proof is a surjective *-homomorphism with respect to the new $C^\ast$-algebra structure of $I(A) \otimes I_G(Z)$. Indeed,

$$
\varepsilon_0(a \otimes \chi(f)) \ast \varepsilon_0(b \otimes \chi(g)) = \varepsilon(\varepsilon(\Psi(a \otimes \chi(f))) \varepsilon(\Psi(b \otimes \chi(g))))
$$

$$
= \varepsilon(\varepsilon(\Psi(ab \otimes \chi(f))\chi(g)))
$$

$$
= \varepsilon(\varepsilon(\Psi(ab \otimes \chi(f))\chi(g)))
$$

$$
= \varepsilon_0(ab \otimes (\chi(f) \circ \chi(g)))
$$

$$
= \varepsilon_0((a \otimes \chi(f))(b \otimes \chi(g)))
$$

for all $a, b \in I(A)$ and $f, g \in \mathcal{L}$. Moreover, we may identify $I(A) \otimes I_G(Z)$ with the $G$-operator subsystem $D = (\text{id}_{I(A)} \otimes \chi)(I(A) \otimes \mathcal{L}) \subseteq I(A) \otimes \mathcal{L}$ by means of a complete order isomorphism. Since $\Psi$ maps $D$ onto $B$ by definition, it follows that $\varepsilon$ is surjective. Finally, $\varepsilon_0(a \otimes 1) = \kappa(a)$ and $\varepsilon_0(1 \otimes \chi(f)) = \chi(f)$ for all $a \in I(A)$ and $f \in \mathcal{L}$, proving the claim.

If $A$ is a prime $C^\ast$-algebra, then $I(A)$ has trivial centre [25, Corollary 8.1.28], and the *-homomorphism $\Psi: I(A) \otimes \mathcal{L} \to \ell^\infty(G, I(A))$ is injective. It is easily verified that $\varepsilon_0$ is then in fact a *-isomorphism. Thus the $G$-$C^\ast$-algebra $I(A) \otimes I_G(\mathbb{C})$ is a $G$-essential extension of $A$ with respect to the inclusion map $a \mapsto a \otimes 1$, and by Lemma 2.5 any $G$-invariant sub-$C^\ast$-algebra of $I(A) \otimes I_G(\mathbb{C})$ containing $A \otimes 1$ is a $G$-essential extension of $A$ as well, including $A \otimes I_G(\mathbb{C})$.

By Theorem 4.6, we obtain the following criterion for a group action on a $C^\ast$-algebra to have the intersection property.

Theorem 4.9. Let $A$ be a unital $G$-$C^\ast$-algebra and let $I(A)$ denote the injective envelope of $A$. Whenever the action of $G$ on $Z(I(A))$ has the intersection property, then so does the action of $G$ on $A$ and $I(A)$.

Proof. Due to [19, Theorem 3.4] the action of $G$ on the maximal ideal space of the $G$-injective envelope $I_G(Z(I(A)))$ is free, so by Theorem 4.6 the action of $G$ on the maximal ideal space of $Z(I_G(A))$ is also free.
Therefore the action of $G$ on $I_G(A)$ has the intersection property by Lemma 2.13. The conclusion then follows from Theorem 3.2. \hfill \qed

We next present some applications for the case when the group $G$ is $C^*$-simple.

**Corollary 4.10.** Let $G$ be a $C^*$-simple discrete group and let $A$ be a unital $G$-$C^*$-algebra. If $Z(I(A))$ is $G$-simple, then the action of $G$ on $A$ has the intersection property.

**Proof.** By [5, Theorem 7.1], the reduced crossed product $Z(I(A)) \rtimes_r G$ is simple, so the action of $G$ on $Z(I(A))$ has the intersection property. Now apply Theorem 4.9. \hfill \qed

**Corollary 4.11.** Let $G$ be a $C^*$-simple discrete group and let $A$ be a unital $G$-$C^*$-algebra. If $A$ is prime, then the action of $G$ on $A$ has the intersection property. In particular, $A \rtimes_r G$ is prime.

**Proof.** Since $A$ is prime, $I(A)$ has trivial centre. By Corollary 4.10, the action of $G$ on $A$ has the intersection property.

If $J_1 \cap J_2 = \{0\}$ for ideals $J_1, J_2 \subseteq A \rtimes_r G$, then $(J_1 \cap A) \cap (J_2 \cap A) = \{0\}$ so $J_i \cap A = \{0\}$ and $J_i = \{0\}$ for some $i$. Therefore $A \rtimes_r G$ is prime. \hfill \qed

In light of the above result it is worth noting that $C^*$-simplicity in itself need not transform $G$-primeness of a $C^*$-algebra to primeness of the reduced crossed product (see p. 10).

**Corollary 4.12.** Let $G$ be a $C^*$-simple discrete group and let $A$ be a unital $G$-$C^*$-algebra. Then there is an injective map of the set of prime $G$-invariant ideals to the set of prime ideals in $A \rtimes_r G$, given by $I \mapsto \overline{I \rtimes_r G}$.

**Proof.** If $I \subseteq A$ is a prime, $G$-invariant ideal, then $A/I$ is a prime $C^*$-algebra and $(A/I) \rtimes_r G$ is a prime $C^*$-algebra by Corollary 4.11. Thus $I \rtimes_r G$ is a prime ideal of $A \rtimes_r G$, so the map $I \mapsto I \rtimes_r G$ is well-defined, and it is injective since $(I \rtimes_r G) \cap A = I$ for each $G$-invariant ideal $I \subseteq A$. \hfill \qed

We will finally comment on the relationship between the centre of the equivariant injective envelope and the equivariant injective envelope of the centre of a $G$-$C^*$-algebra.

**Remark 4.13.** In [15], Hamana proves that every unital $C^*$-algebra $A$ has a regular monotone completion $\hat{A}$, which is the smallest monotone complete $C^*$-subalgebra of $I(A)$ containing $A$. Furthermore, he proves that the centres $Z(\hat{A})$ and $Z(I(A))$ coincide. Since $\overline{Z(A)}$ is a monotone
complete $C^*$-subalgebra of the commutative $C^*$-algebra $I(Z(A))$, it is injective, and thus $Z(A) = I(Z(A))$.

In a later article [16, Corollary 1.6], Hamana proves that the conditions (i) and (ii) below are equivalent for any unital $C^*$-algebra $A$. Notice that (i) and (i') are the same condition, due to the above discussion.

(i) $Z(A) = Z(A)$.
(ii) Every non-zero ideal $I$ of $A$ contains a non-zero positive element of $Z(A)$ whenever $I^\perp \perp = I$.

Here we define $S^\perp = \{x \in A | xS = Sx = \{0\}\}$ for any subset $S \subseteq A$.

Saitô gave an early concrete example of a unital $C^*$-algebra $A$ for which $I(Z(A)) \neq Z(I(A))$ in [24]. We adapt this example to the $G$-equivariant case as follows. Let $G$ be a discrete group, let $H$ be a separable infinite-dimensional Hilbert space, and let $A$ be the unitization of $\ell^\infty(G, K(H)) \oplus \ell^\infty(G, K(H))$, where $K(H)$ denotes the non-unital $C^*$-algebra of compact operators on $H$. We may view $A$ as a unital $G$-invariant $C^*$-subalgebra of the von Neumann algebra

$$\mathcal{M} = \ell^\infty(G, B(H)) \oplus \ell^\infty(G, B(H))$$

As $\mathcal{M}$ is $G$-equivariantly *-isomorphic to $\ell^\infty(G, B(H) \oplus B(H))$, it is $G$-injective [17, Lemma 2.2]. Moreover, just as any positive $x \in B(H)$ is the supremum of an increasing net of positive compact operators, any $f \in \ell^\infty(G, B(H))$ is the supremum of an increasing net of positive operators in $\ell^\infty(G, K(H))$. An argument similar to Paulsen’s – the one given in the proof of Proposition 2.9 – then shows that the inclusion $A \subseteq \mathcal{M}$ is $G$-rigid. Therefore $I_G(A) = \mathcal{M}$, but

$$I_G(Z(A)) = I_G(\mathbb{C}),$$

whereas

$$Z(I_G(A)) = Z(\mathcal{M}) \cong \ell^\infty(G) \oplus \ell^\infty(G).$$

Since $I_G(\mathbb{C})$ is $G$-simple (as any $G$-equivariant unital *-homomorphism from $I_G(\mathbb{C})$ is injective by $G$-essentiality) and $\ell^\infty(G) \oplus \ell^\infty(G)$ is not, we have $I_G(Z(A)) \neq Z(I_G(A))$. However, there does exist a $G$-equivariant, unital *-homomorphism

$$\delta: I_G(Z(A)) \to Z(I_G(A)) \cong \ell^\infty(G, \mathbb{C} \oplus \mathbb{C}),$$

e.g., for characters $\varphi_1$ and $\varphi_2$ on $I_G(\mathbb{C})$ we may define

$$\delta(x)(g) = (\varphi_1(g^{-1}x), \varphi_2(g^{-1}x)), \quad x \in I_G(\mathbb{C}), \ g \in G.$$
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