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Abstract

The dihydroazulene/vinylheptafulvene (DHA/VHF) photocouple is a promising candidate for molecular solar heat batteries, storing and releasing energy in a closed cycle. Much work has been done on improving the energy storage capacity and the half-life of the high-energy isomer via substituent functionalization, but similarly important is keeping these improved properties in common polar solvents, along with being soluble in these, which is tied to the dipole properties. However, the number of possible derivatives makes an overview of this combinatorial space impossible both for experimental work and traditional computational chemistry. Due to the time consuming nature of running many thousands of computations, we look to machine learning, which bears the advantage that once a model has been trained it can be used to rapidly estimate approximate values for the given system. Applying a convolutional neural network, we show that it is possible to reach good agreement with traditional computations on a
scale that allows us to rapidly screen tens of thousands of the DHA/VHF photocouple, eliminating bad candidates and allowing computational resources to be directed towards meaningful compounds.

Introduction

The Sun is our most plentiful energy source, but as periods of abundant sunlight do not always match periods of demand, an important challenge for efficient exploitation of solar energy is storing it. One approach is the molecular solar thermal (MOST) system,\textsuperscript{1-5} where solar energy is stored in chemical bonds through light-induced isomerization of photoactive molecules (see Fig. 1). Through a certain trigger, the stored energy is released as heat and the high-energy isomer returns to its original state. This makes for a closed cycle of solar energy harvesting, storage and release, without emission of CO\textsubscript{2} or other chemical byproducts.

A candidate system should preferably have a high energy storage density (with an upper limit of 1 MJ/kg for these systems),\textsuperscript{6} be stable in the high-energy isomer for days or weeks, and absorb close to the peaks of the solar spectrum (≈ 500 nm). A promising system for use as a solar heat battery is the dihydroazulene/vinylheptafulvene (DHA/VHF) photoswitch. The dicyano parent system is shown in Fig. 1. It absorbs well into the solar spectrum and has a high quantum yield $\Phi_{DHA\rightarrow VHF} = 0.55$ in acetonitrile.\textsuperscript{7} However, the energy density is ≈ 0.1 MJ/kg and the VHF half-life is only on the order of hours.\textsuperscript{8} These properties can be tuned and improved through the use of electron donor-acceptor substituents on the azulene ring.\textsuperscript{9-13} Due to the the sheer number of combinations of substituents and substituent positions, the balancing act in improving one property without diminishing others, along with the lack of clear systematic guidelines for DHA/VHF functionalization presents a challenge to standard computational chemistry approaches, both in terms of the immense computation time for calculating all systems, and in terms of separating the wheat from the chaff and finding the promising candidates.
In this study, we use computational chemistry methods and develop a machine learning model to investigate the thermochemical and dipole properties of tens of thousands of DHA/VHF derivatives with electron-acceptor and electron-donor substituents on the azulene ring, in order to improve the system for use as a solar heat battery. The computational complexity is directly tied to system size, but also the energy landscape traversed by the chosen optimization routine. For a small, simple compound, this is not an obstacle, as a calculation may be performed in a matter of seconds to hours depending on the level of theory, and may be terminated manually if convergence becomes unlikely. For a large database of such systems, the time complexity can quickly become unmanageable, even on a high-
performance cluster. On the contrary, a machine learning model bears a time complexity tied almost exclusively to the size of the model, and a small scale model can be run on even low-end personal computers, with good-to-reasonable speed. It may thus constitute a valuable supplement to problems of this nature.

With traditional approaches to compounds such as the DHA / VHF system, one would calculate the properties of a few systems, then do a detailed analysis and discussion of what chemical changes led to what changes in the properties. By exploring the full chemical space of synthetically accessible DHA/VHF systems with simple substituents, we are instead able to predict the best individual systems among thousands upon thousands of candidates within our broad feature space. Instead of deeply analyzing the chemical properties of a few systems, we are instead using deep learning to analyze the energy and dipole properties of all systems within our group, selecting the most promising solar heat battery candidates.

For the thermochemical properties, the DHA/VHF system’s energy storage capacity $\Delta G_{rel}^{rel}$ is approximated as the electronic energy difference between the DHA and lowest-energy corresponding VHF structure, $\Delta E_{rel}^{rel} = E_{VHF} - E_{DHA}$. The TBR barrier $\Delta G_{TBR}$ is a measure of how long the system can hold the energy, and is calculated as the Gibbs energy difference between the transition state and corresponding $s$-cis-VHF, $\Delta G_{TBR} = \Delta G_{TS} - \Delta G_{s,cis-VHF}$. Our model predicts the barrier for the elementary step from the $s$-cis-VHF to the transition state.

For the dipole properties, we are investigating the individual dipoles of the DHA, VHF and the transition state (TS) molecules, but also the dipole analogues to the energetic properties, meaning the dipole storage $\Delta p_{rel}^{rel} = p_{VHF} - p_{DHA}$ and dipole barrier $\Delta p_{TBR} = p_{TS} - p_{s,cis-VHF}$. This gives insight into the solvation energy of the photoswitches, the projected solubility of the compounds, and how the thermochemical properties change with the addition of solvent or increasing solvent polarity. It also indicates the degree of physical adsorption between the DHA/VHF system and nanoparticles, suggesting the magnitude of the nanoparticle-photoswitch dipole moment interaction. As we are interested in working
with polar solvents, we generally want the dipole moments to be higher than for the parent system. It is also ideal for the DHA to have a higher dipole moment than VHF, as DHA will then be more stabilized than VHF in increasingly polar solvents, increasing the energy storage capacity. The same thing holds true for s-
\textit{cis}-VHF and the transition state, as this will increase the TBR barrier value. In practice, the VHF usually has a higher dipole moment than the DHA due to greater conformational freedom, while the transition state usually has a higher dipole moment than the s-
\textit{cis}-VHF due to greater zwitterionic character, meaning that the challenge becomes to not have a significant difference in dipole moment between DHA and VHF for energy storage capacity, and between s-
\textit{cis}-VHF and TS for TBR barrier optimization in polar solvents.

Previous work has been done on a similar database, focusing directly on the thermochemical properties.\textsuperscript{14} Our focus here is thus on predicting the dipole moments and how they relate to the thermochemical properties.

## Methods

### Semi-empirical calculations

To create the dataset, 41 different substituents (comprised of 20 functional groups plus their para-substituted phenyl variant) and 7 substituent positions were chosen, see Fig. 2. The method used to generate the structures was similar to the one performed in the study by Kromann et al.\textsuperscript{15} and Koerstz et al.\textsuperscript{14} All combinations of singly and doubly substituted compounds were generated from SMILES strings using RDkit.\textsuperscript{16} This leads to a total of \( (41 \cdot 7) + 41^2 \sum_{n=1}^{6} n = 35,588 \) systems (each including a DHA, VHF and TS structure). A simple conformational search was then performed, again using RDkit, consisting of generating \( 5 + 5n_{rot} \) start geometries, where \( n_{rot} \) is the number of rotatable bonds. DHA and VHF structures were optimized using the GFN2-xTB method, while VHF and TS structures were optimized using the PM3 method. For the transition states, the highest energy structure for each system
Figure 2: List of tested substituents (not including phenyl and hydrogen), sorted according to whether they are electron-withdrawing (EWG) or electron-donating groups (EDG). Me is shorthand for methyl. Figure (a) shows the azulene ring with the 7 tested substituent positions. Figure (b) shows the para-substituted phenyl substituents, where X is a substituent in the table.

<table>
<thead>
<tr>
<th>EWG</th>
<th>EDG</th>
</tr>
</thead>
<tbody>
<tr>
<td>-[F, Cl, Br]</td>
<td>-OH</td>
</tr>
<tr>
<td>-CF&lt;sub&gt;3&lt;/sub&gt;</td>
<td>-OMe</td>
</tr>
<tr>
<td>-CN</td>
<td>-NH&lt;sub&gt;2&lt;/sub&gt;</td>
</tr>
<tr>
<td>-NO&lt;sub&gt;2&lt;/sub&gt;</td>
<td>-NMe&lt;sub&gt;2&lt;/sub&gt;</td>
</tr>
<tr>
<td>-CHO</td>
<td>-Me</td>
</tr>
<tr>
<td>-CO&lt;sub&gt;2&lt;/sub&gt;H</td>
<td>-NHC(O)Me</td>
</tr>
<tr>
<td>-C(O)Me</td>
<td>-SMe</td>
</tr>
<tr>
<td>-C(O)NH&lt;sub&gt;2&lt;/sub&gt;</td>
<td>-</td>
</tr>
<tr>
<td>-CCH</td>
<td>-</td>
</tr>
<tr>
<td>-SO&lt;sub&gt;2&lt;/sub&gt;Me</td>
<td>-</td>
</tr>
<tr>
<td>-CH=NH</td>
<td>-</td>
</tr>
</tbody>
</table>

is used as a starting point for a transition state (TS) search using PM3<sup>17</sup> in Gaussian16,<sup>18</sup> calculating the Hessian in each step. The transition state was then verified using a script, by checking whether its imaginary frequency corresponds to the normal mode lying along the reacting C-C bond. This transition state connects the s-cis-VHF molecular structure with the DHA. The lowest-energy VHF conformer is usually s-trans-VHF, so it is here assumed that s-cis-VHF and s-trans-VHF are in thermal equilibrium, i.e. that the energy barrier between s-cis-VHF and s-trans-VHF is much lower than that between DHA and s-cis-VHF. Of the 35,588 systems, 32,623 converged.

Only singly and doubly substituted systems were considered here. This is due to them being the most synthetically accessible. Furthermore, as the number of substituents on the azulene ring increases, steric effects become much more pronounced, intermolecular reactions between functional groups become much more likely, for example between amino and aldehyde groups.

The energy storage capacity $\Delta G^{rel}$ is calculated using the semi-empirical quantum method.
GFN2-xTB,\textsuperscript{19} where it is approximated as the difference in electronic energy \( \Delta E_{\text{rel}} \) between the DHA and the corresponding VHF conformer. The TBR barrier \( \Delta G_{\text{TBR}} \) is calculated using PM3\textsuperscript{17} in Gaussian16\textsuperscript{18} as the difference in Gibbs free energy between the transition state and the corresponding s-\textit{cis}-VHF structure. This is because only s-\textit{cis}-VHF, and not s-\textit{trans}-VHF, has the correct stereochemistry to rejoin the ring and convert back to DHA. For the converged transition states, their vibrational frequencies were calculated to ensure that the structure corresponded to a first-order saddle point, and that the normal mode associated with the imaginary frequency corresponds to the ring-opening/ring-closing of the DHA/VHF system.

**Convolutional Neural Network Algorithm**

![Diagram](image)

Figure 3: **Basic flow of the modular neural network algorithm.** The input takes a compound and a target attribute; the compound is transformed into a binary representation, which is encoded into a matrix such that each substituent position is associated with a row; the target attribute initialises retrieval of a set of stored weights and associated layer shapes. For each target attribute, the network can reconfigure the underlying shape of the dense layers, modify drop-out rates (for training only), and it can add or subtract filters from the convolutional layer. The stored weights include an output scaler which transforms the output value into a meaningful property.

In the original data structure, each system is described by a positional matrix with an integer value to represent the substituent. There is no correlation between this value and the
substituent characteristic, so to minimize number bias, we transform the data via seven-hot encoding, creating a vector with $7 \times 42$ binary elements, where each chunk of 42 is a one-hot encoded representation of a tested substituent (see Fig. 2) plus H at a specific position on the azulene ring. This is a common method for categorical data. Because each substituent may be replicated at seven different positions, we considered that a matrix representation might better translate the positional influence of each substituent, to which a convolutional layer could possibly outperform a more straight forward neural network (NN).

The NN algorithm is constructed in two parts and is outlined in Fig. 3. The macro layer consists of the overall node architecture of the NN itself and a sub-layer that stores the node weights. It receives the one-hot encoded system representation as input and a target attribute. For each target attribute, the network accesses a stored set of weights for every node to a trained set for that specific target attribute. Each weight set includes the ability to modify the underlying shape of each layer, change the dropout rates (for training only), and subtract or add filters to the 2-dimensional convolutional layer. The downside to this is that initial creation of the weight set requires individual training for each target attribute. However, given that a single weight set can be computed in a matter of minutes, we do not see this as an obstacle in the current state. The initial architecture was a sequence of four dense node layers and a single output unit, with each sequential layer having 256, 128, 64 and 16 nodes, respectively. We use the terminology dense to indicate that each node in a layer is connected to each node in the next layer (that is to say they are fully connected). For the standard NN variant an input layer of size 294 is used to account for all possible input features. For the convolutional variant, a 2-dimensional convolutional layer is prefixed to the dense layer section, replacing the standard input layer.

Because the underlying structure of both convolutional and dense layers can be considered unique hyperparameters, we have implemented a combination of a randomized search with a cross-validation routine. Each routine was independently run and allowed to compete, and the best scoring set of parameters were probed further in a narrow region using the
randomized search routine. These optimizations were run using the training set exclusively. We will refer to the three network architectures as DenseNN, ConvNN, and the OptConvNN (optimized ConvNN). For model training, the dataset was split 80:20 into training and test set respectively, with a 5-fold cross-validation procedure for the training and validation set. Attribute training data is processed via a normalization scaler, and each scaler is implemented as an optional suffix to the NN output. Model training used the log cosh loss function with the absolute error $|E|$ as a metric for minimization:

$$\text{Loss}(|E|) = \sum_{i=1}^{n} \log (\cosh (|E_i|))$$

(1)

where $E = ((y_1 - x_1), (y_2 - x_2), \ldots, (y_i - x_i))$ is the point-value error vector of true $y$ and predicted $x$ values in the training set. A stochastic first-order gradient descent algorithm was utilized as the optimizer. As the ML approach is made to directly compete with quantum chemical computations, it is relevant to consider training and optimization time. For this reason, the networks were purposefully small, and trained using small batch sizes, early stopping conditions, and reduced learning rate conditions. The full parameter overview can be found in the SI.

## Results and discussion

Table 1: **Progression of prediction accuracy with the addition of a 2D convolutional layer.** We observe a significant refining of the prediction accuracy when the 2-dimensional convolutional layer is added. Further refinement, though less drastic, is possible with optimisation of the underlying network architecture. Error is calculated as $|\epsilon| = (|y_{\text{predict}} - y_{\text{true}}|)/y_{\text{true}}$. Standard deviation $\sigma_{\text{std}}$ is calculated for the absolute value of the residuals.

<table>
<thead>
<tr>
<th>Attribute</th>
<th>VHF Energy</th>
<th>DHA Energy</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$</td>
<td>\epsilon</td>
</tr>
<tr>
<td>DenseNN</td>
<td>$0.0365 \pm 0.0320$</td>
<td>$0.0488 \pm 0.0361$</td>
</tr>
<tr>
<td>ConvNN</td>
<td>$0.0066 \pm 0.0069$</td>
<td>$0.0096 \pm 0.0089$</td>
</tr>
<tr>
<td>OptConvNN</td>
<td>$0.0046 \pm 0.0040$</td>
<td>$0.0039 \pm 0.0032$</td>
</tr>
</tbody>
</table>
Each of the three neural network architectures was trained for all target attributes. Table 1 summarizes the mean and standard deviation on the error $\epsilon$ for two select target attributes, as calculated by $\epsilon = \frac{(y_{\text{predict}} - y_{\text{true}})}{y_{\text{true}}}$, the relative error is thus a unitless quantity corresponding to a fraction of the total value, and is a direct measure of performance. When reporting the mean and median error, we calculate the relative error of the absolute residual, to avoid averaging between both positive and negative values, which would lead to a falsely improved performance. The addition of the 2-dimensional convolutional layer alone reduces the error by an order of magnitude, and the value is further refined by optimising the underlying network architecture. For the VHF energy (Fig. 4A), the DenseNN exhibits a multimodal distribution, suggesting that some systems are grouped into distinct sub-sets that decrease the DenseNN accuracy power substantially. DHA similarly exhibits a negative trailing distribution, though less distinctly grouped, with straggling outliers reaching above 10% error. Upon addition of the convolutional layer alone both distributions are immediately narrowed and refined (Fig. 4B and C), achieving standard deviations $\sigma_{\text{std}} < 1\%$. We interpret this to mean that the Convolutional Neural Network conveys clearer information of substituent type and position by the addition of the Convolutional layer alone. Yet the standard Neural Network still falls within a reasonable relative error. Optimisation of the ConvNN dense layer architecture further refines these results, corrects the outliers, and in both cases reduces the standard deviation by more than 40%, narrowing the distribution around the peak at 0.

With the hyperparameter optimised convolutional neural network, the required sample size is not only small, but requires little training time. In our test, training the OptConvNN on 20,000 systems required 4 minutes on an 8 thread system with 16 GB of memory. Fig. 4D shows the training set size dependency for the DHA energy, calculated using GFN2-xTB. We see that the loss function converges around 15,000 systems, or around 50% of the full dataset. It is expected that larger datasets result in better accuracy of the model, but it is of interest to reduce the number of required computations before a model is good enough to be used for
qualitative predictions. In our case, a sufficient accuracy for qualitative prediction is achieved as early as 8000 systems, corresponding to less than 25% of the dataset. This indicates that expanding the dataset, for example by including new substituents or substituent positions, will not require many new calculations for the model to be able to predict on the new type.

Hyperparameter optimisation of the ConvNN revealed expectedly different dense layer node numbers for the three tested target attributes. Though constrictions were applied such that the general four-layer architecture could not be changed, the node count in each layer could be varied freely together with dropout rates, and we typically observed increased node counts in the third and sometimes fourth layer, while simultaneously seeing increasing dropout rates. In no cases did we see a model that kept the initial descending node arrangement as outlined in the example in Fig. 3. Because of the clear advantage to interpreting the systems via a data transformation and convolutional layer processing, we present further target attributes derived via this model only. Table 2 shows the relative errors $|\epsilon|$ for select components estimated by the OptConvNN and validated on the true values.

Figure 4: Neural Network Error Distribution and Training Set Size Dependency. Error $\epsilon = (y_{\text{predict}} - y_{\text{true}})/y_{\text{true}}$ for A and B: the VHF and C: the DHA energy predicted from the test set. DenseNN is the Dense Neural Network, ConvNN is the Convolutional Neural Network and OptConvNN is the Convolutional Neural Network with hyperparameter optimization. D: log cosh loss function at best epoch for the OptConvNN training on the DHA and VHF energy as a function of the number of systems in the training set.
Table 2: Overview of relative absolute error $|\epsilon| = (|y_{\text{predict}} - y_{\text{true}}|)/y_{\text{true}}$ (mean and median) on the test set for investigated dipole moments, D, in Debye as target parameters, and energy values, E (Gibbs-free for PM3, electronic for GFN2-xTB calculations) in kJ/mol. Values in parenthesis are achieved via error propagation rather than direct optimization of the parameter.

<table>
<thead>
<tr>
<th>Target</th>
<th>$\epsilon_D$, mean</th>
<th>$\epsilon_D$, median</th>
<th>$\epsilon_E$, mean</th>
<th>$\epsilon_E$, median</th>
</tr>
</thead>
<tbody>
<tr>
<td>DHA, GFN2-xTB</td>
<td>0.096</td>
<td>0.046</td>
<td>0.004</td>
<td>0.009</td>
</tr>
<tr>
<td>VHF, GFN2-xTB</td>
<td>0.111</td>
<td>0.054</td>
<td>0.005</td>
<td>0.007</td>
</tr>
<tr>
<td>VHF, PM3</td>
<td>0.135</td>
<td>0.072</td>
<td>0.012</td>
<td>0.010</td>
</tr>
<tr>
<td>TS, GFN2-xTB</td>
<td>0.042</td>
<td>0.010</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>TS, PM3</td>
<td>0.031</td>
<td>0.003</td>
<td>0.025</td>
<td>0.016</td>
</tr>
<tr>
<td>Storage, GFN2-xTB</td>
<td>1.114 (0.147)</td>
<td>0.185</td>
<td>0.042 (0.006)</td>
<td>0.028</td>
</tr>
<tr>
<td>Barrier, PM3</td>
<td>0.932 (0.139)</td>
<td>0.144</td>
<td>0.017 (0.028)</td>
<td>0.011</td>
</tr>
</tbody>
</table>

These errors are small enough that energy and dipole properties can be qualitatively predicted with significant accuracy, allowing for usage of this method in selecting only the most promising DHA/VHF systems for further analysis as solar heat battery candidates. We note that our NN model is better at predicting the energy and dipole properties of individual DHA and VHF structures, rather than trying to directly predict the difference between two conformers in the form of the energy/dipole storage or barrier. For example, the mean dipole storage relative error for the xtb calculations is 1.1143, where the model trains directly on the VHF dipole value minus the DHA dipole value. However, calculating the same value via error propagation, i.e. training on the VHF and DHA dipole values separately, then subtracting the predicted DHA dipole from the corresponding predicted VHF dipole and propagating the errors, gives only a mean dipole storage relative error of 0.1464. Another thing to note is that our $\epsilon$ on the dipole properties are significantly higher than those of the energy properties. This is primarily due to the dipole moment varying to a greater extent than the energy, being very sensitive to conformational changes, and thus making it harder to predict. Nevertheless, these errors are already much smaller than what is needed for qualitative predictions on whether a system will perform better or worse in polar solvents.

In Fig. 5, from our selection of 32,623 optimized molecular systems, we plot 50 random molecules, and then the top and bottom 50 in terms of the x-axis property, either dipole...
storage, energy storage capacity or energetic TBR barrier values. This shows the value of a large statistical basis in that we are easily able to find and select promising DHA/VHF candidates with high reaction energies, barrier heights or dipole shifts for further optimization and research at a higher level of theory. One problem one often runs into when designing photoswitch derivatives is that optimizing one property, such as the storage capacity, leads to a decrease in another property, such as the TBR barrier. Of particular interest for this is the first quadrant, where we manage to improve two separate properties simultaneously. Here we have results for all tested combinations, meaning that these systems improve on the two tested properties simultaneously and thus may be worth further study in terms of photoswitch optimization. Fig. 5C shows only a few systems that manage to have both a higher storage energy and dipole storage compared to the parent system, and none are among the top candidates. However, testing all the systems rather than just the 150 shown on the figure will show a greater amount of candidates. In the same vein, Fig. 5D shows a great amount of systems with both higher TBR barrier values and higher dipole barrier values than the dicyano parent system. There thus seems to be a large amount of potential candidate systems with a longer VHF half-life than the parent, but which keep or even improve on that longevity in polar solvents. For reference, according to transition state theory, a 10 kJ/mol increase in the activation energy corresponds to a 57-fold increase in half-life, going from roughly 3 hours to 2 days for the parent (depending on solvent) to around 8 days to 3 months, which is a VHF half-life enough for many practical applications. Figs. 5A and 5B show the same trends, with some promising systems in the first quadrant that manage either both higher dipole storage and dipole barrier, or higher energy storage and TBR, than the parent system.

A common ML metric is the generalization to novel input types. As a proof of concept of the adaptability of the ML model, we tried to get it to predict the values of triply and quadruply substituted systems with the same possible combinations of substituents and positions as our dataset. These types of systems are not part of the training set and thus
Figure 5: Select attributes for the top 50, bottom 50, and 50 randomly selected molecules. A: Dipole storage (GFN2-xTB) vs. Dipole barrier (PM3) for the top 50, bottom 50 and 50 randomly selected molecules. B: Energy storage ((GFN2-xTB)) vs. TBR barrier (PM3). C: Energy storage ((GFN2-xTB)) vs. Dipole storage (GFN2-xTB). D: TBR barrier (PM3) vs. Dipole barrier (PM3).

The horizontal and vertical line mark the values for the parent compound shown in Fig. 1.

Table 3: Overview of relative absolute error $|\epsilon| = (|y_{\text{predict}} - y_{\text{true}}|) / y_{\text{true}}$ (mean and median) for investigated dipole moments, $D$, in Debye as target parameters, and energy values, $E$ (Gibbs-free energy for PM3, electronic energy for GFN2-xTB calculations). Values in parenthesis are achieved via error propagation rather than direct optimization of the parameter.

<table>
<thead>
<tr>
<th>Target</th>
<th>$\epsilon_D$, mean</th>
<th>$\epsilon_D$, median</th>
<th>$\epsilon_E$, mean</th>
<th>$\epsilon_E$, median</th>
</tr>
</thead>
<tbody>
<tr>
<td>DHA, GFN2-xTB</td>
<td>0.223</td>
<td>0.204</td>
<td>0.143</td>
<td>0.157</td>
</tr>
<tr>
<td>VHF, GFN2-xTB</td>
<td>0.269</td>
<td>0.253</td>
<td>0.142</td>
<td>0.148</td>
</tr>
<tr>
<td>Storage, GFN2-xTB</td>
<td>(0.302)</td>
<td>(0.369)</td>
<td>(0.202)</td>
<td>(0.216)</td>
</tr>
<tr>
<td>Barrier, PM3</td>
<td>0.183</td>
<td>0.158</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

something the model has never encountered before. These systems are less synthetically accessible than singly and doubly substituted systems. In addition, they often have problems with steric effects and intermolecular reactions between functional groups due to the amount of substituents on the ring. As they also take much longer to calculate, we restricted our test to 12 systems, 6 of each. These are shown primarily as further proof of the strength of our model, rather than as likely candidates for further optimization.

The relative mean and median errors are shown in Table 3. While these errors are obviously for a small sample of systems and thus not perfectly representative, along with the errors being larger than those of the test set especially for the quadruply substituted systems,
they nevertheless show that the model is still capable of making qualitative predictions of systems with no direct analogues in its training set of singly and doubly substituted systems. This indicates the adaptability of the model, and that it would not require a large amount of extra computational calculations for our model to train on before it is capable of qualitatively predicting its properties. This is also strongly indicated by Fig. 4D, which shows that the loss function converges quickly and that a small training set size is sufficient, especially for qualitative description. Fig. 4D shows the convergence of the loss function with respect to the size of the training set, i.e. how big a fraction of systems out of the possible combinations we would actually need to calculate in order to achieve predictive accuracy. The loss function converges around 15,000 systems, or around 50% of the full dataset, although accuracy good enough for qualitative prediction is achieved much earlier. This indicates that the model is robust and capable of predicting the properties of systems without requiring a ton of computations for it to train on. This also indicates that expanding the dataset, for example by including new substituents or substituent positions, will not require many new calculations for the model to be able to predict on the new type.

These could include triply substituted systems, a new ligand, or a different substituent position. The latter is perhaps the most interesting, considering that replacing one of the two CN substituents on the DHA/VHF system with a H atom more than doubles the energy storage density compared to the dicyano parent, and increases the TBR barrier to the extent that the back-reaction is effectively put on hold under standard conditions.\textsuperscript{12,22} This would allow us to consider substituents that tend to increase the energy storage density and decrease the activation energy, with the latter actually being beneficial in order for the back-reaction to occur.

We observe based on Fig. 5C a correlation between small dipole storage values and large storage energies. This shows that when designing MOST devices based on DHA/VHF one should ensure that the change of dipole moments from DHA to VHF should be as low as possible. We note that electron withdrawing groups and electron donating groups have to
be placed at specific positions on the DHA/VHF system in order to ensure that. We have observed large storage energies for electron withdrawing groups at position 3 and electron donating groups at position 2. Based on Fig. 5D we see that large energy barriers correlate with dipole barriers between 0 and 2. We note that we are able to obtain DHA/VHF systems with large energy barriers when electron withdrawing groups are placed at position 2 and electron donating groups are placed at position 1.

**Conclusion**

In conclusion, a database consisting of 32,623 DHA/VHF derivative systems were created, and used to train and validate a small-scale NN algorithm for prediction of dipole moments and energies. The NN was trained to determine specific molecular attributes. We find that the addition of a convolutional layer coupled with a data transformation to a binary matrix representation yields a significant refining of the target attributes, and an increase in accuracy by an order of magnitude in the best case scenario, with mean absolute errors ranging from <1% to 15%, depending on the property. This is low enough that qualitative predictions can select the most promising candidates. The worst case scenario was no reduction in error from the standard NN, and at no point did we observe worse performance by the addition of the convolutional layer. The NN sub-architecture was optimized with machine learning methods, and as expected yielded differing architectures, though an overall trend could be established. On this basis we were able to exclude roughly 95% of the candidates, which is directly analogous to reducing the computational requirements by the same percentage. We expect that a mutable NN architecture would be beneficial for a large chemical component space, as there are significant differences in the correlation between the many attributes. Having trained the convolutional NN only on single- and double substituted systems, we employed it to predict the properties of triple- and quadruple substituent systems, and it performed well enough that a qualitative prediction should be useful. These systems are no-
toriously more difficult to compute, and could therefore be of special interest in terms of rapid property estimation. The success of the NN on these novel type systems seems to us a promising signal for applying ML to problems of this nature. This has use in pre-screening molecules and finding promising MOST candidates, both from within the database and by using the database to predict properties of as of yet uninvestigated DHA/VHF derivatives. This database and algorithm is readily available for future work in pre-screening and selecting promising MOST candidates for further refinement, and qualitatively calculating thermochemical and dipole properties for predicting solvent effects.
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