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Recent investigations of the pseudospectrum in black hole spacetimes have shown that quasinormal mode frequencies suffer from spectral instabilities. This phenomenon may severely affect gravitational-wave spectroscopy and limit precision tests of general relativity. We extend the pseudospectrum analysis to horizonless exotic compact objects that possess a reflective surface arbitrarily close to the Schwarzschild radius and find that their quasinormal modes also suffer from an overall spectral instability. Even though all the modes themselves decay monotonically, the pseudospectrum contours of equal resonance magnitude around the fundamental mode and the lowest overtones can cross the real axis into the unstable regime of the complex plane, unveiling the existence of nonmodal pseudoresonances. A pseudospectrum analysis further predicts that fluctuations to the system may destabilize the object when next to leading-order effects are considered, as the triggering of pseudoresonant growth can break the order expansion of black hole perturbation theory.
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I. INTRODUCTION

The historic detection of gravitational waves (GWs) [1] paved the way for precision GW astrophysics and black hole (BH) spectroscopy to develop at an unprecedented rate. The increase in sensitivity of ground-based interferometers, as well as the arrival of next generation spaceborne detectors, will further improve our understanding of the gravitational interaction [2–4]. BH and compact object binaries produce GWs through the coherent motion of the sources and form ideal test beds of the gravitational field in extreme conditions. Together with new radio and deep infrared interferometry [5], which provide direct images of the dark compact objects lurking at galactic centers, we are now able to perform novel tests of issues such as the BH no-hair theorem [6], dark matter and environmental effects [7–12], potential quantum effects at the horizon scale [13,14] as well as the existence of horizonless exotic compact objects (ECOs) [13,15–17].

Our current understanding of stellar evolution suggests that when astrophysical objects become sufficiently compact, the interactions within their matter content can no longer counteract their enormous self-gravity. The natural conclusion to their evolution would therefore be a collapse into a BH. Nevertheless, the singularity present at the end of this classical collapse process suggests that this picture is incomplete. Corrections may, on the one hand, be localized to a small region around the singularity itself, leaving the exterior as an effectively classical BH. On the other hand, they may permeate outwards up to the horizon, or even slightly past it, removing the classical trapped region altogether. This line of thought has inspired the search for BH mimickers in the form of effectively classical horizonless ECOs, such as boson stars [18], gravastars [19], or semiclassically sustained ultracompact objects [20,21] as well as other modifications with exotic near-horizon structure such as firewalls [22] and fuzzballs [23–25].

It is generally accepted that the ringdown signal of a Kerr BH will be dominated by its quasinormal modes (QNMs) [26,27], with the QNM spectrum being characterized by the BH’s mass and spin. This is due to the fact that the ringdown frequencies coincide (see, e.g., [28,29] and references therein) with the QNM frequencies (which describe excitations of the photon sphere). However, it has been shown [13,30] that the relaxation of a highly compact horizonless object is almost identical to that of a
BH at early times, consisting of the usual photon sphere modes [31–34], even though these no longer correspond to QNMs. The replacement of the event horizon by a surface with at least partial reflectivity entraps modes between it and the photon sphere, which subsequently emerge during the later stages of the ringdown and manifest as successively damped repetitions of the initial signal (known as echoes [35]) that describe the proper vibrational spectrum of the ECO itself. The QNMs of BHs and ECOs can differ dramatically since they are defined by eigenvalue problems with different boundary conditions. Particularly, the fundamental mode and first overtones of nonrotating ECOs with high compactness become extremely long-lived (with very long decay timescales) [11,13].

These phenomena are not restricted to ECOs, but are commonly present in more realistic compact objects. It is already well established that long-lived QNMs are present in compact neutron stars [36,37]. These modes manifest themselves in waveforms as a repeated resurgence of the echoes [36–38], although a precise interpretation in terms of light ring and cavity excitations was only put forward more recently [41]. In the case of BH mimickers, however, these long-lived modes may well turn out to destabilize the object when effects beyond linear-order perturbations are taken into consideration [42–44]. This becomes more clear when rotation is introduced; ultracompact objects with surfaces within the ergosphere suffer from the ergoregion instability [45,46], which turns long-lived modes into unstable ones [42,47–49]. Therefore, constructing stable ECOs that can reproduce astrophysical BH observations seems not to be as simple as finding ultracompact configurations with the potential for counteracting their self-gravity in stationary solutions (which in itself is a highly nontrivial task). In this work, we take a novel approach to studying the possible instability of ECOs by means of a non-self-adjoint spectral tool recently introduced [50] to the subject area of GW physics: the pseudospectrum of linear operators [51–54].

In particular, Ref. [50], followed by [55–58], introduced the concept of pseudospectrum in the gravitational context, and first employed it to provide a systematic explanation of the lack of robustness of QNMs against small fluctuations of the underlying BH scattering potential, that were initially reported in Refs. [59–62] (see also Refs. [11,63,64] for further examples where the QNM instabilities manifest). Broadly speaking, the pseudospectrum [51–53] provides a characterization of analyticity properties of an operator’s Green function in terms of a kind of topographic map on the complex plane. Contour lines of this topographic map delineate the regions in which eigenvalues can potentially “migrate” under a system perturbation of size $\epsilon$, the latter regions being denominated $\epsilon$-pseudospectra. With this tool, one is able to reveal whether a nonconservative (more generally, a so-called “non-normal,” see, e.g., [51]) system exhibits a spectral instability. Particularly, the QNM spectrum is recovered in the limit $\epsilon \to 0$, and tightly packed contour lines around these eigenvalues indicate spectral stability. On the other hand, $\epsilon$-contour lines extending far from the eigenvalues indicate spectral instability. In practice, this implies that a minuscule fluctuation in the underlying (QNM) time generator operator can lead to a disproportionate (with respect to the scale of the fluctuation) migration of QNMs in the complex plane, an effect already observed in several seminal works [59–62].

With the help of the pseudospectrum analysis, the Schwarzschild and Reissner-Nordström BHs have been shown to suffer from such a spectral instability in their overtones [50,55–57], with possible implications also on their fundamental modes when the effective potential is modified at large scales [50,65].

More recently, Ref. [58] has further extended the range of applications of the pseudospectrum in the setting of GW physics. Specifically, whereas Refs. [50,55–57] focus on the application of the pseudospectrum to the analysis of QNM spectral instabilities, Ref. [58] rather addresses a set of genuinely dynamical phenomena, namely the possibility of transient growths in linear dynamics driven by non-selfadjoint operators, on the one hand, and the possibility of so-called pseudoresonances, on the other hand. Indeed, while at late times the linear system dynamics is dominated by the decaying QNMs of the underlying evolution operator, its non-self-adjoint structure may lead to unexpected early-time transient growth that is neither related to nonlinear effects nor to resonantlike responses of the system to external forcing (namely, so-called “pseudoresonances,” in addition to actual proper resonant frequencies; see below), as observed in hydrodynamics [51,66,67].

Such transient and pseudoresonant effects are not captured in the eigenvalues but are rather encoded in the full pseudospectrum structure and estimated by a set of specific quantities constructed out of it. In the gravitational case, Ref. [58] shows the absence of such early-time transient growth for asymptotically flat, spherically symmetric BH spacetimes. This result is independent of the specific underlying potential dictating the wave dynamics and can be mathematically related to the fact that the field exits through the spacetime boundaries at the horizon and at infinity. Thus, even though the loss of energy through the BH horizon and at the far wave zone is responsible for the non-self-adjoint character of the operator, the same property turns out to preclude early-time transient growth (in spherical symmetry).

Beyond dynamical transients, Ref. [58] also emphasizes that the pseudospectrum framework provides an efficient tool to account for the resonantlike dynamical growth of perturbations when the non-self-adjoint linear system is acted upon by external forces. This fact is particularly relevant for the nonlinear gravitational interaction, since the first order perturbation solution acts as a source for the second order dynamics [68]. In particular, pseudoresonances can be triggered by external forces when the (real)
frequencies in the Fourier decomposition of these forces fall close to values where pseudospectrum contour lines of small $e$ cross the real axis into the unstable half of the complex plane. Thus, the pseudospectrum of the non-self-adjoint second-order perturbation operator (which turns out to have the same form as the linear-order one) can be used to anticipate potential nonlinear instabilities, in particular when $e$—pseudospectrum contour lines for small $e$ protrude significantly into the part of the complex plane where unstable modes would reside.

Our goal in this work is to analyze the pseudospectrum of the linear operator describing the scalar and gravitational perturbations of a spherically symmetric ECO with a reflective surface, in search for information regarding spectral instability, transient growth, and the potential for pseudoresonant phenomena. As an introductory example for these concepts, we first consider the dynamics dictated by the wave equation with a Pöschl-Teller (PT) potential, together with a reflective boundary condition at some finite radius. This simplified scenario already captures many features we expect to encounter in the behavior of linear perturbations on ECOs. Then, to model actual ECOs, we consider a Schwarzschild exterior geometry with a reflective spherical surface above—but arbitrarily close to—the Schwarzschild radius.

The pseudospectra of the aforementioned configurations reveal, first of all, a similar overtone spectral instability to the one present in BH geometries [50,55,56]. More importantly, we have observed that the pseudospectrum around the lowest-lying long-lived QNMs of ECOs has an important structural feature: contour lines of equal resonant magnitude protrude into the unstable region of the complex plane. We use this feature of the pseudospectrum to study the possibility of transient growth in the linear homogeneous problem, as well as the magnitude of the pseudoresonant amplification of sources with (real) frequencies close to the long-lived QNMs, which exist due to stable trapping. Based on the fact that the homogeneous part of the equation governing second-order perturbations can be written in the same form as that of the first-order (therefore, their pseudospectra are identical) in an appropriate gauge [69], we show that a “bootstrap” instability can be triggered, which incites a major discrepancy between linear predictions and the full nonlinear evolution. Specifically, the linear-order perturbations excite pseudoresonances at second order, leading to a possible breakdown of modal analysis and to an eventual nonlinear destabilization of the ECO.

This work is structured as follows. Section II introduces the scenarios we will work with in terms of the equations which describe them. This section also introduces the hyperboloidal framework used to formulate the systems as spectral problems of non-self-adjoint operators as well as the numerical methods employed in their analysis. Then Sec. III reviews the notion of pseudospectrum and the relevant quantities introduced in Ref. [58] to assess the early-time transient dynamics. Finally, Sec. IV presents our main results, before our concluding remarks in Sec. V. In what follows, we use geometrized units, such that $G = c = 1$.

## II. PERTURBATIONS OF SPHERICALLY SYMMETRIC ECOS

Perturbation theory in spherically symmetric backgrounds is typically described by a dynamical field $\Phi$ obeying the wave equation,

$$
-\Phi_{,tt} + \Phi_{,xx} - V\Phi = 0,
$$

where $t$ is a time coordinate parametrizing the evolution, and $x$ is a radial coordinate defining the spatial domain of integration; $x \in (-\infty, +\infty)$ for the standard tortoise coordinate. As is usual, a comma in the subscript denotes partial differentiation. The potential $V$ depends on the spacetime background and the nature of the perturbation field.

In asymptotically flat BH spacetimes, $V \to 0$ as $x \to \pm \infty$, and we solve Eq. (1) with the left- and right-moving boundary conditions,

$$
\Phi_x \pm i \Phi \sim 0, \quad \text{for } x \to \pm \infty,
$$

which impose that the wave be purely ingoing at the horizon and purely outgoing at infinity.

When modeling an ECO, however, this picture changes. As in the case of neutron stars, one needs a complete model of the ECO interior and knowledge of how its matter content interacts with perturbations. Alternatively, one can impose a set of boundary conditions at its surface to effectively model this interaction. For the latter approach, one can simply consider a solution on the domain $x \in [x_o, +\infty)$, where a boundary condition involving a combination of $\Phi(t, x_o)$ and $\Phi_x(t, x_o)$ is imposed at the finite point $x = x_o$ (see, e.g., [70]). In this work, we will make the simple assumption that all incoming waves are completely reflected at the ECO’s surface through a Dirichlet boundary condition,

$$
\Phi(t, x_o) = 0.
$$

One may expect that this is a reasonably good approximation to an ECO which resists rapid increases in its mass. Furthermore, boundary conditions that involve partial absorption would require additional assumptions regarding the nature of the ECO and how its size increases with the absorbed energy [71,72]. In the interest of performing a spectral analysis on a static background, such considerations are left outside the scope of the present work.

The spectral problem is studied in the frequency domain, where the Fourier decomposition $\Phi(t, x) \sim \phi(x)e^{i\omega t}$ yields the eigenvalue equation,
\[
\phi_{xx} + (\omega^2 - V)\phi = 0. \tag{4}
\]

QNMs are solutions of Eq. (4), which satisfy purely outgoing boundary conditions at infinity and appropriate boundary conditions at the ECO’s surface, particularly, the Fourier space equivalent of the BC (2) at infinity, and of (3) at the surface, which read

\[
\phi(x) \sim e^{-i \omega x} \quad \text{for } x \to \infty, \tag{5}
\]
\[
\phi(x_o) = 0. \quad \text{at } x = x_o. \tag{6}
\]

A. Hyperboloidal foliation

In this work, we follow Refs. \[50,73-78\] in incorporating the asymptotic boundary conditions via the hyperboloidal approach to perturbation theory. By exploiting the freedom in the choice of coordinates, we deform the time slices and compactify the radial direction via

\[
t = \lambda (\tau - H(\chi)), \quad x = \lambda g(\chi), \tag{7}
\]

with \(H(\chi)\) the so-called height function, which ensures that the wave zone (future null infinity) is approached as \(x \to \infty\), \(g(\chi)\) a function mapping \(x \in [x_o, \infty)\) into the compact interval \(\chi \in [\chi_{\text{fr}}, \chi_o]\), and \(\lambda\) a characteristic (constant) length scale of the problem.

The wave equation (1) takes the form [50,56],

\[
-\Phi_{,tt} + L_1 \Phi + L_2 \Phi_x = 0, \tag{8}
\]

where

\[
L_1 = \frac{1}{w(\chi)} \left[ \partial_x (p(\chi) \partial_x) - \hat{V}(\chi) \right],
\]
\[
L_2 = \frac{1}{w(\chi)} \left[ 2 \gamma(\chi) \partial_x + \partial_x \gamma(\chi) \right], \tag{9}
\]

and the corresponding functions,

\[
p = \frac{1}{|g'|}, \quad \gamma(\chi) = ph', \quad w = \frac{1}{p} (1 - \gamma^2), \quad \hat{V} = \frac{j^2}{p} V, \tag{10}
\]

where the prime denotes the derivative with respect to \(\chi\).

Equation (8) can be written as a matrix evolution problem through a first-order reduction in time by introducing \(\psi = \phi_x\) such that

\[
\dot{u} = i Lu, \quad L = \frac{1}{i} \begin{pmatrix} 0 & 1 \\ L_1 & L_2 \end{pmatrix}, \quad u = \begin{pmatrix} \phi \\ \psi \end{pmatrix}. \tag{11}
\]

Given initial data \(u(0,\chi)\), Eq. (11) has the formal solution,

\[
u(\tau,\chi) = e^{i L \tau} u(0,\chi), \tag{12}
\]
in terms of the evolution operator \(e^{i L \tau}\). By further performing a harmonic decomposition \(u(\tau,\chi) \sim \hat{u}(\chi) e^{i \omega \tau}\) in Eq. (11), we arrive at the eigenvalue equation,

\[
L \hat{u}_n = \omega_n \hat{u}_n, \tag{13}
\]

where, imposing the surface boundary condition (3), \(\omega_n\) becomes an infinite set of QNMs of the operator \(L\), with \(n \geq 0\) the overtone number.

Note that the outgoing boundary condition (2) for \(x \to \infty\) is automatically imposed by the hyperboloidal slicing. Indeed, the main motivation for employing the hyperboloidal approach is the geometric imposition of outgoing boundary conditions at future null infinity (and at the event horizon of BH spacetimes). With the light cones pointing outwards from the integration domain, the causal degrees of freedom must satisfy the regularity conditions underlying the wave equation. In practical terms, this property manifests via \(p(\chi_{\text{fr}}) = 0\); i.e., the term proportional to the second spatial derivative vanishes, and the remaining term imposes the appropriate condition for the relation between \(\phi(\chi_{\text{fr}})\) and \(\phi_x(\chi_{\text{fr}})\).

At the ECO boundary \(\chi_{\text{fr}}\), however, the wave equation does not contain any singularity, and we are free to impose any desired external boundary condition. In particular, for our simple ECO model, we choose to impose Eq. (3), or equivalently, Eq. (5), which translates into

\[
u(\chi_{\text{fr}},\tau) = \hat{u}(\chi_{\text{fr}}) = 0. \tag{14}
\]

As in Ref. [50], we explicitly construct working examples for the cases of dynamics dictated by either the PT potential or the external Schwarzschild spacetime potential. While the former provides us with a simple toy model to exemplify the ideas presented in the work and set a benchmark for the results, the latter has direct astrophysical relevance when modeling ECOs.

\section{I. Pöschl-Teller potential}

Let us first analyze the simpler case of Eq. (1) with the PT potential,

\[
V(x) = \frac{V_0}{\cosh^2(x/\lambda)}, \tag{15}
\]

where \(V_0\) is a positive constant. We will use units \(V_0 = 1\) by setting the length scale to \(\lambda = \sqrt{V_0}\) in transformations (7). The hyperboloidal coordinates adequate for the asymptotic behavior of this potential are [50]

\[
t = \lambda \left[ \tau - \frac{1}{2} \ln(1 - y^2) \right], \quad x = \lambda \arctanh(y), \tag{16}
\]

where \(y \in [-1, 1]\). Rather than using the whole range of \(y\) for our toy ECO construction, we follow Ref. [35] and place a Dirichlet boundary condition at \(y_o = 1 - \mathcal{E}\).
It is, thus, more convenient to introduce a new spatial coordinate \( \chi \in [-1, 1] \) via
\[
y = y_0 \frac{1 + \chi}{2} - \frac{1 - \chi}{2} = \chi - \frac{\mathcal{E}}{2} (1 + \chi),
\]
which maps the PT-ECO boundary \( y_0 \) to \( \chi_0 = 1 \), while keeping future null infinity \( y_{\mathcal{I}^+} = -1 \) at \( \chi_{\mathcal{I}^+} = -1 \). Inserting (17) into (16), and making use of the definitions \( \mathcal{E} \) of mass for perturbations propagating on spherically symmetric space, corresponds to an asymptotic region.

Keeping future null infinity coordinate \( \mathcal{E} \) in (16) is, thus, more convenient to introduce a new spatial coordinate \( \chi \) which maps the BH horizon \( r = r_h \) to \( \chi = 1 \), while mapping the ECO surface \( r = r_o \) to \( \chi = 0 \). Thus, in this case, we have the freedom to specify the boundary condition at the PT-ECO surface. Furthermore, we recover the expressions from Ref. [50] in the limit \( \mathcal{E} \to 0 \), in which \( \chi = 1 \) also corresponds to an asymptotic region.

2. Regge-Wheeler potential

A similar set of hyperboloidal coordinates is introduced for perturbations propagating on spherically symmetric ECO of mass \( M \) with a surface located at a radial position,
\[
r_0 = (1 + \mathcal{E})r_h, \quad \mathcal{E} \ll 1, \tag{21}
\]
where \( r_h = 2M \). The geometry outside the ECO is described by the Schwarzschild metric. In the standard Schwarzschild coordinates \((t, r, \theta, \varphi)\), the line element reads
\[
ds^2 = -f(r)dt^2 + f(r)^{-1}dr^2 + r^2d\Omega_2^2, \tag{22}
\]
where \( f(r) = 1 - r_h/r \) and \( d\Omega_2^2 \) is the line element of the unit 2-sphere. The radial coordinate \( x \) defining the spatial domain in Eq. (1) is the tortoise coordinate,
\[
x = r + r_h \log \left( \frac{r}{r_h} - 1 \right), \tag{23}
\]
whereas the potential \( V \) follows from the Regge-Wheeler-Zerilli formalism [27]. In this work, as an example, we focus on the Regge-Wheeler potential,
\[
V = \frac{f(r)}{r^2} \left( \ell(\ell + 1) + (1 - s^2) \frac{r_h^2}{r} \right), \tag{24}
\]
with \( \ell \) the angular number and \( s \) the spin parameter characterizing the scalar \((s = 0)\), vector \((\pm 1)\), and tensorial \((\pm 2)\) sectors of the metric perturbation.

We begin with the hyperboloidal coordinates \((\tau, \sigma, \theta, \varphi)\) introduced in [50,76],
\[
\tau = \frac{r - r_h}{\ell} \left[ \ln(\sigma) + \ln(1 - \sigma) - \sigma^2 \right], \quad r = r_h \sigma, \tag{25}
\]
which map the BH horizon \( r = r_h \) to \( \sigma = 1 \) and future null infinity to \( \sigma = 0 \). Then, according to Eq. (21), the ECO surface \( r_o \) is located at
\[
\sigma_o = \frac{r_h}{r_o} = (1 + \mathcal{E})^{-1} \approx 1 - \mathcal{E}, \quad \mathcal{E} \ll 1. \tag{26}
\]

Similar to the PT case, we introduce a final coordinate \( \chi \in [0, 1] \) via
\[
\sigma = \sigma_o \chi. \tag{27}
\]
Thus, we retain the location of future null infinity at \( \chi = 0 \), while mapping the ECO surface to \( \chi = 1 \).

The transformations (25) and (27), combined with Eq. (23) yield the functions,
\[
p(\chi) = \frac{\lambda}{r_h} \frac{\chi^2 (1 + \mathcal{E} - \chi)}{(1 + \mathcal{E})^2}, \tag{28}
\]
\[
\gamma(\chi) = 1 - \frac{2 \mathcal{E}^2}{(1 + \mathcal{E})^2}, \tag{29}
\]
\[
w(\chi) = \frac{4r_h (1 + \mathcal{E} + \chi)}{(1 + \mathcal{E})^2}, \tag{30}
\]
\[
\hat{V}(\chi) = \frac{\lambda}{r_h} \left[ \frac{\ell(\ell + 1)}{1 + \mathcal{E}} + \frac{(1 - s^2)\chi}{(1 + \mathcal{E})^2} \right]. \tag{31}
\]

Once again, we emphasize the singular character of the equation at future null infinity, captured by the property \( p(0) = 0 \). Imposing the regularity of the perturbation field there automatically fixes the necessary boundary condition. At \( \chi = 1 \), the equation does not degenerate, and we are free to impose the boundary conditions fixed by Eq. (14). This freedom is no longer available for \( \mathcal{E} \to 0 \). In this limit, Eqs. (28)–(31) reduces to the corresponding expression for the Schwarzschild BH spacetime [50], in which \( p(1) \) also vanishes.

This compactified hyperboloidal approach allows us to cast the relevant equations in terms of the spectral problem of a non-self-adjoint operator, and to employ the corresponding tools that recover the results from the theory of scattering resonances (see Refs. in [50,55]). Section III introduces several pseudospectrum (or “nonmodal analysis” [51,66,79]) quantities which we will use in this context.
Hereafter, we solve the underlying equations and evaluate these quantities numerically. The following section presents the numerical methods employed.

### B. Numerical method

We employ a collocation spectral method with the Chebyshev polynomials as a basis [51,80–82]. To that end, we fix a numerical resolution $N$ (number of spatial discretization points) and introduce the Chebyshev-Lobatto grid, 

$$
\chi_j = \cos(j\pi/N), \quad j = 0 \cdots N,
$$

which allows the discretization of the differential operators from Eq. (9) in terms of their corresponding spectral approximation [51,80–82] (when the interval $[\chi_{N+1}, \chi_0]$ is a different form $[-1, 1]$), we employ a linear rescaling). The resulting matrix $L$ in Eq. (11) has dimensions $N = 2(N + 1) \times 2(N + 1)$.

The reflective boundary condition at the ECO surface is subsequently imposed by removing the row and column of the discretized matrix $L$ corresponding to the position of the surface in the discrete spatial grid (see, e.g., [80]). Then it follows straightforwardly from (13) that the spectrum $\sigma(L)$ of this discretized and dimensionally reduced (due to the reflective boundary condition) $L$ consists of the QNMs of the ECO with purely outgoing boundary conditions at future null infinity and a Dirichlet boundary condition at its surface.

We note that we explored several different methods of imposing the necessary boundary conditions, before finding that the above is the most efficient for numerical computation. For instance, to include future null infinity into the computational domain, and thus impose the outgoing condition there through regularity, a spacetime slicing can also be performed along the null outgoing Eddington-Finkelstein coordinate $u = t - x$ (toward which the hyperboloidal $r$ tends at infinite radius). In BH spacetimes, this slicing method is not viable because the limit $r \rightarrow r_h$ along the surface $u = \text{const.}$ leads to the white-hole horizon, where the ingoing boundary condition for QNMs is not compatible. However, one encounters no problem in the ECO setup because the domain is cut at the ECO surface $x_\rho$. On the other hand, to impose boundary at ECO surface, we have explored the alternative methods described in Refs. [51,80,83] as well as the possibility of enforcing the boundary condition at the ECO surface via an auxiliary field $u = (1 - \chi)w$.

### III. PSEUDOSPECTRUM AND NONMODAL ANALYSIS: DYNAMICAL TRANSIENTS

In this section, we introduce the mathematical concepts relevant to our study of ECOs, closely following the discussion in [58]. In particular, we provide a brief introduction to the notion of pseudospectrum (for more detail, see e.g., Refs. [50,51] and references therein), and we review the concepts of numerical abscissa and Kreiss constant. As we will explain, these quantities allows us to obtain information regarding nonmodal transient effects, as introduced to the context of GW physics in [58].

#### A. Pseudospectrum

Before we introduce the pseudospectrum of an operator $L$, let us first recall that the operator’s spectrum $\sigma(L)$ is understood as the set of complex values $\lambda$, where the so-called resolvent,

$$
R_L(\lambda) = (L - \lambda I)^{-1},
$$

(with $I$ the identity operator) is not defined as a bounded operator. Essentially, the resolvent is given by the Green function of the eigenvalue problem $(L - \lambda I)u = 0$. This definition generalizes our practical experience with finite matrices, where the spectrum is obtained by finding discrete $\lambda$ values such that $\det [L - \lambda I] = \det [R_L(\lambda)] = 0$.

Building upon this notion, the $\epsilon$ pseudospectrum $\sigma^\epsilon(L)$ is characterized by the set of complex values $\lambda$ such that $\|R_L(\lambda)^{-1}\| < \epsilon$. Two aspects are worth mentioning: (i) the spectrum $\sigma(L)$ is recovered when $\epsilon \rightarrow 0$, and (ii) in contrast to the spectrum, the $\epsilon$ pseudospectrum depends on the choice of a scalar product [57]. We will discuss the latter in more detail in Sec. III C.

In fact, it can be shown that the following definitions of the pseudospectrum are equivalent [51],

$$
\sigma^\epsilon(L) = \{ \lambda \in \mathbb{C} : \|R_L(\lambda)\| > 1/\epsilon \},
$$

$$
= \{ \lambda \in \mathbb{C} : \exists \delta L, \|\delta L\| < \epsilon : \lambda \in \sigma(L + \delta L) \},
$$

$$
= \{ \lambda \in \mathbb{C} : \exists v \in \mathbb{C}^n : \|Lv - \lambda v\| < \epsilon \|v\| \}. 
$$

The first is the aforementioned one, where the norm of the resolvent provides an $\epsilon$ contour level bounding the set $\sigma^\epsilon(L)$. This prescription is particularly useful for numerical computations.

The second definition illustrates how the spectral instability under a perturbation $\delta L$ is encoded in the pseudospectrum. In other words, when a perturbation of magnitude $\epsilon$ is added to the operator $L$, the perturbed spectrum $\sigma(L + \delta L)$ can be displaced only within the confines of the $\epsilon$-pseudospectral contour lines, and the $\epsilon$ pseudospectrum can in fact be defined as the set of all possible displacements of the spectrum under all possible perturbations of magnitude equal or smaller than $\epsilon$.

Finally, the third definition introduces the concept of a pseudoeigenmode $v$ of the operator, which is connected to the notion of pseudoresonance: a point in the complex plane (not coincident with the spectral points) where the resolvent norm has a very large value.
Upon calculating the pseudospectrum, a general criterion for visually interpreting the result is the following: for each value of \(e > 0\), if \(\sigma'(L)\) is a set of circular regions (“tubular sets”) of radius \(e\) around \(\sigma(L)\) in the complex plane, then the operator can be said to be spectrally stable (see, e.g., Fig. 4 in [50] and Fig. 10 in [56]). Otherwise, if \(\sigma'(L)\) encompasses regions in the complex plane much larger than these ones, then \(L\) is spectrally unstable, as has been found for the QNM operators in the Schwarzschild and Reissner-Nordström BHs [50,55,56].

As discussed in the Introduction and in further detail in Refs. [51,58,66,79], the pseudospectrum contains more information than just the characterization of the spectral stability of \(L\). In the \(e \to 0\) limit, it determines the late-time evolution of the problem through the QNM spectrum,¹ but away from this limit, it provides information regarding the early and intermediate-time evolution of the perturbations, as well as the existence and magnitude of possible pseudo-resonances, which the eigenvalue analysis fails to identify.

### B. Transient growth of linear perturbations

Following closely the ideas put forward in [58] in the gravitational setting (and more generally in Refs. [51,66,79]), we will briefly present the quantities related to evolution operator \(e^{iL\tau}\) which allow us to obtain information regarding the early-time evolution of perturbations. We recall that the dynamics of the system is given by the wave equation expressed in the form (11), and the evolution operator arises when expressing the formal solution to the system (12) in terms of initial data \(u(0,\chi)\). In particular, the operator’s norm \(\|e^{iL\tau}\|\) monitors the maximum growth rate of solutions \(u(\tau)\) in time.²

In the standard modal analysis of the dynamical stability of the wave equation, one typically focuses on the fundamental QNM \(\alpha_0\)—particularly, on the sign of its imaginary part. Modal stability is shown when \(\text{Im}(\alpha_0)\) takes on values in the “stable” half of the complex plane, i.e., \(\text{Im}(\alpha_0) > 0\) with the convention used in this work. The quantity typically used to monitor this late-time stability is the so-called spectral abscissa,³

\[
\alpha(L) = -\inf_{\epsilon \in \sigma(L)} \text{Im}(z),
\]

which formally identifies \(\text{Im}(\alpha_0)\) (when a spectral gap exists between \(\alpha_0\) and the real line).

For self-adjoint operators \(\|e^{iL\tau}\| \sim e^{\alpha_0(\tau)}\), implying that the growth rate of solutions \(u(\tau)\) is well estimated by the decaying exponential \(e^{\alpha_0(\tau)}\). The picture changes when \(L\) is not self-adjoint. In this case, the behavior \(\|e^{iL\tau}\| \sim e^{\alpha_0(\tau)}\) manifests only at late times. Throughout the rest of the evolution, the spectral abscissa only provides the lower bound,

\[
\|e^{iL\tau}\| \geq e^{\alpha_0(\tau)} = e^{-\text{Im}(\alpha_0)}, \quad \forall \; \tau \geq 0,
\]

leaving open the possibility of initial transient growth, even if at late times, the solutions still decays according to \(\text{Im}(\alpha_0) > 0\).

The possibility for transient growth has far-reaching implications in physics, where the linear evolution is often only an approximation, the validity of which relies on the absence of such growth. For instance, in hydrodynamics [66], the accumulation of transient growth in perturbations of certain configurations has been shown to lead to a breakdown of the linear approximation, from where non-linear instabilities take over—all this in a system where an eigenvalue analysis would predict stability.

It is therefore important to have a full grasp of the evolution of system described by (12) at different times. Specifically, one can identify three distinct phases to the evolution dictated by an operator with stable eigenmodes \(\|e^{iL\tau}\| > 0\): a possible (i) initial growth, reaching a (ii) transient maximum, before proceeding to the (iii) late-time decay. Specific tools are available to monitor each of these stages. While stage (iii) is described by the spectral abscissa \(\alpha(L) = \text{Im}(\alpha_0)\), we will now introduce the quantities which provide information on stages (i) and (ii).

#### 1. Numerical abscissa

The numerical abscissa \(\alpha(L)\), that is defined in terms of the so-called “numerical range” of \(L\) (see [51,58]), characterizes the initial slope of the dependence in time of the norm of the evolution operator,

\[
\omega(L) = \frac{d}{d\tau}\|e^{iL\tau}\|\bigg|_{\tau=0}.
\]

Therefore, a value \(\omega(L) > 0\) indicates the presence of an initial growth in the evolution. This quantity can be related to the \(e\) pseudospectrum in the limit \(e \to \infty\) [51,58]. Moreover, this quantity also provides an upper bound on the evolution operator’s norm at any time \(\tau > 0\) through the relation,

\[
\|e^{iL\tau}\| \leq e^{\omega(L)\tau}, \quad \forall \; \tau \geq 0.
\]
Particularly, one sees that when \(\omega(L) = 0\), the solution of the evolution problem cannot grow, and, generically, its norm decreases in time (the operator \(e^{iLt}\) in this case is said to be contractive, namely \(\|e^{iLt}\| \leq 1\). \(\forall \tau > 0\)), whereas when \(\omega(L) > 0\) the possibility of transient growth remains.

For practical purposes, the numerical abscissa can also be characterized and computed [58] through the eigenvalue, the problem

\[
\frac{1}{2i} (L^\dagger - L) u_L = \lambda u_L. \tag{41}
\]

In particular, the eigenvalues \(\lambda\) of this problem are real numbers (by construction, since the operator in the left-hand side is self-adjoint), and \(\omega(L)\) is simply the largest one.

As mentioned above, the spectral and numerical abscissa are related to the \(e \to 0\) and \(e \to \infty\) limits of the \(e\)-pseudospectra, respectively. Given the dynamical stages of the evolution they are each related to a timescale \(\tau \sim 1/e\) was introduced in Ref. [58] to provide an estimation of the relation between different moments of the evolution governed by the operator (12) and the \(e\)-pseudospectral contours.

2. Pseudospectral abscissa and Kreiss constant

To estimate the maximum of the possible dynamical transient, that is controlled by the maximum growth of the norm of the evolution operator at intermediate times, we can utilize the so-called pseudospectral abscissa of \(L\), defined in our setting as

\[
\alpha_e(L) = -\inf_{z \in \sigma(L)} \text{Im}(z). \tag{42}
\]

This quantity allows us to put a sharper lower bound on the evolution norm than Eq. (38), giving a lower bound to a possible transient peak. This bound is obtained from the \(e\)-pseudospectrum at intermediate values of \(e\) through the relation,

\[
\sup_{\epsilon \geq 0} \|e^{iLt}\| \geq \frac{\alpha_e(L)}{\epsilon}, \quad \forall \epsilon > 0. \tag{43}
\]

In other words, if the \(e\) pseudospectral contour lines protrude significantly [as quantified by \(\alpha_e(L) > \epsilon\)] into the “unstable” half of the complex plane, then transient growth occurs in the evolution and the peak corresponds to the intermediate value of \(\epsilon\) that maximizes the right-hand side of Eq. (43). This naturally leads, upon maximizing Eq. (43) over \(\epsilon > 0\), to the absolute lower bound,

\[
\sup_{\epsilon \geq 0} \|e^{iLt}\| \geq \mathcal{K}(L), \tag{44}
\]

in terms of the so-called Kreiss constant,

\[
\mathcal{K}(L) = \sup_{\epsilon > 0} \frac{\alpha_e(L)}{\epsilon} = \sup_{\text{Im}(z) < 0} \{\text{Im}(z) : \|R_L(z)\|\}. \tag{45}
\]

where the characterization in the second line (cf. [51,58]) provides an efficient approach to its calculation. If the fundamental QNM were unstable, i.e., if \(\text{Im}(\omega_0) < 0\) and therefore, \(\alpha(L) = \lim_{\epsilon \to 0} \alpha_e(L) > 0\), then the Kreiss constant \(\mathcal{K}(L)\) would be directly divergent [as follows from the first line in (45) by taking \(\epsilon \to 0\)], consistently with the unbounded growth such a mode would produce. On the other hand, if \(\alpha(L) \leq 0\), then \(\mathcal{K}(L)\) can be either larger than 1, in which case there would be necessarily a transient growth, or equal to 1. In the latter case, no conclusion can be drawn in general, since (44) saturates and trivializes for \(\tau = 0\) and the inequality is not significant. However, if the numerical abscissa actually vanishes \(\omega(L) = 0\) [indicating through (39) the absence of an initial growth], then the Kreiss constant must indeed be unity \(\mathcal{K}(L) = 1\) (cf. discussion [58]) and in this (contractive) case, we know a priori that no transient happens along the evolution.

At a practical level, the calculation of the ratio \(\alpha_e(L)/\epsilon\) comes “for free” once the pseudospectrum is known. All one needs to do is take the point of an \(e\)-pseudospectrum contour line with minimum imaginary part. Particularly, lines which protrude into the negative imaginary half-plane are the ones that will provide a sensible lower bound. The supremum corresponding to the Kreiss constant is then reached somewhere between the first such protruding \(e\) contour and the outermost one, i.e., \(\epsilon \to \infty\).

Note that all the quantities discussed in this section rely on specifying a norm for the operators involved. When calculating the pseudospectrum, and quantities derived therefrom, this norm is used to evaluate \(\|R_L(z)\|\). For the explicit calculation of the numerical abscissa via Eq. (41), that assumes a norm associated with a scalar product, such scalar product enters in the very construction of the adjoint operator \(L^\dagger\). We now proceed to define the norm, and the scalar product it is associated with, which we will employ in this work.

C. Energy norm

To choose the norm with which to evaluate the above quantities, we follow past works [50,55–57] in appealing to a physical argument for the measurement of the magnitude of the perturbations described by (1). Particularly, we will employ the energy norm (see also [86]), which quantifies this magnitude through its contribution to the system’s energy (for an in-depth discussion of the role of the norm and, in particular, the energy norm, see [57]).

The energy associated to the state vector \(u = (\phi, \psi)^T\) satisfying the wave equation (11) reads
\[ E(\phi, \psi) = \|u\|_E^2 \]

\[ = \frac{1}{2} \int_{\mathcal{I}_{+}} (\omega(\chi)|\psi|^2 + p(\chi)|\partial_\chi \phi|^2 + \hat{V}(\chi)|\phi|^2) d\chi. \]  

(46)

The subscript \( E \) denotes the energy norm and the integration limits correspond to the compactified spatial interval between future null infinity and the ECO surface in our hyperboloidal scheme. An energy scalar product actually can be introduced as the quadratic form associated to such an energy norm, in the form,

\[ \langle u_1, u_2 \rangle_E = \left\langle \begin{pmatrix} \phi_1 \\ \psi_1 \end{pmatrix}, \begin{pmatrix} \phi_2 \\ \psi_2 \end{pmatrix} \right\rangle_E \]

\[ = \frac{1}{2} \int_{\mathcal{I}_{+}} (\omega(\chi)|\psi_1|^2 + p(\chi)|\partial_\chi \phi_1|^2 + q(\chi)|\phi_1|^2 + p(\chi)|\partial_\chi \phi_2|^2 + q(\chi)|\phi_2|^2) d\chi, \]

(47)

such that, by construction, \( \|u\|_E^2 = \langle u, u \rangle_E \). With Eq. (47), we can evaluate the pseudospectrum according to definition (34), and we can also analytically deduce the expression for the adjoint \( L^\dagger \) [50,57].

More specifically, the \( \epsilon \) pseudospectrum in the energy norm \( \sigma_E^\epsilon(L) \) can be calculated as the set,

\[ \sigma_E^\epsilon(L) = \{ \omega \in \mathbb{C} : s_{E}^{\min}(\omega I - L) < \epsilon \}, \]

(48)

with \( s_{E}^{\min}(\mathcal{M}) \) the minimum of the generalized singular value decomposition,

\[ s_{E}^{\min}(\mathcal{M}) = \min\{ \sqrt{\omega} : \omega \in \sigma(\mathcal{M}^\dagger \mathcal{M}) \}. \]

(49)

Appendix C 3 of Ref. [50] details the calculation of the discretized energy scalar product within the numerical scheme presented in Sec. II B.

By following [50,57], we also derive an analytic expression for the formal adjoint \( L^\dagger \),

\[ \langle L^\dagger u_1, u_2 \rangle = \langle u_1, Lu_2 \rangle = \langle Lu_1, u_2 \rangle + \langle L^\dagger u_1, u_2 \rangle, \]

(50)

with \( L^\dagger \) yielding a boundary contribution in the form,

\[ \langle L^\dagger u_1, u_2 \rangle = i [2\gamma \bar{\psi}_2 \psi_2 + p(\omega) \bar{\phi}_2 \psi_2 + \phi_2 \bar{\psi}_2] \bar{\phi}_1 \psi_1 \mid_{\mathcal{I}_{+}}, \]

(51)

We emphasize that the term \( \langle L^\dagger u_1, u_2 \rangle \) is precisely the one responsible for the non-self-adjoint character of the operator \( L \).

At future null infinity, the only contribution to \( L^\dagger \) comes from the term which contains \( \gamma(\chi) \), since \( p(\chi) \) always vanishes at \( \mathcal{I}_{+} \). At the ECO surface, \( \langle L^\dagger u_1, u_2 \rangle \) vanishes altogether as a consequence of the boundary condition (14). This result makes apparent the fact that the reflective ECO surface does not contribute to the energy outflow that makes the operator non-self-adjoint; the only such contribution comes from waves propagating away towards infinity and is the same as in the BH case [50]. We can thus express the boundary operator \( L^\dagger \) in terms of a Dirac-delta distribution,

\[ L^\dagger = i \begin{pmatrix} 0 & 0 \\ 0 & -2\gamma \delta(\chi - \mathcal{I}_{+}) \end{pmatrix}. \]

(52)

Following previous works [50,55–57], we have performed consistency tests that confirm the qualitative robustness of the results presented in the following sections against modification of the norm in use. Particularly, we have examined several options which retain the form (46) with different multiplication weights in the integral, with one of these options being the standard \( L^2 \) norm of the order-reduced system. We find no qualitative difference in the resulting pseudospectrum. An open question (beyond the scope of this work) is to study the pseudospectra of norms specially constructed to address specific mathematical issues in the QNM problem [53,57,87–89] as well as aspects related to the “energetic content” of the norm [57,90,91] used to construct the pseudospectrum.

IV. RESULTS

We now apply the elements of the pseudospectrum framework introduced in the previous section to the equations governing the dynamics of perturbations on ECO spacetimes. As an example and motivation, we first study the toy model of a wave equation with the (modified) PT potential. This model already captures much of the results expected for ECO perturbations but has a cleaner numerical behavior which allows us to more easily discern physically relevant results. After this analysis, we proceed to present the results for the dynamics of perturbations propagating on a Schwarzschild solution with a boundary condition which represents an ECO.

To summarize briefly, we find that the spectral instability present in the BH case [50] is also present for ECOs. Furthermore, despite the pseudospectrum contour lines that we find protruding into the unstable half of the imaginary plane, our numerical results provide strong indications that the evolution operator \( e^{itL} \) is in fact contractive. This result is further supported by an analytical calculation of the numerical abscissa. This entails the absence of a transient growth but, following from the same analysis, we argue that pseudoresonances may indeed trigger instabilities when second order effects are taken into account.

A. Toy model: The Pöschl-Teller potential

The PT potential provides us with a clean setup for the pseudospectrum analysis. In the case of dissipative boundary conditions at both asymptotic regions (\( \mathcal{E} = 0 \)), the QNMs are known exactly, and they follow a distribution in
FIG. 1. Left panel: QNMs (red triangles) and pseudospectrum (white curves) of the $L$ operator for the PT potential, with a Dirichlet boundary condition at $E = 10^{-3}$ and $N = 200$ spatial discretization points. Contour lines correspond to values between $-4.7$ (uppermost contour) and $-1.1$ (lowest contour) with steps of 0.3 in the log scale. The horizontal dashed line indicates the position where $\text{Im}(\omega) = 0$. Light-purple crosses indicate modes of the PT potential without the boundary condition. Right panel: Lower bound $\alpha_c(L)/\epsilon$ to the evolution operator norm for different values of $\epsilon$, computed numerically from the pseudospectrum of the PT case with Dirichlet condition at $E = 10^{-3}$ and with $N = 200$. The horizontal dashed lines corresponds to $\alpha_c(L)/\epsilon = 1$. The complex plane very similar to the large frequency limit of BH QNMs. Additionally, the similarities between PT and BH potentials turn out to be not limited to their spectrum, as both models present a very similar pseudospectrum as well [50]. The main reason for the PT potential’s cleaner numerical behavior is its exponential asymptotic decay, which eliminates the branch cut present in the BH case. As discussed in Ref. [50], this branch cut manifests numerically as nonconvergent eigenvalues on the imaginary axis, which affect the behavior of the pseudospectrum in their vicinity.

The left panel of Fig. 1 shows the spectrum (red dots) and pseudospectrum (color code) for the PT-ECO with a Dirichlet boundary at $E = 10^{-3}$. We have used $N = 200$ grid points in our discretization method and have checked the robustness of the results by varying $N$ to larger values. The internal precision for all calculations is set to $\sim 200$ digits. For comparison, the figure also displays the original PT QNMs (in blue dots) obtained with dissipative boundary conditions, given by $a_n = \pm \sqrt{3}/2 + i(n + 1/2)$. As opposed to the original PT QNMs, one observes that the fundamental mode of the PT-ECO resides very close to the real axis. Decreasing $E$, this mode moves even closer to the real axis. This is an illustration of stable trapping and the appearance of long-lived modes, ubiquitously present in ECO configurations.

The proximity of QNMs to the real axis can be quantified in terms of the pseudospectrum: contour lines correspond to values between $-4.7$ (uppermost contour) and $-1.1$ (lowest contour) with steps of 0.3 in the log scale. The horizontal dashed line indicates the position where $\text{Im}(\omega) = 0$. Light-purple crosses indicate modes of the PT potential without the boundary condition. Right panel: Lower bound $\alpha_c(L)/\epsilon$ to the evolution operator norm for different values of $\epsilon$, computed numerically from the pseudospectrum of the PT case with Dirichlet condition at $E = 10^{-3}$ and with $N = 200$. The horizontal dashed lines corresponds to $\alpha_c(L)/\epsilon = 1$. The complex plane very similar to the large frequency limit of BH QNMs. Additionally, the similarities between PT and BH potentials turn out to be not limited to their spectrum, as both models present a very similar pseudospectrum as well [50]. The main reason for the PT potential’s cleaner numerical behavior is its exponential asymptotic decay, which eliminates the branch cut present in the BH case. As discussed in Ref. [50], this branch cut manifests numerically as nonconvergent eigenvalues on the imaginary axis, which affect the behavior of the pseudospectrum in their vicinity.

The left panel of Fig. 1 shows the spectrum (red dots) and pseudospectrum (color code) for the PT-ECO with a Dirichlet boundary at $E = 10^{-3}$. We have used $N = 200$ grid points in our discretization method and have checked the robustness of the results by varying $N$ to larger values. The internal precision for all calculations is set to $\sim 200$ digits. For comparison, the figure also displays the original PT QNMs (in blue dots) obtained with dissipative boundary conditions, given by $a_n = \pm \sqrt{3}/2 + i(n + 1/2)$. As opposed to the original PT QNMs, one observes that the fundamental mode of the PT-ECO resides very close to the real axis. Decreasing $E$, this mode moves even closer to the real axis. This is an illustration of stable trapping and the appearance of long-lived modes, ubiquitously present in ECO configurations.

The proximity of QNMs to the real axis can be quantified in terms of the pseudospectrum: contour lines correspond to values between $-4.7$ (uppermost contour) and $-1.1$ (lowest contour) with steps of 0.3 in the log scale. The horizontal dashed line indicates the position where $\text{Im}(\omega) = 0$. Light-purple crosses indicate modes of the PT potential without the boundary condition. Right panel: Lower bound $\alpha_c(L)/\epsilon$ to the evolution operator norm for different values of $\epsilon$, computed numerically from the pseudospectrum of the PT case with Dirichlet condition at $E = 10^{-3}$ and with $N = 200$. The horizontal dashed lines corresponds to $\alpha_c(L)/\epsilon = 1$. The complex plane very similar to the large frequency limit of BH QNMs. Additionally, the similarities between PT and BH potentials turn out to be not limited to their spectrum, as both models present a very similar pseudospectrum as well [50]. The main reason for the PT potential’s cleaner numerical behavior is its exponential asymptotic decay, which eliminates the branch cut present in the BH case. As discussed in Ref. [50], this branch cut manifests numerically as nonconvergent eigenvalues on the imaginary axis, which affect the behavior of the pseudospectrum in their vicinity.

The left panel of Fig. 1 shows the spectrum (red dots) and pseudospectrum (color code) for the PT-ECO with a Dirichlet boundary at $E = 10^{-3}$. We have used $N = 200$ grid points in our discretization method and have checked the robustness of the results by varying $N$ to larger values. The internal precision for all calculations is set to $\sim 200$ digits. For comparison, the figure also displays the original PT QNMs (in blue dots) obtained with dissipative boundary conditions, given by $a_n = \pm \sqrt{3}/2 + i(n + 1/2)$. As opposed to the original PT QNMs, one observes that the fundamental mode of the PT-ECO resides very close to the real axis. Decreasing $E$, this mode moves even closer to the real axis. This is an illustration of stable trapping and the appearance of long-lived modes, ubiquitously present in ECO configurations.

The proximity of QNMs to the real axis can be quantified in terms of the pseudospectrum: contour lines correspond to values between $-4.7$ (uppermost contour) and $-1.1$ (lowest contour) with steps of 0.3 in the log scale. The horizontal dashed line indicates the position where $\text{Im}(\omega) = 0$. Light-purple crosses indicate modes of the PT potential without the boundary condition. Right panel: Lower bound $\alpha_c(L)/\epsilon$ to the evolution operator norm for different values of $\epsilon$, computed numerically from the pseudospectrum of the PT case with Dirichlet condition at $E = 10^{-3}$ and with $N = 200$. The horizontal dashed lines corresponds to $\alpha_c(L)/\epsilon = 1$. The complex plane very similar to the large frequency limit of BH QNMs. Additionally, the similarities between PT and BH potentials turn out to be not limited to their spectrum, as both models present a very similar pseudospectrum as well [50]. The main reason for the PT potential’s cleaner numerical behavior is its exponential asymptotic decay, which eliminates the branch cut present in the BH case. As discussed in Ref. [50], this branch cut manifests numerically as nonconvergent eigenvalues on the imaginary axis, which affect the behavior of the pseudospectrum in their vicinity.
any such perturbations can be related to a physically reasonable modification of our system is an intriguing question, but it falls beyond the scope of this work.

As discussed, the pseudospectrum also brings information about early time transients in the dynamical evolution under the unperturbed operator \( L \). The notable protrusion of the pseudospectrum lines past the real axis is very suggestive for a transient period of growth for solutions to the homogeneous time-evolution problem (12). The pseudospectral abscissa (42) quantifies the size for which such protrusion may impact the initial dynamics, in particular via the ratio \( \alpha_c/e \). The right panel of Fig. 1 presents the dependence of the ratio \( \alpha_c/e \) on the parameter \( e \). We observe a tendency toward a value \( \sim 1 \), which suggests a Kreiss constant \( K(L) = 1 \) achieved through (45) at \( e \to \infty \). This result strongly suggests that the evolution operator \( e^{\ell t}L \) is in fact contractive and therefore, does not bring about any transient growth.

On the other hand, such a protrusion of the pseudospectrum into the lower half-plane does indeed indicate the ease with which a pseudoresonance can be triggered if the evolution equation had a time dependent external source, whose Fourier transform had a (real) frequency close to the pseudospectrum protrusion region, as discussed in [58,66]. We will elaborate on the implications this may have in the following section. Particularly, when the ECO case, with varying compactness and spreading out from the origin.

The main difference with respect to the BH case is precisely the closeness of the fundamental mode to the real axis. As it was the case in the PT-ECO model, for sufficiently small values of \( \mathcal{E} \), \( \epsilon \sim \text{pseudospectral contour lines for small } \epsilon \) cross the real axis and protrude into the region of the complex plane where unstable QNMs would reside. In the examples of Fig. 2, the crossing happens for \( \epsilon \sim 10^{-3} \). Moreover, the protrusion is quite visibly not only for the long-lived fundamental QNM, but also for the first overtone, where it occurs for contour lines \( \epsilon \gtrsim 10^{-2} \).

To better understand this instability, we have once again analyzed perturbations \( \delta L \) (with \( \|\delta L\| \approx 1 \)), which consist of adding a random or high-frequency sinusoidal function to the effective potential in \( L \), analogously to the analysis performed in [50]. The fundamental QNM of ECOs appears to be stable all the way up to perturbations of energy norm \( \epsilon \gtrsim 10^{-1} \) and higher, suggesting that a QNM migration to the unstable side of the complex plane is not triggered by ultraviolet effects. Akin to the discussion in the PT case, a possible destabilization of the fundamental mode into the unstable region requires a more generic modification on structure of the discretized \( L \) operator, and a general disturbance of any kind to its position requires at least the inclusion of infrared effects [50,56].

When the ECO is less compact and the reflective surface reaches the photon sphere (e.g., top panel of Fig. 2, where \( \mathcal{E} = 1 \)), then we observe a different response to perturbations. Particularly, when the ECO’s fundamental mode acquires a larger imaginary part, the \( \epsilon \)-pseudospectrum contour lines no longer protrude into the unstable part of the complex plane for small values of \( \epsilon \), though their
opening in the complex plane still indicates QNM instability. Interestingly, the fundamental mode for these configurations is susceptible to destabilization by an ultraviolet perturbation in the effective potential. This appears to be the case when the spectral abscissa is larger than that of the Schwarzschild BH (of the same mass). In other words, the stability of the fundamental mode against these types of operator perturbations (with energy norm up to $10^{-1}$) is present only when the spectral abscissa is of the same (or smaller) order of a Schwarzschild BH.

As evidence for this, Fig. 3 shows the spectrum of the $L$ operator with a perturbation added to the effective potential, which maximizes the frequency that can be resolved with the particular resolution used. The perturbation physically translates to a set of random numbers added to the potential which simulate very high frequency sinusoidal perturbations and solely depend on the energy norm of the perturbation [50]. For the first two cases of Fig. 2 ($\ell = 2$ component of a scalar perturbation on $\mathcal{E} = 1$ and $\mathcal{E} = 10^{-2}$ ECOs), we perform a QNM calculation of the perturbed potential and find the following: in the first case, the fundamental mode is clearly unstable under a rather small perturbation of energy norm $10^{-2}$, while in the second case, even perturbations of up to $10^{-1}$ are insufficient to disturb the fundamental mode and even the first overtone. We also observe that, much like in the BH case [50], the branches of the perturbed modes approximately follow the pseudospectral contour lines.

We complete the discussion by comparing the ECOs QNMs and pseudospectra for different angular $\ell$ modes. The key motivation behind this comparison is the argument that ECO structural instability is triggered in regime of high angular modes $\ell \gg 1$ [42,43]. For numerical convergence reasons, we move up to the case of a slightly less compact ECO, with $\mathcal{E} = 10^{-2}$. The left panel of Fig. 4 shows results for the scalar field with $\ell = 2$, where the result is much the same as for the $\mathcal{E} = 10^{-3}$ case, though the spectral abscissa is slightly larger. However, this is in strong contrast to the case $\mathcal{E} = 10$ (right panel of Fig. 4), where modes become substantially longer-lived, leading to a plethora of protrusions of pseudospectrum contours into the unstable regime. In particular, we observe this for the first four modes (the fundamental mode and first three overtones) in the figure.

To better quantify how these protrusions into the unstable part of the complex plane affects the field’s dynamics, we now once again proceed to apply the tools introduced in Sec. III B.

2. Transient effects

As discussed above and in further detail in [58], the multifaceted nature of pseudospectrum analysis allows one to extend the study beyond the mere spectral instability effects, and obtain information on the early (and intermediate) time evolution governed by (11). Repeating the calculation performed for the PT example in Sec. IV A, we calculate the ratio $\alpha_c/\epsilon$ appearing on the right-hand side of Eq. (43), which quantitatively characterizes the effects of the $\epsilon$—pseudospectral protrusion to the unstable half of the complex plane.
As representative examples, Fig. 5 shows the results obtained from the cases with largest protrusion of pseudo-spectral lines for the scalar field: with parameters $E = 10^{-3}$, $l = 2$ (top panel) and $E = 10^{-2}$, $l = 10$ (bottom panel); the calculation in other cases leads to the same qualitative result. The plots provide strong indications that the ratio $\alpha \varepsilon / \varepsilon$ tends asymptotically to unity from below as $\varepsilon \to \infty$. This result agrees with the one observed in the PT-ECO toy model and indicates that the Kreiss constant appears to attain the value $K(L) = 1$ through this ratio at $\varepsilon \to \infty$, which is consistent with the time evolution operator $e^{iL}$ being contractive. This is indeed confirmed by the analytical calculation of the numerical abscissa presented below. The results for gravitational perturbations are qualitatively the same.

It is also worth noting that, as discussed in [58], the pseudospectrum at large values of $\varepsilon$ contains information about the early-time evolution of the system, as can be seen by the fact that the $\varepsilon \to \infty$ limit constrains initial growth. The similarities between the pseudospectra of BHs and ECOs in this limit (which can be seen by the analogous behavior for the numerical and pseudospectral abscissa between the two cases) may well be what encodes the similarity between the early-stage ringdown of the two objects, which has thus far been a mystery from the point of view of spectral analyses. This phenomenon is further discussed in point 3.5. of Ref. [58].

C. Contractive operator and pseudo-resonances

Our numerical results strongly suggests that the ECO evolution operator $e^{iL}$ is contractive, i.e., $\|e^{iL}\| \leq 1$, $\forall \tau > 0$ [more specifically, the unity Kreiss constant $K(L) = 1$ that we find is a necessarily condition for
determines the adjoint with ECO compactness $K$ implying a Kreiss constant $\gamma$. In contrast, the Regge-Wheeler case has different values of $\gamma$ regardless the potential dictating the dynamics (PT or contractibility, actually strongly supporting the latter), regardless the potential dictating the dynamics (PT or Regge-Wheeler with different values of $\ell$). Here, we prove this result analytically by evaluating the numerical abscissa and confirming its vanishing $\omega(L) = 0$, that actually implies the contractive character of $L$. We also argue that the $e$—pseudospectral protrusions into the unstable half of the complex plane are indicative of pseudoresonances on second-order perturbations, possibly triggered by first-order perturbations and which can themselves trigger resonant-like instabilities breaking down the perturbative analysis.

1. Numerical abscissa: An analytical result

Following the procedure laid out in [58], we use the formal expression (52) of the boundary operator $L^\dagger$, which determines the adjoint $L^\dagger$, to analytically calculate the numerical abscissa $\omega(L)$. In accordance with Eq. (41), we obtain $\omega(L)$ from the largest eigenvalue of the operator,

$$\frac{1}{2i}(L^\dagger - L) = L^\dagger = \begin{pmatrix} 0 & 0 \\ 0 & -\gamma \delta(\chi - \chi^{\text{reg}}) \end{pmatrix}.$$  \hfill (53)

From Eqs. (19) and (29), we obtain $\gamma(\chi^{\text{reg}}) = 1$ in both the scenarios modeled by the PT and Regge-Wheeler potentials. In fact, we expect this result to be valid for any potential, since $\gamma(\chi^{\text{reg}})$ is determined directly from its asymptotic decay, i.e., the asymptotic flatness of the spacetime in the ECO case.

The eigenvalues of this diagonal operator (53) are given by its diagonal entries, which either vanish or are negative. Since the numerical abscissa corresponds to the maximum eigenvalue, we then conclude

$$\omega(L) = 0.$$ \hfill (54)

This result also implies $K(L) = 1$, as commented above, and as confirmed numerically. It allows us to conclude that the evolution operator is indeed contractive and exhibits no transient growth, in complete analogy to the BH case [58].

We emphasize that this result is a direct consequence of the fully reflective boundary condition imposed at the ECO surface via Eq. (14), which eliminates part of the boundary terms which would appear in (52). Whether this is still the case for more generic conditions at the ECO surface is an open question.

2. Pseudoresonances and nonlinear bootstrap instability

The pseudospectrum is a tool that describes the evolution of perturbations on BH and ECO spacetimes in more detail than a simple modal analysis can, in the present context of the non-self-adjoint character of the time evolution generator $L$. However, the evolution it pertains to is still only at the linear level. Even though in hydrodynamics the presence of linear-level transient effects have been used to infer the triggering of nonlinear instabilities [66], in the ECO systems we analyzed here, no such transient effects have been observed. This analysis therefore appears insufficient to capture the expected nonlinear dynamical instabilities discussed in Refs. [42,43].

That said, the pseudospectrum of these systems turns out to be useful even beyond linear order. In particular, the transitive protrusion of pseudospectral lines through the real axis, along with the notion of pseudoresonance ultimately associated with the third pseudospectrum definition (36), can be combined with GR perturbation theory at second order [69,101,102] to give rise to a potential instability mechanism. Such a mechanism is described in Appendix A of Ref. [58]. Although that mechanism does not prove useful in the context of [58], it seems perfectly suited to the current ultracompact object setting. We follow Appendix A in [58] in the discussion below.

Due to the nonlinearity of GR, the dynamics of a perturbation at second order $u^{(2)}$ is always sourced by the first order field $u^{(1)}$ and, in particular gauges (the}
homogeneous part of) the second order evolution operator is the same as the first order one. Thus, we can extend the linear system Eq. (11) to second order as [58]

\[ (\partial_\tau - iL)u^{(1)} = 0 \]  
\[ (\partial_\tau - iL)u^{(2)} = S[u^{(1)}]. \]  

(55)  
(56)

Because the field \( u^{(1)} \) does not undergo any transient growth in its evolution, we follow [58,66,79] to model the source as \( S \sim e^{is(\chi)} \). Then, a formal solution to Eq. (55) follows by acting with the Green function on the source term via

\[ u^{(2)}(\tau, \chi) = ie^{i\omega\tau}(L - \omega \mathbb{I})^{-1}s(\chi) = ie^{i\omega\tau}R_L(\omega)s(\chi). \]  

(57)

Note that in the second line, we have used the fact that (the integral kernel of) the resolvent \( R_L(\omega) \) defined in Eq. (33) is precisely the Green function of the system. Thus, an upper bound estimate for the response in the solution \( u^{(2)} \) to the oscillating source term reads

\[ \|u^{(2)}\| \lesssim e^{-\text{Im}(\omega)\tau}\|R_L(\omega)\|s_n\|. \]  

(58)

Remarkably, as a consequence of the perturbation theory structure in GR (55), the resolvent norm \( \|R_L(\omega)\| \) that appears here is precisely the one used to define the pseudospectrum of the linear operator at first order, precisely the one we have studied in detail in previous sections.

For standard resonances, the field’s maximal response will be at the QNM spectral frequencies \( \omega_n \), since \( \|R_L(\omega_n)\| \to \infty \). However, in the non-self-adjoint case and due to the spread of c-pseudospectra sets in the complex plane, we may also encounter resonantlike behavior, namely pseudoresonances, for which the resolvent’s norm is still large, though not strictly divergent. Such pseudoresonances are present in every pseudospectrum of a non-self-adjoint operator. But what makes the pseudospectrum of ECOs to stand out is the fact that for very compact objects (\( \mathcal{E} \ll 1 \)), there exist strong protrusions in the unstable part of the complex plane crossing the real line. As a consequence, the norm of the resolvent \( R_L(\omega) \) becomes very large for certain values along the real line. This is the key feature for the pseudoresonant mechanism. Specifically, considering a time-depending external source to \( u^{(2)} \) [here provided by \( u^{(1)} \)], through its Fourier transform, it can be seen as a superposition of real frequency harmonic contributions. As a consequence, if the Fourier-transformed external source is peaked at the (real) frequencies where the pseudospectrum protrudes into the unstable complex half-plane, a pseudoresonance occurs. Quantitatively, the maximal response growth factor \( R_{\text{max}} \) that can be attained [58] is given by

\[ R_{\text{max}} = \sup_{\omega \in \mathbb{R}} R_{\text{max}}(\omega) = \sup_{\omega \in \mathbb{R}} \| (\omega - L)^{-1} \| = \sup_{\omega \in \mathbb{R}} \| R_L(\omega) \|. \]  

(59)

This pseudoresonance mechanism may well lead to a growth of \( u^{(2)} \), sourced by \( u^{(1)} \), which breaks down the perturbative expansion and leads to the nonlinear dynamical instabilities referred to in [42–44]. This is in analogy to what occurs in hydrodynamics [66], though without the transient growth: whereas in the hydrodynamical case, it is the non-self-adjoint linear transient growth that triggers the nonlinear response in a bootstrap mechanism, in the gravitational case, the bootstrap aspect is provided by the GR perturbative structure that source gravitational second-order perturbations with gravitational first-order ones.

V. DISCUSSION

The pseudospectrum analysis offers a profound insight into the evolution dictated by linear operators, and it has been widely applied in physical systems [51,66,79,86]. Its ability to capture not just the poles, but the whole “topographical structure” of the Green’s function provides a powerful tool to assess underlying nonmodal effects, such as spectral instabilities, isospectrality properties, early-time transient phenomena, turbulence and pseudoresonances—features that an eigenvalue analysis of the system’s operator does not account for. Only recently has the pseudospectrum analysis been introduced to the BH literature [50,55–58]. The pseudospectrum tool was first used to assess BH QNM spectral instabilities in Schwarzschild [50,55] and Reissner-Nordström [56] BHs. Such instabilities may offer new challenges to GW data analysis [55,57]. Going beyond the study of spectral instabilities, Ref. [58] has shown the wide variety of applications of the pseudospectrum analysis in gravitational settings, such as the study of binary BH systems by means of an effective (non-self-adjoint) linear description.

This work studies horizonless ECOs with the tools provided by pseudospectrum analysis. Our goal was two-fold. First, expanding on the results from Refs. [50,55–57] and searching for signatures of QNMs instabilities. Second, applying the formalism laid out in Ref. [58] to assess possible initial transients growths that could trigger the nonlinear dynamical instability identified in [42,43].

To this end, we have followed Refs. [35,50] and initially considered a toy model built from the PT potential. Despite its simplicity, this model actually shares a lot of the qualitative features of an ECO case, while also providing a useful testing ground for our numerical method.

We found that ECOs with any compactness suffer from the same ultraviolet spectral instability in the overtones as BHs do. Additionally, we observed new aspects concerning the stability of the fundamental mode under ultraviolet modifications in the potential.
A well-known phenomenon is that the ECO QNMs $\omega_{n}^{\text{ECO}}$ differ significantly from those of a BH with the same mass $\omega_{n}^{\text{BH}}$. For instance, the fundamental mode $\omega_{0}^{\text{ECO}}$ for larger, less compact ECOs may acquire values with an imaginary part (spectral abscissa) larger than in the BH case. As the ECO becomes more compact, $\omega_{0}^{\text{ECO}}$, as well as the overtones, get closer to the real axis, becoming long-lived as a consequence of the trapping that occurs between the ECO surface and the light-ring potential barrier [13,30]. We observe that the ECO fundamental mode is unstable under ultraviolet modifications of the potential only when $\text{Im}(\omega_{0}^{\text{ECO}}) > \text{Im}(\omega_{0}^{\text{BH}})$. As $\omega_{0}^{\text{ECO}}$ goes down towards the real axis, it becomes ultraviolet stable approximately when $\text{Im}(\omega_{0}^{\text{ECO}}) \approx \text{Im}(\omega_{0}^{\text{BH}})$. From there on, destabilizing the fundamental mode requires either modifications in the whole operator (not just the potential), or the introduction of infrared effects in the potential [50,65].

This result is of particular importance for ultracompact ECOs, whose fundamental mode lies very close to the real axis. For these objects, the $\epsilon$-pseudospectrum contour lines cross the real axis into the unstable region of the complex plane for relatively small values of $\epsilon$. In principle, the fundamental mode of a slightly perturbed version of the operator could then cross into the unstable half of the complex plane. However, this is not observed for any perturbation to the effective potential. The perturbing operator which could cause this migration would therefore likely have to substantially change the structure of the underlying problem (e.g., introducing new derivative terms, albeit with small multiplicative coefficients), which is not directly relatable to physical sources of perturbation.

At this point, we again emphasize the difference between spectral instabilities and full dynamical instabilities. The former are observed in both BHs and ECOs, and lead to a significant migration of modes under small modifications in the scattering operator but not necessarily to a growth in the norm of the time-evolving field (unless the perturbed modes enter the unstable region). The latter, characterized by a dynamical growth of the field, can be identified at the linear level either if modes assume values in the unstable region of the complex plane, or if nonmodal effects induce an initial transient growth or a pseudoresonant behavior. Although clearly different, the spectral and dynamical instabilities occurring in a non-self-adjoint setting are ultimately related, as is made apparent by the fact that they can both be characterized by the nontriviality of the pseudospectrum. In particular, a spectral instability is one of the indicators by which one typically predicts a dynamical instability through linear-order analysis, the other ones being the protrusion of the pseudospectral lines into the unstable part of the complex plane and transient growth. While the hydrodynamics analysis of Ref. [66] presents all three of these characteristics, the situation with ECOs is somewhat different.

Particularly, by following the steps of Ref. [58], we have calculated the Kreiss constant and numerical abscissa and found no indication of transient growth. We conclude that the evolution operator $e^{\epsilon L(t)}$ is contractive, i.e., that the solutions to (12) can only have a constant or decreasing norm. This result, in particular the analytical calculation of the numerical abscissa $\omega(L) = 0$, turns out to strongly rely on the field boundary conditions we have chosen for the surface of the ECO (14). An interesting open question is what will occur when different boundary conditions are considered.

Nevertheless, an initial transient growth is not the only mechanism able to trigger a nonlinear dynamical instability. The $\epsilon$-pseudospectrum protrusion into the unstable region of the complex plane shows the existence of pseudoresonances at and below the real axis which, when appropriately excited, can potentially lead to a dynamical instability. In particular, due to the fact that the Green function for the second-order perturbation field is precisely given by the resolvent $R_{L}(\lambda)$ of the first-order operator (from which the pseudospectrum is obtained) [58], pseudoresonant excitations may be observed at second order, with the first-order solution acting as a source. The second-order contribution to perturbations has been shown to be nonnegligible (and potentially measurable) even in the case of a BH [103,104], where long-lived modes and pseudoresonances are generally absent. Here, we can estimate the amount by which second-order effects are amplified just through the pseudospectrum we have calculated. Our conclusion is that for ultracompact horizonless objects, for which the fundamental modes and first overtones lie close to the real axis, second-order perturbations will be amplified significantly—potentially enough to lead to the breakdown of linear perturbation theory, and consequently, to the destabilization of the astrophysical object itself.

Overall, the pseudospectrum framework and nonmodal analysis provide a large range of tools to study wave phenomena at linear level for nonconservative systems driven by non-self-adjoint time evolution operators, beyond standard (self-adjoint) modal analysis [58]. Potential future works in this direction include introducing this methodology to a wider range of BH and ECO setups, with different asymptotic structures and symmetries (see, e.g., [32,33,91,98,105–108]).
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