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EXISTENCE OF QUANTUM SYMMETRIES FOR GRAPHS ON UP TO SEVEN VERTICES: A COMPUTER BASED APPROACH

CHRISTIAN EDER, VIKTOR LEVANDOVSKYY, JULIEN SCHANZ, SIMON SCHMIDT, ANDREAS STEENPASS, MORITZ WEBER

Abstract. The symmetries of a finite graph are described by its automorphism group; in the setting of Woronowicz’s quantum groups, a notion of a quantum automorphism group has been defined by Banica capturing the quantum symmetries of the graph. In general, there are more quantum symmetries than symmetries and it is a non-trivial task to determine when this is the case for a given graph: The question is whether or not the algebra associated to the quantum automorphism group is commutative. We use Gröbner base computations in order to tackle this problem; the implementation uses GAP and the SINGULAR package LETTERPLACE. We determine the existence of quantum symmetries for all connected, undirected graphs without multiple edges and without self-edges, for up to seven vertices. As an outcome, we infer within our regime that a classical automorphism group of order one or two is an obstruction for the existence of quantum symmetries.

1. Introduction

Given a finite graph $\Gamma = (V, E)$ on $n$ vertices having no multiple edges (i.e. we have $E \subseteq V \times V$), we denote its adjacency matrix by $\varepsilon \in M_n(\{0, 1\})$. The automorphism group is a subgroup of the symmetric group $S_n$ given by

$$G_{\text{aut}}(\Gamma) = \{\sigma \in S_n \mid \sigma \varepsilon = \varepsilon \sigma\} \subseteq S_n.$$

In the framework of compact matrix quantum groups, which were introduced by Woronowicz in [Wor87], Wang [Wan98] defined the quantum symmetric group $S_n^+$ in terms of its associated universal unital $C^*$-algebra

$$C(S_n^+) := C^\ast\{u_{ij}, 1 \leq i, j \leq n \mid u_{ij} = u_{ij}^* = u_{ji}^2, \sum_{k=1}^n u_{ik} = \sum_{k=1}^n u_{ki} = 1\}.$$ 

The quantum automorphism group of $\Gamma$ has been defined by Banica [Ban05] via

$$C(G_{\text{aut}}^+(\Gamma)) := C^\ast\{u_{ij}, 1 \leq i, j \leq n \mid u_{ij} = u_{ij}^* = u_{ji}^2, \sum_{k=1}^n u_{ik} = \sum_{k=1}^n u_{ki} = 1, u\varepsilon = \varepsilon u\}.$$ 

If we interpret $G_{\text{aut}}^+(\Gamma)$ as a compact matrix quantum group, we see, that

$$G_{\text{aut}}(\Gamma) \subseteq G_{\text{aut}}^+(\Gamma)$$
holds for all graphs $\Gamma$. The question is, whether this is a strict inclusion. If it is so, we say that the graph has quantum symmetries. This is the case if and only if the algebra $C(G_{\text{aut}}^+(\Gamma))$ is non-commutative. For many graphs it is not known, whether they have quantum symmetries – we even do not know whether an asymmetric graph (i.e. $G_{\text{aut}}(\Gamma) = \{ e \}$) can have quantum symmetries. There is some “asymptotic” evidence that no asymmetric graph has quantum symmetries, see [LMR17] and our results below support this hypothesis for small graphs.

This article reports on a computer based approach to the question of existence of quantum symmetries for a given graph $\Gamma = (V, E)$. We implemented in Singular:Letterplace [DGPS19, LAZS19] an algorithm using Gröbner bases for checking whether or not the complex unital algebra $A_{\text{aut}}^+(\Gamma)$ generated by elements $u_{ij}, 1 \leq i, j \leq n$ and the following relations is non-commutative:

\[
\begin{align*}
  u_{ij}u_{ik} &= \delta_{jk}u_{ij}, \quad u_{ji}u_{ki} = \delta_{jk}u_{ji}, \\
  \sum_{k=1}^{n} u_{ik} &= \sum_{k=1}^{n} u_{ki} = 1, \quad u_{ij}u_{jl} = u_{jl}u_{ik} = 0, \text{if } \varepsilon_{ij} \neq \varepsilon_{kl}
\end{align*}
\]

Note that the canonical map from $A_{\text{aut}}^+(\Gamma)$ onto $C(G_{\text{aut}}^+(\Gamma))$ has a dense image, so commutativity of $A_{\text{aut}}^+(\Gamma)$ implies the absence of quantum symmetries. We also make use of a criterion by one of the authors [Sch18] that yields $G_{\text{aut}}(\Gamma) \neq G_{\text{aut}}^+(\Gamma)$ if $G_{\text{aut}}(\Gamma)$ contains a pair of disjoint automorphisms and of another one by Fulton [Ful06] which states that $u_{ij} = 0$ if $\varepsilon_{ij}^{(l)} \neq \varepsilon_{jj}^{(l)}$ holds for some power $\varepsilon^{l}$ of the adjacency matrix. These criteria are checked using GAP [GAP19].

We produced the following data on the amount of connected undirected graphs (without multiple edges and loops) having quantum symmetry.

<table>
<thead>
<tr>
<th>Order of $G_{\text{aut}}(\Gamma)$</th>
<th>4 vertices total qsym</th>
<th>5 vertices total qsym</th>
<th>6 vertices total qsym</th>
<th>7 vertices total qsym</th>
</tr>
</thead>
<tbody>
<tr>
<td>720</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>?</td>
</tr>
<tr>
<td>120</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>72</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>48</td>
<td>4</td>
<td>4</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>36</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>24</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>16</td>
<td>3</td>
<td>3</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>12</td>
<td>3</td>
<td>3</td>
<td>10</td>
<td>8</td>
</tr>
<tr>
<td>10</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>8</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>6</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>0</td>
<td>9</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>total</td>
<td>6</td>
<td>3</td>
<td>21</td>
<td>10</td>
</tr>
</tbody>
</table>

Table 1. Number of connected, undirected graphs with quantum symmetries
From the above data, we immediately infer the following result; here $\mathbb{Z}_2$ denotes the cyclic group on two generators.

**Main Theorem** (Thm. 5.2). Let $\Gamma$ be an undirected graph on $n \leq 7$ vertices having no multiple edges and no loops (i.e. $(i, i) \notin E$ for all $i$). Then:

\[
\begin{align*}
G_{\text{aut}}(\Gamma) &= \mathbb{Z}_2 & \Rightarrow & & G_{\text{aut}}^+(\Gamma) &= \mathbb{Z}_2 \\
G_{\text{aut}}(\Gamma) &= \{e\} & \Rightarrow & & G_{\text{aut}}^+(\Gamma) &= \{e\}
\end{align*}
\]

In Section 6 we list all connected, undirected graphs on up to six vertices (having no multiple edges and no loops) and their information on symmetry and quantum symmetry.

2. **Quantum symmetries of graphs**

We first sketch the mathematical background of this article.

2.1. **$C^*$-algebras and quantum spaces.** A $C^*$-algebra is a complex, associative algebra $A$ equipped with an involution $*: A \rightarrow A$ (an antilinear map with $(xy)^* = y^*x^*$ and $(x^*)^* = x$) and a norm with respect to which it is complete as a topological space. Moreover, the norm is required to satisfy $\|xy\| \leq \|x\|\|y\|$ and $\|x^*x\| = \|x\|^2$, the latter one being the most characteristic property of a $C^*$-algebra which distinguishes it from the more general $*$-Banach algebras.

Examples of $C^*$-algebras are the (unital) algebra $C(X)$ of complex-valued continuous functions on a compact, topological Hausdorff space $X$; here the multiplication is the pointwise multiplication of functions, the involution is the pointwise complex conjugation and the norm is the supremum norm of functions. Another example is the (unital) algebra $M_n(\mathbb{C})$ of complex-valued $n\times n$ matrices equipped with the matrix multiplication, the adjoint of matrices and the matrix norm. We observe that $C(X)$ is always a commutative $C^*$-algebra and the converse is a fundamental theorem in the theory of $C^*$-algebras: Actually all commutative (unital) $C^*$-algebras arise in exactly this form. Hence, we may identify commutative $C^*$-algebras with compact, topological spaces and in this sense, the theory of noncommutative $C^*$-algebras may be viewed as a kind of noncommutative topology or of “quantum spaces” – a point of view which turns out to be very fruitful, see for instance [Bla06, GBVF01]. It is therefore common in the theory of $C^*$-algebras to define a quantum object via its associated (possibly noncommutative) $C^*$-algebra – a philosophy which might be slightly disturbing for an outsider, but which is extremely instructive for people actually working in the field. In any case, all statements on quantum spaces are made precise in terms of their underlying $C^*$-algebra, so there is never any issue of mathematical precision.

A very abstract but also very useful construction of $C^*$-algebras is the one of universal $C^*$-algebras, see for instance [Web17] for a short introduction. The main idea is to take a free algebra on some set of generators $x$ and their adjoints $x^*$, to divide out the ideal generated by some polynomial relations, and to endow it with the supremum of all $C^*$-seminorms (which in turn may be obtained from representations of the abstract $*$-algebra on the algebra of bounded operators on Hilbert spaces).
Example 2.1. An example is the universal unital $C^*$-algebra generated by two (orthogonal) projections:

$$C^*\langle p, q \mid p = p^2 = p^*, q = q^2 = q^* \rangle$$

Note that this $C^*$-algebra is noncommutative, since we may easily find two matrices $p, q \in M_2(\mathbb{C})$ satisfying the above relations, and in addition $pq \neq qp$.

2.2. Connection with $\mathbb{C}$-algebras. As described in the previous section, $C^*$-algebras are complex algebras with an additional structure: there is an involution and also a topological hull coming from a norm. In this article, we will use the computer to produce data on certain algebraic approximations of $C^*$-algebras (in a relatively weak sense). More precisely, given a set of generators $E$ and a set of algebraic relations $R$ in the generators and their adjoints, we consider the set of relations $R'$ arising from $R$ by omitting all relations involving the involution. We then study the universal complex algebra generated by the generators $E$ and the relations $R'$. In case this complex algebra is commutative, we may infer commutativity of the corresponding universal $C^*$-algebra generated by $E$ and $R$. See Section 2.6 for a precise statement adapted to our situation.

2.3. Compact matrix quantum groups and quantum symmetries. Compact matrix quantum groups were defined by Woronowicz [Wor87] in 1987 in order to provide an appropriate notion of (quantum) symmetry, for instance for the above sketched quantum spaces; see also [NT13, Tim08] for more on this subject. A compact matrix quantum group $G = (A, u)$ is given by a unital $C^*$-algebra $A$ and a matrix $u = (u_{ij}) \in M_n(A), \ n \in \mathbb{N}$, such that

(i) there is a $*$-homomorphism $\Delta : A \rightarrow A \otimes A$ with $\Delta(u_{ij}) = \sum_k u_{ik} \otimes u_{kj}$ for all $i, j$,

(ii) $u$ and $\bar{u} = (u_{ij}^*)$ are invertible matrices,

(iii) and the elements $u_{ij} \ (1 \leq i, j \leq n)$ generate $A$ as a $C^*$-algebra.

Any compact group $G \subseteq GL_n(\mathbb{C})$ gives rise to a compact matrix quantum group by identifying $G$ with $(C(G), (u_{ij}))$ where $u_{ij} : G \rightarrow \mathbb{C}$ are the evaluation functions $u_{ij}(g) = g_{ij}$ of matrix entries. If $G = (A, u)$ and $H = (B, v)$ are compact matrix quantum groups with $u \in M_n(A)$ and $v \in M_n(B)$, we say that $G$ is a compact matrix quantum subgroup of $H$, if there is a surjective $^*$-isomorphism from $B$ to $A$ mapping generators to generators. We then write $G \subseteq H$. If we have $G \subseteq H$ and $H \subseteq G$, they are said to be equal as compact matrix quantum groups.

Example 2.2. An example for a compact matrix quantum group is the quantum symmetric group $S_n^+ = (C(S_n^+), u)$, which was defined by Wang [Wan98] in 1998. It is the compact matrix quantum group given by

$$C(S_n^+) := C^*\langle u_{ij}, 1 \leq i, j \leq n \mid u_{ij} = u_{ij}^*, u_{ij}^2 = \sum_{k=1}^n u_{ik} = \sum_{k=1}^n u_{ki} = 1 \rangle.$$

The quotient of $C(S_n^+)$ by the relation that all $u_{ij}$ commute is exactly $C(S_n)$. We have $S_n \subseteq S_n^+$ as compact matrix quantum groups. For $n \leq 3$, we have $S_n = S_n^+$, i.e. $C(S_n^+)$ is commutative. For $n \geq 4$ however, $C(S_n^+)$ is non-commutative as may
be seen from the following surjective $\ast$-homomorphism onto the $C^*$-algebra from Example 2.1

$$\varphi : C(S_4^+) \to C^*(p, q, 1 \mid p = p^* = p^2, q = q^* = q^2),$$

where we map the generators $u_{ij} \in C(S_4^+)$ to $p, q, 1 - p, 1 - q$ or 0 according to the following matrix:

$$
\begin{bmatrix}
  u_{11} & u_{12} & u_{13} & u_{14} \\
  u_{21} & u_{22} & u_{23} & u_{24} \\
  u_{31} & u_{32} & u_{33} & u_{34} \\
  u_{41} & u_{42} & u_{43} & u_{44}
\end{bmatrix}
\mapsto
\begin{bmatrix}
  p & 1 - p & 0 & 0 \\
  1 - p & p & 0 & 0 \\
  0 & 0 & q & 1 - q \\
  0 & 0 & 1 - q & q
\end{bmatrix}
$$

2.4. Automorphism groups of finite graphs. We consider finite graphs $\Gamma = (V, E)$ with $V = \{1, \ldots, n\}$ having no multiple edges (i.e. we have $E \subseteq V \times V$). The adjacency matrix of such a graph is given by $(2.2)$ with

$$C_{\varepsilon} \text{ adjacency matrix of } \Gamma.$$ 

Example 2.1 $\ast$ be seen from the following surjective $\ast$-homomorphism onto the $\ast$-algebra $C(S_n^+)$

$$u, \varphi : S_n^+ \to \mathbb{C},$$

where we map the generators $u_{ij}$ to:

$$\sum_{k=1}^{n} u_{ik} = \sum_{k=1}^{n} u_{ki} = 1 \quad 1 \leq i \leq n$$

One can show [SW19, Lemma 6.7] that the relations on the generators are equivalent to:

(2.1) $u_{ij} = u_{ij}^*$

(2.2) $u_{ij}u_{ik} = \delta_{jk}u_{ij}, u_{ji}u_{ki} = \delta_{jk}u_{ji}$

(2.3) $\sum_{k=1}^{n} u_{ik} = \sum_{k=1}^{n} u_{ki} = 1 \quad 1 \leq i \leq n$

(2.4) $u_{ik}u_{jl} = u_{ij}u_{ik} = 0 \quad (i, j) \in E, (k, l) \notin E$

(2.5) $u_{ik}u_{jl} = u_{jl}u_{ik} = 0 \quad (i, j) \notin E, (k, l) \in E$

Note that we have

$$G_{\text{aut}}(\Gamma) \subseteq G_{\text{aut}}^+(\Gamma)$$

in the sense of Section 2.3. The quotient of the (not necessarily commutative) $C^*$-algebra $C(G_{\text{aut}}^+(\Gamma))$ by the relations $u_{ij}u_{kl} = u_{kl}u_{ij}$ yields $C(G_{\text{aut}}(\Gamma))$. 

Definition 2.3. We say that a graph $\Gamma$ has quantum symmetries, if $G_{\text{aut}}(\Gamma) \subsetneq G_{\text{aut}}^+(\Gamma)$, or, equivalently, if $C(G_{\text{aut}}^+(\Gamma))$ is non-commutative.
Example 2.4. If \( \Gamma \) is the full, undirected graph on \( n \) vertices, we have \( G^+_{\text{aut}}(\Gamma) = S^+_n \).
Hence, for \( n \geq 4 \), this graph has quantum symmetries.

See Section 3 and [SW18, Sch18] for more on quantum automorphism groups of graphs.

2.6. Criteria for computing quantum symmetry. In this subsection, we collect a number of useful lemmata for computing quantum symmetry.

The first criterion is due to one of the authors of this article, see [Sch18] and it is applied to the automorphism group of the given graph. Let \( \sigma, \tau \in S_n \) be two permutations. We say that they are disjoint, if \( \sigma(i) \neq i \) implies \( \tau(i) = i \) for all \( i \in \{1, \ldots, n\} \), and likewise \( \tau(i) \neq i \) implies \( \sigma(i) = i \) for all \( i \).

Lemma 2.5 (Disjoint Automorphisms Criterion). Let \( \Gamma = (V, E) \) be a finite graph without multiple edges, \( V = \{1, \cdots, n\} \). If there are two non-trivial, disjoint automorphisms \( \sigma, \tau \in G^+_{\text{aut}}(\Gamma) \), then \( \Gamma \) has quantum symmetries.

Proof. We find a surjection onto the \( C^* \)-algebra from Example 2.1 \( \varphi : C(G^+_{\text{aut}}(\Gamma)) \to C^*(p, q, 1 \mid p = p^* = p^2, q = q^* = q^2) \) mapping \( u_{ij} \mapsto \delta_{\sigma(i)j}p + \delta_{\tau(i)j}q + \delta_{ij}(1-p-q) \); see [Sch18].

The second criterion can be found in the PhD thesis of Fulton [Ful06]. It relies on powers of the adjacency matrix.

Lemma 2.6 (Fulton Criterion). Let \( \Gamma \) be a finite graph without multiple edges and let \( \varepsilon \in M_n(\{0,1\}) \) be its adjacency matrix. Denote by \( \varepsilon_{ij}^{(l)} \) the \( (i,j) \) entry of the \( l \)-th power \( \varepsilon^l \) of \( \varepsilon \). If \( \varepsilon_{ii}^{(l)} \neq \varepsilon_{jj}^{(l)} \) for some \( l \in \mathbb{N} \), then \( u_{ij} = 0 \) in \( C(G^+_{\text{aut}}(\Gamma)) \).

Proof. Assume \( \varepsilon_{ii}^{(l)} \neq \varepsilon_{jj}^{(l)} \) for some \( l \in \mathbb{N} \). It holds that \( u \varepsilon^l = \varepsilon^l u \) or equivalently

\[
\sum_{k=1}^n \varepsilon_{ik}^{(l)} u_{kj} = \sum_{k=1}^n u_{ik} \varepsilon_{kj}^{(l)}.
\]

Multiplying this equation by \( u_{ij} \) yields thanks to Relation (2.2):

\[
\varepsilon_{ii}^{(l)} u_{ij} = \varepsilon_{jj}^{(l)} u_{ij}.
\]

Since \( \varepsilon_{ii}^{(l)} \neq \varepsilon_{jj}^{(l)} \), we get \( u_{ij} = 0 \). \( \square \)

Observe that the \( l \)-th power of \( \varepsilon \) counts the number of paths of length \( l \) from one vertex to another, i.e. if \( \varepsilon_{ij}^{(l)} = k \), then there are exactly \( k \) different paths \( (v_0, \ldots, v_l) \) with \( v_s \in V \), \( v_0 = i \), \( v_l = j \) and \( (v_s, v_{s+1}) \in E \); we allow \( v_s = v_t \) here.

Remark 2.7. Note that the Fulton criterion does not yield any information in the case of vertex-transitive graphs (or more generally, for walk-regular graphs) as we have \( \varepsilon_{ii}^{(l)} = \varepsilon_{jj}^{(l)} \) for all \( i, j, l \) in that case.

Remark 2.8. Note that \( u_{ij} = 0 \) in \( C(G^+_{\text{aut}}(\Gamma)) \) implies \( \sigma_{ij} = 0 \) for all \( \sigma \in G^+_{\text{aut}}(\Gamma) \) in the notation of Section 2.4. since any \( \sigma \in G^+_{\text{aut}}(\Gamma) \) gives rise to a \( \ast \)-homomorphism \( \varphi : C(G^+_{\text{aut}}(\Gamma)) \to \mathbb{C} \) mapping \( u_{ij} \mapsto \sigma_{ij} \).
Finally, the third criterion is based on the connection between $C^*$-algebras and C-algebras, see Section 2.2. It may be viewed as a soft algebraisation of quantum automorphism groups of graphs.

**Definition 2.9.** Let $\Gamma$ be a finite graph as in Section 2.4. We define the following universal unital complex algebra:

$$A_{\text{aut}}^+(\Gamma) := \mathbb{C}\langle u_{ij}, 1 \leq i, j \leq n \mid \text{Relations (2.2)--(2.5)} \rangle$$

**Lemma 2.10 (Algebraic Criterion).** Let $\Gamma$ be a finite graph on $n$ vertices without multiple edges. If $A_{\text{aut}}^+(\Gamma)$ is commutative, then so is $C(G_{\text{aut}}^+(\Gamma))$, i.e. $\Gamma$ has no quantum symmetries.

**Proof.** We have an algebra homomorphism from $A_{\text{aut}}^+(\Gamma)$ to $C(G_{\text{aut}}^+(\Gamma))$ which has dense image. Hence, the statement follows. □

**Remark 2.11.** The Algebraic Criterion basically states that if we may derive the relations $u_{ij}u_{kl} = u_{kl}u_{ij}$ from Relations (2.2)--(2.5) by purely algebraic means (i.e. in $A_{\text{aut}}^+(\Gamma)$), then we may do so also in $C(G_{\text{aut}}^+(\Gamma))$. The converse does not hold in general: The commutativity relations might follow from Relations (2.1)--(2.5) by using some purely $C^*$-algebraic techniques. For instance, we have $x^*x = 0$ if and only if $x = 0$ if and only if $x^* = 0$ in any $C^*$-algebra as a result from the norm conditions. As a concrete example (see [Sch19]), if we have $u_{ij}u_{kl}u_{ij} = u_{ij}u_{kl}$ in $C(G_{\text{aut}}^+(\Gamma))$, then

$$u_{ij}u_{kl} = u_{ij}u_{kl}u_{ij} = (u_{ij}u_{kl}u_{ij})^* = (u_{ij}u_{kl})^* = u_{kl}u_{ij}.$$ 

3. **Examples**

For the convenience of the reader, we list a couple of examples. In the remainder of the article, we focus on finite, undirected (i.e. we have $(i, j) \in E$ implies $(j, i) \in E$), connected graphs, having no multiple edges (i.e. we have $E \subseteq V \times V$) and no loops (i.e. we have $(i, i) \notin E$).

3.1. **Circle graphs.** Let $\Gamma$ be the circle on four vertices:

![Circle graph](attachment:image.png)

By the Disjoint Automorphism Criterion (Lemma 2.5) it has quantum symmetries, since $\sigma := (1, 3) \in G_{\text{aut}}(\Gamma)$ and $\tau := (2, 4) \in G_{\text{aut}}(\Gamma)$ are disjoint. In fact [Bic03], $G_{\text{aut}}^+(\Gamma) = H_2^+$, where $H_2^+$ is the hyperoctahedral quantum group. In contrast to the circle on four vertices, the circle on $n \neq 4$ vertices does not have quantum symmetries [Ban05].
3.2. **Santa’s house.** Let $\Gamma$ be the following graph:

![Graph Image]

We have that $(2, 3) \in G_{\text{aut}}(\Gamma)$ and $(1, 4) \in G_{\text{aut}}(\Gamma)$. The Disjoint Automorphism Criterion thus yields that $\Gamma$ does have quantum symmetries. Now we want to compute the quantum automorphism group of $\Gamma$. We have that

$$\varepsilon = \begin{bmatrix} 0 & 1 & 1 & 1 & 1 \\ 1 & 0 & 1 & 1 & 0 \\ 1 & 1 & 0 & 1 & 0 \\ 1 & 1 & 1 & 0 & 1 \\ 1 & 0 & 0 & 1 & 0 \end{bmatrix} \quad \text{and} \quad \varepsilon^2 = \begin{bmatrix} 4 & 2 & 2 & 3 & 1 \\ 2 & 3 & 2 & 2 & 2 \\ 2 & 2 & 3 & 2 & 2 \\ 3 & 2 & 2 & 4 & 1 \\ 1 & 2 & 2 & 1 & 2 \end{bmatrix}$$

Thus, by the Fulton Criterion (Lemma 2.6) and Relation (2.3) we have that the generating matrix $u$ of $C(G_{\text{aut}}^+(\Gamma))$ looks as follows:

$$u = \begin{bmatrix} u_{11} & 0 & 0 & 1 - u_{11} & 0 \\ 0 & u_{22} & 1 - u_{22} & 0 & 0 \\ 0 & 1 - u_{22} & u_{22} & 0 & 0 \\ 1 - u_{11} & 0 & 0 & u_{11} & 0 \\ 0 & 0 & 0 & 0 & 1 \end{bmatrix}$$

Since $\Gamma$ has quantum symmetries, we conclude that $G_{\text{aut}}^+(\Gamma) = \hat{\mathbb{Z}}_2 * \hat{\mathbb{Z}}_2$ (which means $C(G_{\text{aut}}^+(\Gamma)) = C^*(\mathbb{Z}_2 * \mathbb{Z}_2)$ on the level of $C^*$-algebras), compare also [SW18, Thm 3.8].

3.3. **Santa’s house with broken roof.** If we now look at the above graph after taking away the (undirected) edge $(4, 5)$, we obtain:

![Graph Image]
and thus
\[ \varepsilon = \begin{bmatrix}
0 & 1 & 1 & 1 & 1 \\
1 & 0 & 1 & 1 & 0 \\
1 & 1 & 0 & 1 & 0 \\
1 & 1 & 1 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 \\
\end{bmatrix} \quad \text{and} \quad \varepsilon^2 = \begin{bmatrix}
4 & 2 & 2 & 2 & 0 \\
2 & 3 & 2 & 2 & 1 \\
2 & 2 & 3 & 2 & 1 \\
2 & 2 & 2 & 3 & 1 \\
0 & 1 & 1 & 1 & 1 \\
\end{bmatrix} \]

By the Fulton Criterion we obtain
\[ u = \begin{bmatrix}
1 & 0 & 0 & 0 & 0 \\
0 & u_{22} & u_{23} & u_{24} & 0 \\
0 & u_{32} & u_{33} & u_{34} & 0 \\
0 & u_{42} & u_{43} & u_{44} & 0 \\
0 & 0 & 0 & 0 & 1 \\
\end{bmatrix} \]

and hence \( G_{\text{aut}}^+(\Gamma) = G_{\text{aut}}(\Gamma) = S_3 \) (recall that \( S_3^+ = S_3 \)), which means that the graph does not have quantum symmetries.

3.4. A graph with trivial quantum automorphism group. For the graph

we have
\[ \varepsilon = \begin{bmatrix}
0 & 1 & 0 & 0 & 0 & 0 \\
1 & 0 & 1 & 1 & 0 & 0 \\
0 & 1 & 0 & 1 & 0 & 0 \\
0 & 1 & 1 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 & 0 & 1 \\
0 & 0 & 0 & 0 & 1 & 0 \\
\end{bmatrix} \quad \text{and} \quad \varepsilon^4 = \begin{bmatrix}
3 & 2 & 4 & 5 & 1 & 1 \\
2 & 12 & 7 & 7 & 6 & 1 \\
4 & 7 & 8 & 7 & 5 & 1 \\
5 & 7 & 7 & 13 & 2 & 4 \\
1 & 6 & 5 & 2 & 6 & 0 \\
1 & 1 & 1 & 4 & 0 & 2 \\
\end{bmatrix} \]

By the Fulton Criterion we deduce \( u_{ij} = \delta_{ij} \) and thus \( C(G_{\text{aut}}^+(\Gamma)) \) is one-dimensional; hence \( G_{\text{aut}}^+(\Gamma) = G_{\text{aut}}(\Gamma) = \{ e \} \).

4. A computational approach to quantum symmetries of graphs

We now discuss our approach for checking the existence of quantum symmetries.

4.1. Preprocessing in GAP and PYTHON. We used Python scripts for producing the adjacency matrices of graphs on \( n \leq 7 \) vertices as input files and we restricted to equivalence classes of graphs, with the help of GAP [GAP19]. We used GAP again to calculate the automorphism group of every graph we considered.
4.2. Implementation of the Algebraic Criterion in SINGULAR.

Algorithm 1: QSym

\textbf{input} : \(\varepsilon\), the adjacency matrix of a graph \(\Gamma\) on \(n\) vertices
\textbf{output}: the value 1, if \(A^+_\text{aut}(\Gamma)\) is commutative
the value 0 otherwise

1. let \(R\) be a \(\mathbb{C}\)-algebra with generators \(u_{ij}\), \(i, j = 1, \cdots, n\);
2. let \(I\) be an empty ideal in \(R\);
3. let \(J\) be an empty ideal in \(R\);
4. for \(i, j, k = 1..n\) do
5. add the relation \(u_{ik}u_{jk} = \delta_{ij}u_{ik}\) to the ideal \(I\);
6. add the relation \(u_{ki}u_{kj} = \delta_{ij}u_{ki}\) to the ideal \(I\);
7. for \(i = 1..n\) do
8. add the relation \(\sum_{j=1}^{n} u_{ij} = 1\) to the ideal \(I\);
9. add the relation \(\sum_{j=1}^{n} u_{ji} = 1\) to the ideal \(I\);
10. for \(i, j, k, l = 1..n\) do
11. if \(\varepsilon[i, j] = 1\) then
12. if \(\varepsilon[k, l] \neq 1\) then
13. add the relation \(u_{ik}u_{jl} = 0\) to the ideal \(I\);
14. else
15. if \(\varepsilon[k, l] = 1\) then
16. add the relation \(u_{ik}u_{jl} = 0\) to the ideal \(I\);
17. for \(k = 1..n^2\) do
18. for \(i, j = 1..n\) do
19. if \(\varepsilon^{(k)}[i, i] \neq \varepsilon^{(k)}[j, j]\) then
20. add the relation \(u_{ij} = 0\) to the ideal \(I\);
21. for \(i, j, k, l = 1..n\) do
22. add the relation \(u_{ij}u_{kl} = u_{kl}u_{ij}\) to the ideal \(J\);
23. compute a two-sided Gröbner basis of \(I\);
24. for \(t\) in \(J\) do
25. if \(t\) is not in \(I\) then
26. return 0 and exit;
27. return 1;

We implemented the algorithm QSym in SINGULAR [DGPS19] using the subsystem \textsc{Letterplace} [LAZS19]. The algorithm is a straightforward implementation of the algebra \(A^+_\text{aut}(\Gamma)\) from Definition 2.9 i.e. of the complex algebra given by Relations (2.2)–(2.5) from Section 2.5; the Fulton Criterion (Lemma 2.6) is also inserted.

Indeed, we first produce the free \(\mathbb{C}\)-algebra \(R\) with generators \(u_{ij}\), for \(1 \leq i, j \leq n\). We then add all relations of \(A^+_\text{aut}(\Gamma)\) to the ideal \(I\), i.e. Relations (2.2) in lines 4–6,
Relations (2.3) in lines 7–9, Relations (2.4) in lines 10–13 and Relations (2.5) in lines 14–16. Note that for Relations (2.4) and (2.5) we do not need to add the relations \( u_{jl}u_{ik} = 0 \) since every possible combination of the indices \( i, j, k \) and \( l \) will pass through the loop of lines 10–16. In lines 17–20, we add relations \( u_{ij} = 0 \) whenever the Fulton Criterion (Lemma 2.6) is satisfied for powers of the adjacency matrix up to the power \( n^2 \) (which is an ad hoc choice for a bound). In lines 21–22 we construct the ideal \( J \) of all commutativity relations. We then compute the Gröbner basis with respect to the degree reverse lexicographical monomial order of the ideal \( I \) in \( R \) and check whether there is any element from \( J \) which is not in \( I \), see lines 23–25. If so, the algorithm terminates and gives the value 0 as an output; otherwise, the output is 1.

4.3. **Limits of the algorithm QSYM.** Regarding the limits of the algorithm QSYM, let us note that since it is based on Gröbner basis computations, there are natural limits for the number of generators, also depending on the complexity of the adjacency matrix \( \varepsilon \). In other words: The situation may occur, where we simply cannot compute the Gröbner basis of the ideal, i.e. we are stuck before coming to lines 23–25 of our algorithm. This did not happen for the graphs we considered, but computations for a higher number of vertices (such as \( n = 10 \)) quickly reach this point.

One might improve the algorithm by playing around with different monomial orders for computing the Gröbner basis, by first applying the Fulton Criterion before running the algorithm (and thus by using less variables in the first place), by parallelizing the computation of the Gröbner basis, or by improving the Algebraic Criterion, i.e. by adding further relations coming from the \( C^* \)-algebraic side, see Remark 2.11. The main factor is, of course, the speed and memory consumption of the Gröbner base computation for noncommuting elements, as implemented by **LETTERPLACE** in **SINGULAR**.

4.4. **Implementation of the Disjoint Automorphism Criterion in GAP.** We used GAP to check the Disjoint Automorphism Criterion (Lemma 2.5), i.e. whether the automorphism group contains two disjoint permutations.

4.5. **Conclusion: a combination of two tools.** Let us summarize the statements from the Disjoint Automorphism Criterion (Lemma 2.5) and the Algebraic Criterion (Lemma 2.10).

**Lemma 4.1** (Lemma 2.5 and Lemma 2.10). Let \( \Gamma \) be a finite graph having no multiple edges.

(a) If the Disjoint Automorphism Criterion applies, then \( \Gamma \) has quantum symmetries.

(b) If QSYM has output 1, then \( \Gamma \) has no quantum symmetries.

Note that the situation might occur, when there are no disjoint automorphisms and QSYM has output 0. In that case, no conclusion is possible for the existence of quantum symmetries.
5. Application of the algorithm to graphs on up to seven vertices

We now sketch how we applied our algorithm in a concrete setup.

5.1. The data. As before, we consider undirected graphs \( \Gamma \) on \( n \) vertices having no multiple edges and no loops. For \( n \leq 3 \), we have \( S_n = S_n^+ \) and hence \( G_{\text{aut}}(\Gamma) = G_{\text{aut}}^+(\Gamma) \), i.e. we never have quantum symmetries. The case of graphs on \( n = 4 \) vertices has been treated in [SW18]. As for \( n = 5 \) and \( n = 6 \), we checked for every connected graph both the Disjoint Automorphism Criterion as well as the Algebraic Criterion, the latter one via the algorithm QSYM. Fortunately, the criteria matched perfectly well, i.e. the Disjoint Automorphism Criterion applied if and only if the output of QSYM was 0. Hence, combining these two tools, we were able to settle the question of the existence of quantum symmetries for \( n = 5 \) and \( n = 6 \). For \( n = 7 \), we also run our algorithm on graphs whose automorphism groups are of order one or two, QSYM being constantly 1.

In the following table (from the introduction) we list all possible orders of the automorphism groups, the number of graphs whose automorphism group has this order, and the number of graphs amongst them having quantum symmetries.

<table>
<thead>
<tr>
<th>Order of ( G_{\text{aut}}(\Gamma) )</th>
<th>4 vertices total qsym</th>
<th>5 vertices total qsym</th>
<th>6 vertices total qsym</th>
<th>7 vertices total qsym</th>
</tr>
</thead>
<tbody>
<tr>
<td>720</td>
<td>1 1</td>
<td>1 1</td>
<td>1 1</td>
<td>?</td>
</tr>
<tr>
<td>120</td>
<td>1 1</td>
<td>1 1</td>
<td>1 1</td>
<td>?</td>
</tr>
<tr>
<td>72</td>
<td>1 1</td>
<td>1 1</td>
<td>1 1</td>
<td>?</td>
</tr>
<tr>
<td>48</td>
<td>1 1</td>
<td>1 1</td>
<td>1 1</td>
<td>?</td>
</tr>
<tr>
<td>36</td>
<td>1 1</td>
<td>1 1</td>
<td>1 1</td>
<td>?</td>
</tr>
<tr>
<td>24</td>
<td>1 1</td>
<td>1 1</td>
<td>1 1</td>
<td>?</td>
</tr>
<tr>
<td>16</td>
<td>1 1</td>
<td>1 1</td>
<td>1 1</td>
<td>?</td>
</tr>
<tr>
<td>12</td>
<td>1 1</td>
<td>1 1</td>
<td>1 1</td>
<td>?</td>
</tr>
<tr>
<td>10</td>
<td>1 1</td>
<td>1 1</td>
<td>1 1</td>
<td>?</td>
</tr>
<tr>
<td>8</td>
<td>1 1</td>
<td>1 1</td>
<td>1 1</td>
<td>?</td>
</tr>
<tr>
<td>6</td>
<td>1 1</td>
<td>1 1</td>
<td>1 1</td>
<td>?</td>
</tr>
<tr>
<td>4</td>
<td>1 1</td>
<td>1 1</td>
<td>1 1</td>
<td>?</td>
</tr>
<tr>
<td>2</td>
<td>1 1</td>
<td>1 1</td>
<td>1 1</td>
<td>?</td>
</tr>
<tr>
<td>1</td>
<td>1 1</td>
<td>1 1</td>
<td>1 1</td>
<td>?</td>
</tr>
<tr>
<td>total</td>
<td>6 3</td>
<td>21 10</td>
<td>112 55</td>
<td>853 ?</td>
</tr>
</tbody>
</table>

Table 2. Number of connected, undirected graphs with quantum symmetries

5.2. Some observations. Studying the table, we notice a couple of things:

(i) The ratio between graphs having quantum symmetries and those having no quantum symmetries is about 50 : 50. As it is known that almost all graphs have no symmetries and no quantum symmetries [LMR17], this effect is just a distortion for small \( n \). However, it could be interesting to observe until which \( n \) this phenomenon occurs.
(ii) No graph whose automorphism group has order one or two has quantum symmetries. See also Theorem 5.2 Moreover, we observe that also the order 6 might be an obstruction for quantum symmetries.

(iii) Conversely, the orders 4, 8 and 12 seem to be quite friendly towards the existence of quantum symmetries.

5.3. From connected graphs to all graphs. Before we come to some conclusion derived from the above data on connected graphs, let us collect some facts on disconnected graphs. We first recall the disjoint union of graphs.

Let $\Gamma = (V, E)$ be a graph. By $\Gamma^\sqcup m$ we denote the disjoint union of $m$ copies of $\Gamma$, i.e. its vertex set can be written as $V^\sqcup m = V \times \{1, \ldots, m\}$ and vertices $(i, x) \in V^\sqcup m$ and $(j, y) \in V^\sqcup m$ are connected by an edge if and only if $x = y$ and $(i, j) \in E$.

Let us remark that if $\Gamma$ consists in a single vertex, then $G_{\text{aut}}(\Gamma^\sqcup m) = S_m$, whereas $G_{\text{aut}}^+(\Gamma^\sqcup m) = S_m^+$. If $\Gamma$ is the graph on two connected vertices, then

$$G_{\text{aut}}(\Gamma^\sqcup m) = H_m := \mathbb{Z}_2 \wr S_m = (\mathbb{Z}_2 \times \ldots \times \mathbb{Z}_2) \rtimes S_m,$$

where $H_m$ denotes the hyperoctahedral group, the group obtained from the canonical action of the symmetric group $S_m$ on $m$ copies of the cyclic group $\mathbb{Z}_2$ on two generators. By $H_m^+$ we denote its quantum analog (see also Example 3.1) and we have $G_{\text{aut}}^+(\Gamma^\sqcup m) = H_m^+$ in that case [Bic03].

Lemma 5.1. Let $\Gamma_0 = (V_0, E_0)$ be a connected graph and let $\Gamma_1 = \Gamma_0^\sqcup m$. Let $\Gamma_2$ be a graph containing no copy of $\Gamma_0$ as a connected component. Let $\Gamma = \Gamma_1 \sqcup \Gamma_2$ be the disjoint union of these two graphs. If $|V_0| \in \{1, 2\}$, then

$$G_{\text{aut}}(\Gamma) = G_{\text{aut}}(\Gamma_1) \times G_{\text{aut}}(\Gamma_2) \quad \text{and} \quad G_{\text{aut}}^+(\Gamma) = G_{\text{aut}}^+(\Gamma_1) \ast G_{\text{aut}}^+(\Gamma_2).$$

Proof. Consider $\Gamma = (V, E)$ and denote by $V_k \subseteq V$ the vertices coming from $\Gamma_k$, for $k = 1, 2$. Let $i \in V_1$ and $j \in V_2$. We are going to apply the criterion from Lemma 2.6 and Remark 2.3 in order to show that $u_{ij} = 0$ resp. $\sigma_{ij} = 0$ for $\sigma \in G_{\text{aut}}(\Gamma)$. This then proves the decomposition results, since we then have $u = u_1 \oplus u_2$ for the matrix $u$ of $G_{\text{aut}}(\Gamma)$ and $G_{\text{aut}}^+(\Gamma)$ respectively. This implies that we find homomorphisms between the corresponding $C^*$-algebras, which are inverse to each other. Hence, all we need to do is to find some $l$ such that $\varepsilon^{(l)}_{ii} \neq \varepsilon^{(l)}_{jj}$.

In the case $|V_0| = 1$, the vertex $i \in V_1$ is not connected to any other vertex. Thus there are no paths of length $l$ from $i$ to $i$ and we infer $\varepsilon^{(l)}_{ii} = 0$ for all $l \geq 1$. As for $j \in V_2$, this vertex is connected to at least another vertex $k \in V_2$, since $\Gamma_2$ does not contain any copy of $\Gamma_0$, i.e. it does not contain isolated points, if $|V_0| = 1$. Hence, $(j, k, j)$ is a path of length two going from $j$ to $j$, which shows $\varepsilon^{(2)}_{jj} \geq 1$ and hence $\varepsilon^{(2)}_{ii} \neq \varepsilon^{(2)}_{jj}$.

In the case $|V_0| = 2$, the vertex $i \in V_1$ is connected to exactly one other vertex. Thus, $\varepsilon^{(1)}_{ii} = 1$. As for $j \in V_2$ however, this vertex is either connected to no vertex at all – in which case $\varepsilon^{(1)}_{jj} = 0$ – or it is connected to another vertex $k \in V_2$. Now, either $j$ or $k$ is connected to a third vertex $t \in V_2$ since $\Gamma_2$ does not contain any copy of $\Gamma_0$. From this, we may deduce $\varepsilon^{(4)}_{jj} \geq 2$ and summarizing, $\varepsilon^{(4)}_{ii} \neq \varepsilon^{(4)}_{jj}$. \qed
It should be possible to push further the above considerations, for larger cardina-

\[ V_0 \]

\[ G_{\text{aut}}(\Gamma) = G_{\text{aut}}(\Gamma_1) \times G_{\text{aut}}(\Gamma_2) \quad \text{but} \quad G_{\text{aut}}^+(\Gamma) \neq G_{\text{aut}}^+(\Gamma_1) \ast G_{\text{aut}}^+(\Gamma_2). \]

5.4. **No quantum symmetries for graphs with small automorphism groups.**

We may derive the following consequence from the above data.

**Theorem 5.2.** Let \( \Gamma \) be an undirected graph on \( n \leq 7 \) vertices having no multiple edges and no loops. Then:

\[ G_{\text{aut}}(\Gamma) = \mathbb{Z}_2 \quad \Rightarrow \quad G_{\text{aut}}^+(\Gamma) = \mathbb{Z}_2 \]

\[ G_{\text{aut}}(\Gamma) = \{ e \} \quad \Rightarrow \quad G_{\text{aut}}^+(\Gamma) = \{ e \} \]

**Proof.** We can rephrase the statement: If the order of \( G_{\text{aut}}(\Gamma) \) is one or two, then the graph has no quantum symmetries. For \( n \leq 3 \), we have \( S_n = S_n^+ \) and hence no graphs has quantum symmetries. For \( n = 4 \), the rephrased statement follows from [SW18, Thm. 3.8]. For \( n \in \{ 5, 6, 7 \} \), assume first that \( \Gamma \) is connected. Then, the rephrased statement follows from our computer based verification, see Section 5.1.

Now, if \( \Gamma \) is disconnected, firstly assume that we have exactly one isolated vertex. By Lemma 5.1 we have \( G_{\text{aut}}(\Gamma) = G_{\text{aut}}(\Gamma') \) and \( G_{\text{aut}}^+(\Gamma) = G_{\text{aut}}^+(\Gamma') \) where \( \Gamma' \) is obtained from removing this isolated vertex. Hence, we are in the case of a graph on \( n - 1 \) vertices and we may proceed inductively. Secondly, if \( \Gamma \) does not have exactly one isolated vertex, it decomposes into two graphs \( \Gamma_1 \) and \( \Gamma_2 \) with no edges between them and both graphs having at most five vertices. Thus neither \( G_{\text{aut}}(\Gamma_1) \) nor \( G_{\text{aut}}(\Gamma_2) \) has order one (see also the appendix for a list of concrete graphs) and we find two disjoint automorphisms of \( \Gamma \) in the sense of Section 2.6. This proves that \( G_{\text{aut}}(\Gamma) \) has order at least four, so we don’t need to take care of this case. \( \square \)

In the case \( G_{\text{aut}}(\Gamma) = \{ e \} \) the result from the above theorem may also be obtained by other means: Using the Weisfeiler-Lehman algorithm for computing the coherent algebras of asymmetric graphs, one can show that a trivial automorphism group implies the quantum automorphism group being trivial, for all graphs up to ten vertices, building on a recent result by Lupini, Mancinska and Roberson [LMR17]; we thank Luca Junk for performing these computations on the computer. However, the criterion on coherent algebras fails in the case \( G_{\text{aut}}(\Gamma) = \mathbb{Z}_2 \).

We are wondering (see also Section 5.7) whether certain orders of automorphism groups are an obstruction for the existence of quantum symmetries: It might be the case that \( G_{\text{aut}}(\Gamma) \in \{ \{ e \}, \mathbb{Z}_2, S_3 \} \) implies \( G_{\text{aut}}^+(\Gamma) = G_{\text{aut}}(\Gamma) \). We have to leave the question open, whether this holds in general.

**References**


6. Appendix: Lists of graphs on a small number of vertices

We finish this article by listing all connected, undirected graphs on a small number of vertices having no multiple edges and no loops. In each case, we depict the graph, we state its automorphism group and its order, we give the information whether or not it is regular, we state the output value of the QSYM algorithm in the form “yes” (output value 0) or “no” (output value 1). Note that the computation of the Gröbner bases was always successful; for each graph the computations took less than an hour on our desktop computer. We also list the information whether or not the Disjoint Automorphism Criterion (Lemma 2.5) is satisfied; recall that “disj auts: yes” implies that the graph has quantum symmetries.

6.1. List of graphs on four vertices.

<table>
<thead>
<tr>
<th>Graph</th>
<th>Automorphism Group</th>
<th>Order</th>
<th>Regularity</th>
<th>QSYM</th>
<th>Disjoint Automorphism</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="image1" alt="Graph 1" /></td>
<td>Group( [(2,3), (1,2)] )</td>
<td>6</td>
<td>not regular</td>
<td>no</td>
<td>no</td>
</tr>
<tr>
<td><img src="image2" alt="Graph 2" /></td>
<td>Group( [(1,2)(3,4)] )</td>
<td>2</td>
<td>not regular</td>
<td>no</td>
<td>no</td>
</tr>
<tr>
<td><img src="image3" alt="Graph 3" /></td>
<td>Group( [(2,3)] )</td>
<td>2</td>
<td>not regular</td>
<td>no</td>
<td>no</td>
</tr>
<tr>
<td><img src="image4" alt="Graph 4" /></td>
<td>Group( [(3,4), (1,2)(3,4)] )</td>
<td>8</td>
<td>2-regular</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td><img src="image5" alt="Graph 5" /></td>
<td>Group( [(1,2)] )</td>
<td>4</td>
<td>not regular</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td><img src="image6" alt="Graph 6" /></td>
<td>Group( [(3,4), (1,2)] )</td>
<td>24</td>
<td>3-regular</td>
<td>yes</td>
<td>yes</td>
</tr>
</tbody>
</table>

6.2. List of graphs on five vertices.

<table>
<thead>
<tr>
<th>Graph</th>
<th>Automorphism Group</th>
<th>Order</th>
<th>Regularity</th>
<th>QSYM</th>
<th>Disjoint Automorphism</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="image7" alt="Graph 7" /></td>
<td>Group( [(3,4), (2,3), (1,2)] )</td>
<td>24</td>
<td>not regular</td>
<td>yes</td>
<td></td>
</tr>
<tr>
<td><img src="image8" alt="Graph 8" /></td>
<td>Group( [(1,2)] )</td>
<td>2</td>
<td>not regular</td>
<td>no</td>
<td></td>
</tr>
<tr>
<td><img src="image9" alt="Graph 9" /></td>
<td>Group( [(3,4), (1,2)] )</td>
<td>4</td>
<td>not regular</td>
<td>yes</td>
<td></td>
</tr>
</tbody>
</table>
disj auts: yes

\[
\text{Group( } [ (1,2)(4,5) ] \text{ )}
\]

not regular
qsym: no
disj auts: no

\[
\begin{align*}
\text{Group( } [ (2,3) ] \text{ )} \\
\text{Group( } [ (2,3)(4,5) ] \text{ )} \\
\text{Group( } [ (2,3)(4,5), (1,2)(3,4) ] \text{ )}
\end{align*}
\]

not regular
qsym: no
disj auts: no

\[
\begin{align*}
\text{Group( } [ (1,2)(4,5) ] \text{ )} \\
\text{Group( } [ (1,2)(4,5), (1,2)(3,4) ] \text{ )} \\
\text{Group( } [ (2,3)(4,5) ] \text{ )}
\end{align*}
\]

not regular
qsym: yes
disj auts: yes

\[
\begin{align*}
\text{Group( } [ (2,3) ] \text{ )} \\
\text{Group( } [ (2,3)(4,5), (1,2)(3,4) ] \text{ )} \\
\text{Group( } [ (2,3)(4,5) ] \text{ )}
\end{align*}
\]

not regular
qsym: yes
disj auts: yes
6.3. List of graphs on six vertices.

8
not regular
qsym: yes
disj auts: yes

10
2-regular
qsym: no
disj auts: no

2
not regular
qsym: no
disj auts: no

Group( [ (1,2)(3,4) ] )
2
not regular
qsym: no
disj auts: no

Group( [ (2,3), (4,5) ] )
4
not regular
qsym: yes
disj auts: yes

Group( [ (4,5), (2,3) ] )
4
not regular
qsym: yes
disj auts: yes

Group( [ (3,4), (1,2), (1,3)(2,4) ] )
8
not regular
qsym: yes
disj auts: yes

Group( [ (4,5), (3,4), (1,2) ] )
12
not regular
qsym: yes
disj auts: yes

Group( [ (4,5), (3,4), (2,3), (1,2) ] )
120
4-regular
qsym: yes
disj auts: yes

Group( [ (4,5), (3,4), (2,3), (1,2) ] )
120
not regular
qsym: yes
disj auts: yes

Group( [ (4,5), (3,4), (2,3), (1,2) ] )
120
not regular
qsym: yes
disj auts: yes

Group( [ (2,3), (1,2) ] )
6
not regular
qsym: no
disj auts: no

Group( [ (2,3), (1,2) ] )
6
not regular
qsym: no
disj auts: no
Group([ (4,5), (2,3), (1,2) ])
12
not regular
qsym: yes
disj auts: yes

Group([ (3,4), (1,2) ])
2
not regular
qsym: no
disj auts: no

Group([ (3,4), (1,2) ])
4
not regular
qsym: yes
disj auts: yes

Group([ (3,4), (1,2) ])
4
not regular
qsym: yes
disj auts: yes

Group([ (4,5), (1,2) ])
8
not regular
qsym: yes
disj auts: yes

Group([ (4,5), (1,2) ])
4
not regular
qsym: yes
disj auts: yes

Group([ (4,5), (1,2) ])
4
not regular
qsym: yes
disj auts: yes

Group([ (4,5), (1,2) ])
4
not regular
qsym: yes
disj auts: yes

Group([ (4,5), (1,2) ])
4
not regular
qsym: yes
disj auts: yes
not regular
qsym: yes
disj auts: yes

\[ \text{Group}( \{ (4,5), (3,4), (1,2) \} ) \]

12

not regular
qsym: yes
disj auts: yes

\[ \text{Group}( \{ (3,4), (1,2)(5,6) \} ) \]

4

not regular
qsym: yes
disj auts: yes

\[ \text{Group}( \{ (2,3)(4,5) \} ) \]

6

not regular
qsym: no
disj auts: no

\[ \text{Group}( \{ (2,3)(4,5), (1,2)(5,6) \} ) \]

2

not regular
qsym: no
disj auts: no

\[ \text{Group}( \{ (3,4) \} ) \]
Group( \[ (1,2)(3,4)(5,6) \] )
2
not regular
qsym: no
disj auts: no

Group( () )
1
not regular
qsym: no
disj auts: no

Group( [ (3,4), (1,2)(5,6) ] )
4
not regular
qsym: yes
disj auts: yes

Group( [ (3,4), (2,3) ] )
6

Group( [ (1,2)(3,4)(5,6) ] )
2
not regular
qsym: no
disj auts: no

Group( () )
1
not regular
qsym: no
disj auts: no

Group( [ (3,4), (1,2)(5,6) ] )
4
not regular
qsym: yes
disj auts: yes

Group( [ (3,4), (2,3) ] )
6
not regular
qsym: no
disj auts: no

Group( (3,4), (2,3)(4,5) )

Group( (2,3)(4,5) )

not regular
qsym: yes
disj auts: yes

Group( (3,4), (2,3)(4,5) )

not regular
qsym: no
disj auts: no

Group( (3,4), (2,3)(4,5) )

not regular
qsym: no
disj auts: no

Group( (3,4) )

Group( (2,3)(4,5) )

not regular
qsym: no
disj auts: no

Group( (3,4) )

Group( (2,3)(4,5) )

not regular
qsym: no
disj auts: no
\[
\begin{array}{c}
\text{Group( } () \text{ )} \\
\text{not regular} \\
\text{qsym: no} \\
\text{disj auts: no}
\end{array}
\]

\[
\begin{array}{c}
\text{Group( } [ (3,4) ] \text{ )} \\
\text{not regular} \\
\text{qsym: no} \\
\text{disj auts: no}
\end{array}
\]

\[
\begin{array}{c}
\text{Group( } [ (2,3) ] \text{ )} \\
\text{not regular} \\
\text{qsym: no} \\
\text{disj auts: no}
\end{array}
\]

\[
\begin{array}{c}
\text{Group( } [ (4,5), (2,3) ] \text{ )} \\
\text{not regular} \\
\text{qsym: yes} \\
\text{disj auts: yes}
\end{array}
\]

\[
\begin{array}{c}
\text{Group( } [ (4,5), (2,3) ] \text{ )}
\end{array}
\]
not regular
qsym: no
disj auts: no

not regular
qsym: no
disj auts: no

not regular
qsym: no
disj auts: no

not regular
qsym: yes
disj auts: yes

Group( \[ (2,4)(3,5) \] )
2

Group( \[ (4,5) \] )

Group( \[ (4,5) \] )
2

Group( \[ (4,5) \] )

not regular
qsym: yes
disj auts: yes

not regular
qsym: yes
disj auts: yes
Group( \([ (4,5), (2,3) ] \) )

not regular
qsym: yes
disj auts: yes

Group( \([ (4,5), (2,3) ] \) )

not regular
qsym: yes
disj auts: yes

Group( \([ (4,5), (2,3) ] \) )

not regular
qsym: yes
disj auts: yes

Group( \([ (4,5), (3,4), (2,3) ] \) )

not regular
qsym: yes
disj auts: yes

Group( \([ (5,6), (3,4), (2,3), (1,2) ] \) )

not regular
qsym: yes
disj auts: yes

Group( \([ (5,6), (3,4), (2,3), (1,2) ] \) )

not regular
qsym: yes
disj auts: yes
not regular
qsym: yes
disj auts: yes

Group( [ (5,6), (3,4), (2,3), (1,2) ] )
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not regular
qsym: yes
disj auts: yes

Group( [ (3,4), (1,2) ] )
4

not regular
qsym: yes
disj auts: yes

Group( [ (1,2), (3,4)(5,6) ] )
4

not regular
qsym: yes
disj auts: yes

Group( [ (1,2), (3,4)(5,6) ] )
4

not regular
qsym: yes
disj auts: yes

Group( [ (1,2) ] )
2

not regular
qsym: no
disj auts: no
Group( \( \{ (1,2) \} \) )

- 2
- not regular
- qsym: no
- disj auts: no

Group( \( \{ (5,6), (3,4), (1,2) \} \) )

- 8
- not regular
- qsym: yes
- disj auts: yes

Group( \( \{ (2,3)(5,6) \} \) )

- 2
- not regular
- qsym: no
- disj auts: no

Group( \( \{ (2,3)(5,6), (1,2)(4,5) \} \) )

- 6
- not regular
- qsym: no
- disj auts: no
not regular
qsym: no
disj auts: no

Group( ( ) )

1

not regular
qsym: no
disj auts: no

Group( [ (1,2)(4,5) ] )

2

not regular
qsym: no
disj auts: no

Group( [ (2,3), (5,6), (1,4)(2,5)(3,6) ] )

8

not regular
qsym: yes
disj auts: yes
Group( [ (5,6), (2,3) ] )

not regular
qsym: yes
disj auts: yes

Group( [ (2,3) ] )

not regular
qsym: no
disj auts: no

Group( [ (5,6), (2,3) ] )

not regular
qsym: yes
disj auts: yes

Group( [ (3,4)(5,6), (1,2)(3,5)(4,6) ] )

not regular
qsym: yes
disj auts: yes
Group( \{ (1,2)(3,5)(4,6) \} )

not regular
qsym: yes
disj auts: yes

not regular
qsym: no
disj auts: no

Group( \{ (3,4), (2,3), (1,5) \} )

not regular
qsym: yes
disj auts: yes

not regular
qsym: no
disj auts: no

Group( \{ (2,3) \} )

not regular
qsym: no
disj auts: no

Group( \{ (2,3), (1,5)(4,6) \} )

not regular
qsym: yes
disj auts: yes

Group( \{ (2,3), (1,5)(4,6) \} )

not regular
qsym: no
disj auts: no

Group( \{ (2,3), (1,5)(4,6) \} )

not regular
qsym: yes
disj auts: yes
<table>
<thead>
<tr>
<th>Group( [ (2,3) ] )</th>
<th>Group( [ (2,3)(5,6) ] )</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>not regular</td>
<td>not regular</td>
</tr>
<tr>
<td>qsym: no</td>
<td>qsym: no</td>
</tr>
<tr>
<td>disj auts: no</td>
<td>disj auts: no</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Group( [ (2,3)(5,6) ] )</th>
<th>Group( [ (3,4) ] )</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>not regular</td>
<td>not regular</td>
</tr>
<tr>
<td>qsym: no</td>
<td>qsym: no</td>
</tr>
<tr>
<td>disj auts: no</td>
<td>disj auts: no</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Group( [ (3,4) ] )</th>
<th>Group( [ (3,4), (2,3), (5,6) ] )</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>12</td>
</tr>
<tr>
<td>not regular</td>
<td>not regular</td>
</tr>
<tr>
<td>qsym: no</td>
<td>qsym: yes</td>
</tr>
<tr>
<td>disj auts: no</td>
<td>disj auts: yes</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Group( [ (5,6), (3,4), (2,3) ] )</th>
<th>Group( [ (2,3), (5,6), (4,5), (1,2), (1,4)(2,5)(3,6) ] )</th>
</tr>
</thead>
<tbody>
<tr>
<td>12</td>
<td>72</td>
</tr>
</tbody>
</table>
not regular
qsym: yes
disj auts: yes

\[
Group( \{ (5,6), (2,3), (1,2) \} )
\]

12

not regular
qsym: yes
disj auts: yes

\[
Group( \{ (4,5), (2,3), (1,2) \} )
\]

12

3-regular
qsym: yes
disj auts: yes

\[
Group( \{ (4,5), (2,3), (1,2) \} )
\]

12

not regular
qsym: yes
disj auts: yes

\[
Group( \{ (4,5), (2,3), (1,2)(3,4) \} )
\]

16

not regular
qsym: yes
disj auts: yes

\[
Group( \{ (5,6), (2,3), (1,2)(3,4) \} )
\]

16

not regular
qsym: yes
disj auts: yes

\[
Group( \{ (5,6), (2,3), (1,2)(3,4) \} )
\]

16

not regular
qsym: no
disj auts: no

\[
Group( \{ (2,3)(4,5), (1,2)(3,4) \} )
\]

10

not regular
qsym: no
disj auts: no

\[
Group( \{ (2,3)(4,5), (1,2)(3,4) \} )
\]
Group(\[(2,3)(4,5), (1,2)(3,4)(5,6)\]) 12
3-regular
qsym: no
disj auts: no

Group(\[(5,6), (1,2)(3,4)\]) 4
not regular
qsym: yes
disj auts: yes

Group(\[(2,3), (4,5)\]) 4

Group(\[(1,2)(3,4)(5,6)\]) 2
not regular
qsym: no
disj auts: no

Group(\[(5,6), (1,2)(3,4)\]) 4
not regular
qsym: yes
disj auts: yes

Group(\[(2,3), (4,5)\]) 4

Group(\[(2,3)(4,5)\]) 2
not regular
qsym: no
disj auts: no

Group(\[(5,6), (1,2)(3,4)\]) 4
not regular
qsym: yes
disj auts: yes

Group(\[(2,3), (4,5)\]) 4

Group(\[(5,6), (4,5), (2,3)\]) 4
not regular
qsym: yes
disj auts: yes

Group(\[(2,3), (4,5)\]) 4
Group( \[(5,6), (3,4), (3,5)(4,6), (1,2), (1,3)(2,4)\] )
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4-regular
qsym: yes
disj auts: yes

not regular
qsym: yes
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