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ABSTRACT

We have mapped the number density and mean vertical velocity of the Milky Way’s stellar disk out to roughly two kiloparsecs from the Sun using Gaia Data Release 3 (DR3) and complementary photo-astrometric distance information from StarHorse. For the number counts, we carefully masked spatial regions that are compromised by open clusters, great distances, or dust extinction and used Gaussian processes to arrive at a smooth, non-parametric estimate for the underlying number density field. We find that the number density and velocity fields depart significantly from an axisymmetric and mirror-symmetric model. These departures, which include projections of the Gaia phase-space spiral, signal the presence of local disturbances in the disk. We identify two features that are present in both stellar number density and mean vertical velocity. One of these features appears to be associated with the Local Spiral Arm. It is most prominent at small heights and is largely symmetric across the mid-plane of the disk. The density and velocity field perturbations are phase-shifted by roughly a quarter wavelength, suggesting a breathing mode that is propagating in the direction of Galactic longitude $l \sim 270$ deg. The second feature is a gradient in the stellar number density and mean vertical velocity with respect to galactocentric radius. This feature, which extends across the entire region of our analysis, may be associated with the extension of the Galactic warp into the solar neighbourhood in combination with more localised bending waves.
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1. Introduction

Gaia Data Release 3 (Gaia DR3) provides the measurements necessary to model the six-dimensional phase-space distribution function (DF) of stars within a few kiloparsecs of the Sun (Gaia Collaboration 2016, 2022a,b) and thereby test our understanding of stellar dynamics and galactic evolution. However, analysis of the full phase-space DF is challenging due to the curse of dimensionality and the difficulty of visualising structure in six dimensions. In this paper, we focus on the stellar number density $n$ and mean vertical velocity $\overline{W}$, which are derived from velocity moments of the DF. Our interest in these quantities stems from recent observations of dynamical features in the disk associated with the structure perpendicular to the Galactic mid-plane. These include the number count asymmetry about the mid-plane (Widrow et al. 2012; Yanny & Gardner 2013; Bennett & Bovy 2019; Everall et al. 2022a), bending and breathing motions Widrow et al. (2012), Williams et al. (2013), Carlin et al. (2013), Gaia Collaboration (2018, 2022a), and the phase-space spiral in the $(Z, W)$-plane (Antoja et al. 2018). There is also evidence that the disk is corrugated beyond the solar circle from observations of both $n$ (Xu et al. 2015) and $\overline{W}$ (Schönrich & Dehnen 2018; Friske & Schönrich 2019).

In his seminal work on the vertical structure of the Milky Way, Oort (1932) combined observations of $n$ and $\overline{W}$ in the solar neighborhood to infer the vertical acceleration $a_z$ as a function of $Z$. The essence of the calculation can be understood from dimensional considerations; near the mid-plane $a_z = Z (\Delta W/\Delta Z)^2 = Z \Omega^2$, where $\Delta W$ and $\Delta Z$ are characteristic widths of the disk in $Z$ and $W$, and $\Omega$ is the frequency of vertical oscillations. In principle, simultaneous measurements of the spatial and velocity distributions associated with a disturbance of the disk would similarly allow us to study its dynamics. For example, armed with measurements of the displacement of the mid-plane and mean vertical velocity, we might be able to test theories of bending modes in the disk (see Sellwood 2013 and references therein).

To date, most of the dynamical features mentioned above have been detected in either $n$ or $W$. One notable exception is the phase spiral, which is seen in number counts in the $(Z, W)$ phase-space. The phase spiral almost certainly arises from the incomplete phase mixing of a perturbation to the disk and the presence of information in both $Z$ and $W$ allows us to date the perturbation (e.g. Antoja et al. 2018; Laporte et al. 2019; Li & Widrow 2021; Widmark et al. 2022a). One of the main goals of this paper is to find other examples of perturbations that can be identified in both $n$ and $W$ and combine these two spatially varying fields in order to learn about the time-varying nature of disk perturbations.

The main challenge in inferring $n$ comes from understanding the selection effects. In particular, the Gaia selection function is highly complex (Boubert & Everall 2020; Everall et al. 2022b; Everall & Boubert 2022; Rybizki et al. 2021; Cantat-Gaudin et al. 2022); it mainly depends on stellar crowding and the Gaia scanning law and brightness limits, with the additional confounding issues of dust reddening and extinction. These different factors have a spatial dependence, but are independent with respect to velocity. Modelling significant selection effects is often challenging, making it difficult to accurately extract the stellar number density distribution.
By comparison, it is more straightforward to derive the mean velocity field as a function of spatial position (e.g. Gaia Collaboration 2018; Martinez-Medina et al. 2022) since the spatially dependent selection does not induce a strong systematic bias but only lowers the amount of available data. On the other hand, velocity measurements require parallax, proper motion, and radial velocity measurements. At present, the number of stars in Gaia where this is possible is a factor of ~30 smaller than the total number of stars in the survey.

We modelled the spatial distribution of stars in the Galactic disk within a distance of roughly two kiloparsecs using data from Gaia DR3 Gaia Collaboration (2022b), supplemented with photo-astrometric distances from StarHorse (Anders et al. 2022). We assumed that the three-dimensional stellar number density distribution is a Gaussian process (GP) and used GP regression to estimate the underlying smooth number density field in a non-parametric way that does not rely on any symmetry assumptions such as axisymmetry or mirror symmetry about the Galactic plane. We carefully masked any spatial region that is compromised by a large distance, dust extinction, or the presence of open clusters. Thanks to the inherent property of smoothness of GPs, a masked spatial volume is still informed by its unmasked spatial neighbourhood. In this manner, we were able to construct a model-independent yet robust three-dimensional map of the stellar number density distribution within a distance of a few kiloparsecs. We also mapped the mean vertical velocity field \( \mathbf{\bar{W}} \) using a similar approach, for example masking open clusters, although we simply calculated the mean value in fixed spatial volumes without any GP regression. For a GP model of the velocity field, see Nelson & Widrow (2022).

This article is structured as follows. In Sect. 2 we present the data and define our coordinate system. We describe our method for mapping the stellar number density distribution in Sect. 3 and our method for mapping the vertical velocity distribution in Sect. 4. In Sect. 5 we present our results. In the final Sects. 6 and 7, we discuss and conclude.

2. Data

We used data from Gaia DR3, supplemented with photo-astrometric distance and dust extinction information from StarHorse (Anders et al. 2022), which is available for Gaia stars with an apparent magnitude \( m_G < 18.5 \). We analysed four different stellar populations defined by a range in absolute magnitude in the Gaia G-band according to \( M_G \in (0, 1], (1, 2], (2, 3), \) and \( (3, 4] \). A colour-magnitude diagram illustrating our data sample cuts can be found in Fig. 1. In this paper, all colours and absolute magnitudes (but not apparent magnitudes) are taken directly from the StarHorse catalogue, and thus include a correction for dust reddening or extinction. We plot the age distribution of the respective stellar samples in Appendix A.

We used the Cartesian coordinates \( X = (X, Y, Z) \), which point in the directions of the Galactic centre, Galactic rotation, and Galactic north. In terms of the Galactic longitude and latitude, written \( l \) and \( b \), these coordinates are defined according to

\[
X = d \cos l \cos b, \\
Y = d \sin l \cos b, \\
Z = d \sin b,
\]

where \( d \) is the distance from the solar position. We also made use of the galactocentric cylindrical radius, given by

\[
R = \sqrt{(R_0 - X)^2 + Y^2},
\]

where we assumed a value of \( R_0 = 8.2 \) kpc for the Sun’s distance from the Galactic centre (consistent with, e.g. McMillan 2016).

The time-derivatives of these spatial positions, \( dX/dt \), give the velocities in the solar rest-frame. In this work, we focused on the vertical velocity, which is given by

\[
W = dZ/dt = d d_\mu / \mu_b \cos b + v_{RV} \sin b
\]

where \( k_\mu = 4.74057 \) yr \( \text{mas}^{-1} \) kpc\(^{-1}\) km s\(^{-1}\) is a unit conversion constant, \( \mu_b \) is the latitudinal proper motion, and \( v_{RV} \) is the radial velocity.

We accounted for the statistical uncertainties in number counts while neglecting observational uncertainties in the positions of individual stars. For the spatial positions of stars, we used the Gaia DR3 values for Galactic latitude and longitude and the StarHorse median value for the distance (labelled \( \text{dist50} \) in that catalogue). When calculating the velocities, we used a similar procedure, neglecting observational uncertainties for the proper motions and radial velocity, although with the data quality cuts described in Sect. 4.

The relative precision of StarHorse distances is 3% at the bright end of the luminosity function but only 15% for \( m_G \sim 17 \) (see Fig. 13 in Anders et al. 2022). The spatial volume we studied is potentially problematic due to the high rate of dust extinction and stellar crowding. At a distance of a few kiloparsecs, even a relative uncertainty of a few percent is significant for our purposes, especially where there are strong degeneracies between distance and dust extinction. The data cuts we applied in order to circumvent these issues are described below in Sect. 3.1.

3. Stellar number density distribution

For each of our four stellar populations, defined by different cuts in absolute magnitude, we carefully masked spatial volumes that were compromised by large distances, high dust extinction, or the presence of open clusters. In the remaining spatial volume, where we could consider the data sample to be complete, we fitted a three-dimensional stellar number density distribution function using a GP. These steps are described in detail below.

Fig. 1. Colour-magnitude diagram of stars in StarHorse within a distance of 400 pc. The panel on the right side shows the 1D absolute magnitude histogram. The dashed lines correspond to the magnitude cuts of our four data samples. The colour and absolute magnitude values are intrinsic and dust-corrected as given directly by the StarHorse catalogue.
3.1. Masks

Our strategy was to choose a spatial volume and range in apparent magnitude that minimised completeness issues. Specifically, we limited ourselves to $m_G$ in the range of 6–18, where the Gaia completeness function is close to unity, typically with deviations that are a few percent at most (Everall & Boubert 2022; Cantat-Gaudin et al. 2022). Furthermore, we masked areas of the sky where the number density is biased by the presence of open clusters. For this purpose, we constructed a mask function, written $\text{mask}(X)$, which can either take a value of either zero or unity at every point in three-dimensional space. Any unmasked spatial volume was assumed to be complete.

We began by constructing a three-dimensional dust extinction map as a function of the angles $l$ and $b$ and the cylindrical radius $R_{\text{cyl}} = \sqrt{X^2 + Y^2}$. We divided the $(l,b)$ sky using a HEALPix map of order 7 (corresponding to an angular resolution of 0.46 degrees) and divided $R_{\text{cyl}}$ into segments of width 100 pc. Each combination of the $R_{\text{cyl}}$ segment and $(l,b)$-pixel corresponded to its own spatial volume for which we calculated the 80th percentile of dust extinction using StarHorse data (column $a_\text{g50}$) for all stars with $M_G < 6$ mag. Although we binned in terms of $R_{\text{cyl}}$, the map can equally well be understood in terms of heliocentric distance with a resolution in distance that depends on $b$.

Within each of these three-dimensional $(l,b,R_{\text{cyl}})$ volumes, the mask function was set to unity only where it was fulfilled that

$$M_{G,\text{high}} + 5 \log_{10}\left(\frac{\text{distance}}{10\ \text{pc}}\right) + \text{(80th percentile dust ext.)} < 17.$$  

(4)

This criterion ensured that the non-masked data of some given spatial position have a distribution of apparent magnitudes that falls largely below 17, with only a weaker tail of stars that were dimmer than this limit. In this sense, using the 80th dust extinction percentile is a conservative measure.

We also masked the spatial volume where open clusters affected the stellar number density or obscured the field of view. We used the catalogue of open clusters from Cantat-Gaudin et al. (2018). For each open cluster, we assumed an angular size given by two times its half-light radius ($r_{50}$ in the open cluster catalogue). Using the same sky map as defined for the dust mask above, we masked any spatial volume where the $(l,b)$-pixel overlapped with an open cluster’s angular area and the spatial distance extended beyond the fifth percentile distance of the open cluster ($d_{05}$ in the open cluster catalogue). In doing so, we masked the spatial volumes that lie behind the sight-line of an open cluster, thereby mitigating incompleteness effects that may arise from stellar crowding.

The mask functions of our stellar samples can be seen in Fig. 2. The circular patches are masked due to open clusters, while the remaining more complex structure arises from dust extinction and the limit in apparent magnitude as defined in Eq. (4). The four data samples shown in the figure differ in their spatial extent, where the brightest sample reaches greater distances.

In addition to these upper distance constraints, we also masked the nearby spatial volume in order to avoid stars that are too bright. We set a lower limit in distance, requiring that this criterion was fulfilled:

$$M_{G,\text{low}} + 5 \log_{10}\left(\frac{\text{distance}}{10\ \text{pc}}\right) > 6.$$  

(5)
3.2. Number count and number density

The data for our GP analysis were reduced in the following way. We divided the spatial volume into a three-dimensional Cartesian grid with a 100 pc spacing in X and Y, and a 10 pc spacing in Z. We chose a smaller grid spacing in the Z direction, since the scale length for variations normal to the Galactic plane is smaller than the scale length for variations parallel to the Galactic plane. Furthermore, because we wished to study the Galactic disk, we restricted ourselves to |Z| ≤ 800 pc. Each volume cell, written $V_{i,j,k}$, was labelled by the triplet of indices $(i, j, k)$, which sets its spatial boundaries according to

\[
100 \times i - 50 < \frac{X}{\text{pc}} < 100 \times i + 50, \\
100 \times j - 50 < \frac{Y}{\text{pc}} < 100 \times j + 50, \\
10 \times k < \frac{Z}{\text{pc}} < 10 \times (k + 1).
\] (6)

These volume cells could be partly or completely masked by the mask function described above.

The stellar number count in a given volume cell was related to its number density in the following way. Each volume cell had its specific number count, written $N_{i,j,k}$, given by the number of stars that remained in the volume cell after applying the mask function. We also associated each volume cell with an effective volume, written $\Omega_{i,j,k}$, corresponding to the non-masked volume within that cell:

\[
\Omega_{i,j,k} = \int_{V_{i,j,k}} \text{mask}(X) \, d^3X.
\] (7)

The effective volume of each cell was calculated numerically via Monte Carlo integration, and took values in the range [0, $10^3$] pc$^3$. These quantities were unique for each separate data sample.

For each volume cell that was not completely masked, the stellar number density was given by

\[
n_{i,j,k} = \frac{N_{i,j,k}}{\Omega_{i,j,k}}.
\] (8)

We took the associated statistical uncertainty of $n_{i,j,k}$ to be

\[
\sigma_{i,j,k} = \frac{\sqrt{(N_{i,j,k}^2 + 5^2)i/4}}{\Omega_{i,j,k}},
\] (9)

which corresponds to a Poisson count uncertainty in the limit of high data counts. We added a number 5 in quadrature in the nominator in order to decrease the statistical power where the data count is very low. Because we estimated the uncertainty from the data count, rather than from an underlying model that generates it, this statistical uncertainty was often underestimated especially for data bins with low number counts. We were mainly interested in the results where the number count was fairly high and the added number 5 was negligible; however, adding this number was necessary in order to avoid fitting artefacts, due to very low number count values at large distances from the Galactic mid-plane or where $\Omega_{i,j,k}$ was close to zero. Choosing a slightly different number did not significantly alter our results.

The disk plane projections of number counts, after masks had been applied, can be seen in Fig. 3. The total number of volume cells that were not completely masked (i.e. $\Omega_{i,j,k} > 0$ pc$^3$) was equal to 1 005 181, 806 270, 584 684, 310 122 for our four data samples (from brightest to dimmest). The total number of stars in the non-masked spatial volume are 4 613 344, 3 307 223, 2 584 684, 310 122 for our four data samples (from brightest to dimmest). The total number of stars in the non-masked spatial volume are 4 613 344, 3 307 223, 2 584 684, 310 122 for our four data samples (from brightest to dimmest).

3.3. Gaussian process fit

In this section, we describe how we modelled the normalised number counts as a GP. GP methods allow us to infer or interpolate an underlying function given a finite number of function observations. The main attraction of GPs for this work is that they allowed us to model the stellar number density $n(X)$ as a smooth and differentiable function without imposing a parametric form that presupposes constraints such as Galactic axisymmetry. In addition, data uncertainties can be incorporated into GP modelling as long as they are approximately Gaussian.

Formally, a GP is a collection of random variables with the property that any finite subset of these variables has a multivariate normal distribution (see, e.g. Rasmussen & Williams 2005). The probability distribution function (PDF) for $N$ random variables from a GP is therefore defined by an $N \times N$ covariance matrix. In our case, the variables were the normalised number counts as labelled by $i, j, k$, while the elements of the covariance matrix depended on the distances between pairs of volume bins through a function usually called the kernel. In this paper, we used the radial basis function kernel, guaranteeing continuity and smoothness, for which the covariance matrix element for two bins with grid indices $(i, j, k)$ and $(i', j', k')$ is

\[
k_{i,j,k, i', j', k'} = \exp\left(-\frac{(X_{i,j,k} - X_{i', j', k'})^2}{2 \sigma_X^2} - \frac{(Y_{i,j,k} - Y_{i', j', k'})^2}{2 \sigma_Y^2} - \frac{(Z_{i,j,k} - Z_{i', j', k'})^2}{2 \sigma_Z^2}\right).
\] (10)

The parameters $A$, $l_x$, $l_y$, and $l_z$ determine the overall variance and length scales associated with structure in the number counts. Proper choice of these hyperparameters is essential to finding a suitable model.

If we wished to infer the number counts at some new position $X'$, the joint PDF for $N$ data points and the new point is defined by an $(N + 1)$-dimensional Gaussian. On the other hand, the conditional PDF for the new point given the data is found by marginalising over the data via the Bayes theorem. Since the PDFs are all Gaussian, the marginalisation integrals can be done analytically. However, for this step, we must invert the $N \times N$ data covariance matrix, which is an $O(N^3)$ operation that requires $O(N^2)$ of rapid-access memory.

An exact GP analysis of our full data set was unfeasible given the large number of measurements and the CPU and RAM requirements of the GP calculation. There are numerous approximation schemes such as the inducing point method that allow us to apply GP regression to very large data sets (see Titsias 2009 and references therein). Here, we took the simple approach of applying GP regression to smaller spatial sub-volumes, rather than to the complete spatial volume all at once. For each cell in the $(X, Y)$-plane, we fitted a new GP to its surroundings, including all other area cells within 650 pc (i.e. $l_{\text{diff}} + l_{\text{diff}}^2 < 6.5^2$). The GP was fitted to the normalised number count $N$, with its associated uncertainty $\sigma$.

In terms of the hyperparameters of the GP, as expressed in Eq. (10), we set the variance $A$ to be equal to the variance of the normalised number count in the non-masked volume cells and used the spatial correlation scale lengths $(l_x, l_y, l_z) = (300, 300, 100)$ pc. Due to the computational cost and the shortcut of implementing GPs in sub-volumes, we did not attempt to fit the hyperparameters. Even if fitting the hyperparameters were computationally feasible, it still might not be desirable. The hyperparameters were specifically chosen such that the stellar number density fits would have certain properties of being correlated over reasonable spatial scales. Choosing a smaller correlation scale lengths could make it too sensitive to perturbations and systematic issues on smaller spatial scales. For example, there are degeneracies between parallax and absolute
mixture model of three disk components that take a functional symmetric across the mid-plane. For this purpose, we used a distribution function, which was fully axisymmetric and mirror parametric fit to our data using an analytic stellar number density are broken. In order to study these residuals, we also performed a ground, and in which ways the symmetries of the Galactic disk are tested in the perturbations with respect to some smooth background. For our non-parametric GP fit to the data, we were mainly interested in the beginning of Sect. 5.

3.4. Symmetric analytic function

For our non-parametric GP fit to the data, we were mainly interested in the perturbations with respect to some smooth background, and in which ways the symmetries of the Galactic disk are broken. In order to study these residuals, we also performed a parametric fit to our data using an analytic stellar number density distribution function, which was fully axisymmetric and mirror symmetric across the mid-plane. For this purpose, we used a mixture model of three disk components that take a functional form

\[
f_{\text{symm}}(R, Z | a_i, L_i, H_i, Z_\odot) = \sum_{i=1}^{3} a_i \exp \left( -\frac{R - R_\odot}{L_i} \right) \text{sech}^2 \left( \frac{Z + Z_\odot}{H_i} \right).
\]

It has ten free parameters: \(a_i\) is the respective amplitude of the three disk components, \(L_i\) is their scale lengths, \(H_i\) is their scale heights, and \(Z_\odot\) is the height of the Sun with respect to the disk mid-plane. We constrained \(a_i\) to be positive, \(L_i > 500\) pc, and \(H_i > 100\) pc.

We fitted \(f_{\text{symm}}\) to the measured stellar densities in the non-masked spatial volume by maximising a Gaussian likelihood with the Adam optimiser (Kingma & Ba 2014). We used the same normalised stellar number count and statistical uncertainty as are defined in Eqs. (8) and (9), to the spatial volume that includes all area cells where the mean effective fractional volume for \(|Z| < 500\) pc was larger than 50%. For each of our four data samples, we performed separate fits of \(f_{\text{symm}}\). The fitted parameters are found in Appendix B, where we also discuss some additional tests (e.g. fitting a smaller or larger number of disk components).

The main purpose of this function is to facilitate the visualisation of the GP model and serve as a smooth and symmetric background distribution for comparison purposes. For this reason, we refrain from making any strong physical interpretation of this function in isolation.

4. Vertical velocity distribution

In addition to the stellar number density field, we also studied the vertical component of the velocity field. We calculated the mean vertical velocity of our four stellar samples as a function of spatial position. We did so from the radial velocity sample, requiring a radial velocity uncertainty lower than 5 km s\(^{-1}\). The vertical velocity of each such star was given directly by its StarHorse distance \((d\text{ist}\_50)\) and Gaia DR3 velocity information (neglecting observational uncertainties). We also produced results with stronger data quality cuts in proper motion and distance uncertainty, but saw only small differences in the results.

We cleaned the data of open clusters. For each open cluster, we masked the spatial volume defined by an angular radius within \(3 \times r_{50}\) of its sky angular position and a distance from the Sun in the range \((d_{95} - 3 \times r_{50}, d_{95} + 3 \times r_{50})\), where \(r_{50}\) is the half-light radius and \(d_{95}\) is the 5th (95th) distance percentile in the open cluster catalogue of Cantat-Gaudin et al. (2018). Hence, this open cluster mask was slightly different from the one applied when studying the stellar number density field, where we also masked any spatial volume that lies behind the open cluster. For the vertical velocity field, open clusters are problematic because they are not representative of the bulk stellar distribution, while incompleteness effects that arise due to stellar crowding behind an open cluster are not expected to produce a significant bias.

We divided the disk plane using the same area cells as defined in Eq. (6). We divided the bins in terms of height, using bin edges at 0, 50, 100, 200, 300, 500, and 700 pc for the Galactic north, and the corresponding negative values for the Galactic south. For the transformation to the disk rest frame, we used a fixed value of \(Z_\odot = 15\) pc for all data samples. The total number of stars with velocity information is 1 912 727, 786 600, 1 533 870, and 2 243 873 for our four data samples.

5. Results

In Fig. 4 we show the GP fit for a group of 25 neighbouring area cells. This area of the \((X, Y)\)-plane was chosen to illustrate a few key points. The first column panel in the second row shows that the presence of an open cluster has completely masked the number count information at \(Z \approx -100\) pc.
However, because the GP is correlated with nearby spatial regions, the fitted curve is still inferred in this sub-volume, with reasonable results. By comparing the fit in the respective panels, we can see that the fitted \( n(Z) \) distribution varies somewhat in shape; for example, in some panels \( n(Z) \) is clearly more skewed than in others. Our spatial correlation lengths of (300, 300, 100) pc seem to be good choices. This conclusion was confirmed by trying other values, both greater and smaller. Our fit picks out interesting structures in \( n(Z) \) on the hundred-parsec scale. On the other hand, it smooths out smaller-scale structures in the data, such as the feature near the mid-plane in the centre panel that has a spatial scale of a few tens of parsecs. We view these properties as an advantage of our method; structures that are considerably smaller than the disk scale height could well be artefacts of some systematic error, for example related to small-scale structures in the dust distribution. With this in mind, caution should be taken when interpreting these results, as they are a product of a specific data-processing procedure and not a perfect or complete representation of the underlying data.

In Fig. 5 we show the number density perturbations from the \( 2 < M_G < 3 \) data sample as projected onto the disk plane for different bins in \( Z \). These perturbations are shown in terms of the ratio of our GP fit and the fitted symmetric function (\( f_{\text{symm}} \), as described in Sect. 3.4; its fitted parameters are found in Appendix B). There are a number of prominent perturbation features. First, there is an over-density at around \( (X,Y) = (-0.3, 0.8) \) kpc and for bins close to the mid-plane (\( Z < 300 \) pc). The structure is fairly symmetric across the
Fig. 5. Stellar number density variations in the \((X, Y)\)-plane of the data sample with \(2 < M_G \leq 3\), for different bins in height. The left (middle) column shows the density variations north (south) of the mid-plane as the ratio of the GP and symmetric analytic fit (as described in Sects. 3.3 and 3.4, respectively). The right column shows the asymmetries between the north and south of the GP fits, where each row corresponds to a specific range in height with respect to the mid-plane location when fitting \(f_{\text{symm}}\). The arrows in the top right panel show the directions of the Galactic centre and Galactic rotation. The axes ranges are shared between all panels.
north and south and matches the location of the Local Spiral Arm found by Xu et al. (2013) and Reid et al. (2014, 2019). Secondly, at greater heights, mainly for 500 \( \leq |Z| < 700 \) pc, there are strong asymmetries between the north and south density fields, roughly corresponding to a dipole oriented along the X-axis. Thirdly, there are asymmetries between the north and south mainly around the disk location \((X, Y) = (1, -1)\) kpc and \(|Z| < 100\) pc. This region is highly affected by dust extinction and stellar crowding and we cannot rule out the possibility that the feature is, at least in part, a systematic artefact.

In Fig. 6 we show the stellar number density for the \(2 < M_G \leq 3\) data sample in the \((R, Z)\)-plane for the region \(|Y| < 250\) pc. We also show its ratio with respect to \(f_{\text{symm}}\). The projection of the phase-space spiral is clear; the spiral appears as over-densities at \(Z \approx 250\) pc and \(Z \approx -400\) pc for \(R\) in range of roughly 7–9.5 kpc. This connection is illustrated in Fig. 7, where we show the phase-space spiral of the solar neighbourhood, for the spatial cylindrical volume that fulfils \(R_{\text{cyl}} = \sqrt{X^2 + Y^2} < 500\) pc, and stars with available radial velocity measurements. These results come from Widmark et al. (2021); we refer to that article for a detailed explanation of the method and data quality cuts. The top panel of Fig. 7 shows the stellar number count histogram in the \((Z, W)\)-plane, and the middle panel shows how this stellar number density compares to a fitted smooth and symmetric background distribution. This background distribution is a Gaussian mixture model, consisting of six Gaussians that are all constrained to be centred on the same point in the \((Z, W)\)-plane. The bottom panel shows how the spiral perturbation is projected onto the vertical spatial axis (i.e. how it manifests in terms of an \(n(Z)\) perturbation). In the immediate solar neighbourhood, it corresponds to over-densities at \(Z \approx 200\) pc and \(Z \approx -400\) pc, and to under-densities at the corresponding \(Z \approx -200\) pc and \(Z \approx 400\) pc, which is clearly consistent with the results shown in Fig. 6. It is difficult to tell whether these structures continue outside this range in \(R\). Moreover, it is unclear whether our results can be trusted at such great distances, especially so close to the disk mid-plane. The large-scale asymmetry seen at greater heights in Fig. 5 is also evident in both panels of Fig. 6. The figure suggests that there is a misalignment between between the stellar populations occupying large heights above and below the plane (\(|Z| \approx 600\) pc) and those at smaller heights (\(\leq 300\) pc), with the mid-plane of the former population exhibiting a positive slope with respect to \(R\), while the latter population is flat, especially for \(R > 9\) kpc.

Our discussion of number densities in this section has focused on the data sample defined by \(2 < M_G \leq 3\), which we consider to be most informative. The brighter data samples reach greater distances but it is more difficult to tease out clear stellar number density structures since the information gathered at these distances is plagued by poorer statistics and systematic issues that we have not been able to control for (e.g. degeneracies between dust extinction and distance). Conversely, the dimmest data sample has the greatest number of stars and yields robust and trustworthy results, but also covers a smaller spatial volume. The corresponding plots of these other data samples can be found in Appendix C. Overall, similar stellar number density structures are visible in all four stellar samples, although the perturbations at lower vertical energies are less pronounced for the dimmest data sample.

In Fig. 8 we show the mean vertical velocity distribution for our brightest data sample in the same volume cells that were used in Fig. 5. Because the statistics for the velocity information is poorer, we smoothed these maps in the \((X, Y)\)-plane by convolving it with a 2D Gaussian with a standard deviation of 150 pc in both directions, corresponding to an effective area of \(1.4 \times 10^3\) pc\(^2\). The vertical velocity is offset by \(7.25\) km s\(^{-1}\) to account for the motion of the Sun with respect to the mid-plane. The corresponding plots for two other data samples can be found in Appendix C, although they are much more limited in distance. The two main stellar number density perturbations in Fig. 5 have clear counterparts in the vertical velocity field. First, the over-density that is close to the Galactic mid-plane at approximately \((X, Y) = (-0.3, 0.8)\) kpc has a vertical velocity counterpart with a similar shape. The feature is seen most clearly in the fourth row of Fig. 8, with negative values for \(\overline{v}_N - \overline{v}_N\) in the third column, implying compression. Second, the large-scale asymmetries at greater heights have a corresponding structure in the vertical velocity field, as can be seen in the two bottom rows of Fig. 8; towards the Galactic anti-centre, both the north and south have a positive mean vertical velocity. As with the stellar number density perturbation, the feature is present at larger distances from the mid-plane.

In Figs. 9 and 10, we show joint contour plots of the stellar number density and vertical velocity perturbations in the spatial region where we saw an elongated perturbation at lower heights, in both area and \(W\). The disk plane area covered in these two figures is determined by the distance limits of the respective data.
samples, mainly from the $\vec{W}$ field, which requires $v_{\text{GV}}$ measurements; for the same reason, the two dimmer data samples are too limited in distance to be informative of this spatial region. The figures highlight the relation between the two fields. By eye, the perturbations in density and vertical velocity have roughly the same orientation and the same width across the short axis, but they are out of phase by $\pi/2$. This general structure is present in both data samples and figures. Simultaneous measurements of a perturbation in $n$ and $W$ allow us to associate a timescale with the disturbance. The continuity equation can be written

$$\frac{1}{n} \frac{dn}{dt} = -\nabla \cdot \mathbf{V},$$

which gives the timescale $\tau = (\delta n/n)/(\Delta W/\Delta z)$. The perturbation described here, $\Delta W \approx 3 \, \text{km s}^{-1}$ for $\Delta z \approx 600 \, \text{pc}$ and $\delta n/n \approx 0.4$, which gives $\tau \approx 80 \, \text{Myr}$. We note that this calculation neglects a stellar source term, which could be significant for the star-forming region of a spiral arm, especially for more luminous stars; this is discussed further in Sect. 6. For a further discussion of the divergence of the local stellar velocity field, see Monari et al. (2015) and Nelson & Widrow (2022).

6. Discussion

The stellar number density and vertical velocity fields show clear evidence for perturbations across our local patch of the disk. The features that we associate with perturbations are present in all four samples, although they differ in amplitude and structure from one sample to the next. For example, the elongated feature centred on $(X, Y) = (-0.3, 0.8) \, \text{kpc}$ and at heights $|z| \leq 300 \, \text{pc}$ is most prominent in the brighter samples. We have tentatively identified this feature with the Local Spiral Arm and so the magnitude dependence of the feature may reflect the observation that spiral structure is associated with recent star formation and hence stars at the bright end of the luminosity function (Binney & Merrifield 1998). The general statement is that perturbations in stellar number density $n$ do not perfectly reflect those of the total stellar mass density, although they are clearly related.

To explore the possible connection of this feature with the Local Spiral Arm (Xu et al., 2013), we zoom into this region in Figs. 9 and 10. The $n$ and $\vec{W}$ perturbations are offset by approximately a quarter wavelength. This suggests a breathing wave that is travelling in the direction of $l \approx 270$ deg, roughly coincident with the position of the Local Spiral Arm found by Reid et al. (2014). The link between spiral structure and breathing modes has been established in an analytic study of the linearised Boltzmann equation by Monari et al. (2016a) and in an analysis of high-resolution simulations by Kumar et al. (2022). In a related work, Monari et al. (2016b) showed that a strong Galactic bar can alter and repress the phase offset between the $n$ and $\vec{W}$ perturbations; this scenario is disfavoured by our results.

The following toy model illustrates the breathing-mode hypothesis. For simplicity, we assumed that the local gravitational potential is additively separable in $R$ and $z$ and that the vertical component of the potential is harmonic with $\Phi(z) = \frac{1}{2} \Omega_z^2 z^2$. The vertical action-angle variables are then $J_z = E_z/\Omega_z$ and $\theta_z = \tan^{-1}(\Omega_z \zeta/w)$, where $E_z = w^2/2 + \Phi_z(z)$ is the vertical energy. Vertical oscillations follow a clockwise path (i.e. increasing $\theta_z$) in the $(z, w)$-plane. For definiteness, we imagine that the unperturbed system is isothermal in the vertical direction so that the equilibrium DF in the $(z, w)$-plane is $f_0 \propto \exp(-E_z/\sigma_z^2)$. The simplest breathing-mode perturbation is proportional to $\cos(2\theta_z - \omega_b t - \chi(X, Y))$. At $t = 0$, the DF is squeezed in $z$ and stretched in $w$, thereby increasing the density near the mid-plane. The perturbed DF then rotates in the clockwise sense with a pattern speed $\omega_b/2$. The complete model is

$$f(X, W) = f_0(E_z)[1 + \epsilon E_z \cos(2\theta_z - \omega_b t - \chi(X, Y))],$$

where $\epsilon$ adjusts the amplitude of perturbation. The perturbation is of the form $f_0 \propto \exp(-E_z/\sigma_z^2)$, which gives $\tau = (\delta n/n)/(\Delta W/\Delta z)$. The perturbation described here, $\Delta W \approx 3 \, \text{km s}^{-1}$ for $\Delta z \approx 600 \, \text{pc}$ and $\delta n/n \approx 0.4$, which gives $\tau \approx 80 \, \text{Myr}$. We note that this calculation neglects a stellar source term, which could be significant for the star-forming region of a spiral arm, especially for more luminous stars; this is discussed further in Sect. 6. For a further discussion of the divergence of the local stellar velocity field, see Monari et al. (2015) and Nelson & Widrow (2022).
Fig. 8. Mean vertical velocities of the data sample with $0 < M_G \leq 1$, in the same spatial volumes as in Fig. 5. The results of each bin in $z$ are averaged over a larger area in the $(X,Y)$-plane for better visibility; the $(X,Y)$-grid is convolved with a 2D Gaussian with a standard deviation of 150 pc. The two right columns show the number count in the respective spatial volumes; these quantities account for the smoothing in the $(X,Y)$-plane and correspond to the effective number of stars that inform the $\overline{w}$ value. A volume cell is masked when this effective stellar number count falls below 100.
where \( \chi \) encodes the propagation of the wave in the plane of the disk. Although this model is purely phenomenological, its functional form is motivated by analytic studies of modes in an isothermal plane (Mathur 1990; Weinberg 1991; Widrow & Bonner 2015).

In Fig. 11 we present a chi-by-eye realisation of the model that captures qualitative features of Figs. 9 and 10. The function \( \chi \) is chosen to correspond to an outward-propagating, trailing logarithmic spiral:

\[
\chi(X, Y) = k \log(R/R_0) - p\phi, \tag{14}
\]

where \( R \) and \( \phi \) are galactocentric polar coordinates, \( p \) is the tangent of the pitch angle, and the wavelength is \( 2\pi R_0/k \). For the figure, we set \( k \) and \( p \) so that the wavelength is 1 kpc and the pitch angle is \( 12^\circ \), as is the case for the Local Spiral Arm (Xu et al. 2013). We have also included an envelope function that serves to localise the perturbation about the point \((X, Y) = (-200, 600) \) pc. The three top panels in Fig. 11 correspond to \( \omega_0 t = \{\pi, 3\pi/2, 2\pi\} \), respectively.

The density and velocity fields of this simple toy model capture the qualitative features seen in the data. However, as discussed in the previous section, the data exhibit a number density perturbation of about 40% and a velocity perturbation of a few km s\(^{-1}\). Our simple toy model predicts stronger perturbation for the velocity field relative to the number density field (where the overall strength is set by the free parameter \( \epsilon \)). Evidently, an explanation of the observed relative strength of the velocity and density perturbations will require a more complicated model. An obvious extension would be to consider a superposition of modes. Furthermore, as mentioned in the beginning of this section, the observed perturbation in \( n \) is likely affected by recent star formation, especially for our brighter data samples. Hence, the over-density in \( n \) is likely inflated as compared to the relative over-density of the total matter density field in the same spatial location.

The large-scale bending mode feature is seen as an upward shift in the thicker disk component (roughly \(|z| > 300 \) pc), for stars in the direction of the Galactic anti-centre. The same structure is reflected in the vertical velocity distribution, where the corresponding northern and southern spatial volumes have a mean velocity towards the Galactic north, thus having the characteristic of a bending mode. However, the thinner disk component is less affected within the studied range in distance, remaining much more flat for both \( n \) and \( \bar{W} \). The structure can be interpreted as a mix of smaller-scale bending waves and the global Galactic warp as it extends into the solar neighbourhood. This interpretation is consistent with the analysis by Schönrich & Dehnen (2018), who measured \( \bar{W} \) as a function of \( L_z \) (the angular momentum about the \( z \)-axis) for the immediate solar neighbourhood stars in the Gaia-TGAS dataset. They found that the variations in \( \bar{W} \) could be modelled as small-scale oscillations of \( \bar{W} \) with \( R \) (with a wavelength of roughly 2.5 kpc) superimposed on a linear function that increases with \( R \). This linear trend is also consistent with the results from Poggio et al. (2020), who modelled the large-scale Galactic warp and precession of the Milky Way’s stellar disk. In their model, even though the Sun lies just 17 deg from the line of nodes, constant \( W \) contours were roughly aligned with Galactic azimuth. We find a similar alignment, as shown in Fig. 8. The situation with \( n \) is more complicated. In the model by Poggio et al. (2020), the disk bends toward the south (negative \( z \)) in the solar neighbourhood. Thus, we expect that the north–south asymmetry in \( n \) should increase with \( R \). Due to our close proximity to the line of nodes, the direction of steepest increase in the asymmetry will be in the direction of increasing \( R \) and decreasing \( \phi \) (increasing \( X \) and decreasing \( Y \)). This trend is consistent with what we found in Fig. 5 for the regions closest to the mid-plane. However, the sign reverses for greater \(|z| \). This complicated structure in number density is also shown in Fig. 6.

Some structures in \( n \), such as the horizontal bands in the bottom panel of Fig. 6, with \(|Z| \) in range 200–600 pc, are projections of the phase-space spiral. The properties of the phase-space spiral such as its phase and amount of winding in the \((Z, W)\)-plane, varies slowly across the disk on scales of a few kiloparsecs in \( X \) and \( Y \) (e.g. Bland-Hawthorn et al. 2019; Widmark et al. 2021, 2022b; Hunt et al. 2022; also supported by simulations,
Fig. 11. Toy model perturbations to the disk. The bottom panel shows $n$ and $\overline{W}$ for $|z| < 300$ pc and is analogous to Figs. 9 and 10. The dotted line corresponds to the disk area covered in Fig. 9. In the top three panels, we show the number counts in the $(z, w)$-plane at the points A, B, and C that are highlighted in the lower panel. In order to facilitate a comparison between them, an iso-energy contour for the unperturbed disk is shown as a dashed line.

We have mapped the stellar number density distribution ($n$) and the mean vertical velocity distribution ($\overline{W}$), as a function of spatial position in the Milky Way disk, out to a distance of a few kiloparsecs. We have done so in a fairly model-independent manner using GPs, which does not rely on any symmetry assumptions.

In addition to projections of the phase-space spiral, we identify two main perturbation features with respect to a fully symmetric background. First, we see an elongated over-density feature in $n$ and corresponding breathing-mode compression in $\overline{W}$ at the spatial location of the Local Spiral Arm. The ridges of these $n$ and $\overline{W}$ structures are offset in the direction perpendicular to the spiral arm, indicating a travelling breathing mode. Second, we see a large-scale bending mode feature in both $n$ and $\overline{W}$. We make the novel observation that within our studied spatial volume, out to a distance of at least 2 kpc in the direction of the Galactic anti-centre, this bending-mode feature affects the stellar number density at greater heights, while the thinner disk component ($|z| ≤ 300$ pc) remains more flat in both $n$ and $\overline{W}$.

An obvious extension of this work would be to combine a smooth model for the number density field with a model for the full three-dimensional velocity field. This would allow us to use the continuity and Jeans equations to more fully explore the connections between vertical motions and spiral arms as well as other examples of disequilibrium in the disk (Monari et al. 2015, 2016a,b; Nelson & Widrow 2022).

We have demonstrated that with a careful treatment of selection effects, the stellar number density distribution can be mapped even in fairly distant regions of the thin stellar disk. With more sophisticated and accurate complementary distance estimations, using photometric or spectroscopic information, in synergy with improved three-dimensional dust maps, we expect to reach even greater distances and depths in the near future.
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Appendix A: Stellar ages

In Fig. A.1, we show the age distribution for stars within 400 pc of the Sun, which was the same as the distance range used in Fig. 1. The ages were taken from the catalogue by Kordopatis et al. (2022), which were inferred using spectroscopically derived atmospheric parameters in combination with 2MASS and Gaia photometry. The numbers of stars used for the four distributions were 19k, 13k, 74k, and 281k. Thus, this age distribution comes from a small subset of stars observed with Gaia, but nonetheless gives an idea about the age range of our respective data samples.

Fig. A.1. Stellar age distribution for the four absolute magnitude cuts of our data samples based on stars within 400 pc of the Sun. The markers denote the mid-point of age bins with a width of 500 Myr in the range 0–13 Gyr. The vertical axis shows the relative fraction of stars in each bin, normalised such that the area below the curve is unity in these units.
Appendix B: Symmetric analytic function-fitted parameters

The fitted free parameters of $f_{\text{symm}}$ can be found in Table B.1. We also performed fits with a smaller or larger number of disk components. Using more than three disk components did not produce noticeably better fits. Using only two disk components did in fact produce some artefacts, because in this case $f_{\text{symm}}$ could not replicate the heavy tails towards high $|Z|$. An exception is the very brightest data sample, for which two disk components have practically identical scale length and scale height values, such that only two disk component would suffice. The scale lengths and heights of the three disk components are increasing in unison, for all four data samples. The height of the Sun with respect to the disk mid-plane is found to be roughly 11 pc, with variations of a few parsec between the data samples.

As an additional test, we modified the functional form of $f_{\text{symm}}$ to read

$$f_{\text{symm}}(X,Y,Z \mid a_i, L_i, H_i, Z_\odot, \alpha, \beta) = \sum_{i=1}^{3} a_i \exp \left( -\frac{R - R_\odot}{L_i} \right) \text{sech}^2 \left( \frac{Z + Z_\odot + \alpha X + \beta Y}{H_i} \right).$$

(B.1)

This differs from Eq. B.1 in that we have added the $\alpha$ and $\beta$ parameters, which correspond to a potential inclination of the disk mid-plane, different from the plane defined by $b = 0$ deg in the Gaia catalogue. However, our results for the plane inclination are minimal; we infer $(\alpha, \beta)$ values of (0.00025, -0.00591), (-0.00001, -0.00612), (0.00176, -0.00725), and (0.00407, -0.00634) for our four data samples. These values mean that at a 2 kpc distance from the Sun, the disk mid-plane varies on the scale of roughly 10 pc as compared to the plane defined by $b = 0$ deg. We see slight evidence for a misalignment between these two planes, but this result could very well be affected by systematic errors. Either way, this misalignment is not strong enough to alter the general conclusions of this work.

Table B.1. Inferred parameters for $f_{\text{symm}}$, for our four data samples.

<table>
<thead>
<tr>
<th>$0 &lt; M_G \leq 1$</th>
<th>$1 &lt; M_G \leq 2$</th>
<th>$2 &lt; M_G \leq 3$</th>
<th>$3 &lt; M_G \leq 4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a_i$</td>
<td>[5.39, 2.56, 4.06]</td>
<td>[10.61, 5.01, 1.42]</td>
<td>[10.08, 21.09, 7.72]</td>
</tr>
<tr>
<td>$Z_\odot$</td>
<td>7.47 pc</td>
<td>6.64 pc</td>
<td>12.7 pc</td>
</tr>
</tbody>
</table>
Appendix C: Supplementary figures

In Figs. C.1–C.8, we show plots corresponding to Figs. 5, 6, and 8 in the main text, but for our other data samples (although the velocity plot for our dimmest data sample is excluded due to covering such a small spatial volume). For brighter data samples, in the $(X, Y)$-plane projections of Figs. C.1 and C.2, as well as the $(R, z)$-plane projections of Figs. C.4 and C.5, the distant regions ($\geq 2$ kpc) seem to suffer from strong systematic errors, especially close to the disk mid-plane.

Fig. C.1. Same as Fig. 5, but for the stellar sample with $0 < M_\odot \leq 1$. 
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Fig. C.2. Same as Fig. 5, but for the stellar sample with $1 < M_\odot \leq 2$. 
Fig. C.3. Same as Fig. 5, but for the stellar sample with $3 < M_\odot \leq 4$. 
Fig. C.4. Same as Fig. 6, but for the stellar sample with $0 < M_G \leq 1$.

Fig. C.5. Same as Fig. 6, but for the stellar sample with $1 < M_G \leq 2$. 
Fig. C.6. Same as Fig. 6, but for the stellar sample with $3 < M_\odot \leq 4$. 
Fig. C.7. Same as Fig. 8, but for the stellar sample with $1 < M_G \leq 2$. 
Fig. C.8. Same as Fig. 8, but for the stellar sample with $2 < M_G \leq 3$. 
Appendix D: Spiral angle plots

In Figs. D.1 and D.2, we show how the spiral angle varies in the $(X, Y)$-plane. The spiral angle, more specifically, is given by the location of the phase-space spiral over-density in the $(z, w)$-plane along the isocontour of vertical energy. In the two plots, this vertical energy is fixed to either $E_z = \Phi(200 \text{ pc})$ or $E_z = \Phi(500 \text{ pc})$. These results come from directly from Widmark et al. (2022b), although this figure was not included in that article; we refer to that article for further details.

In Fig. D.1 and $E_z = \Phi(200 \text{ pc})$, an angle close to 0 (or $2\pi$, equivalently), means that the spiral perturbation corresponds to an over-density when projected onto the $Z$-axis, at the height $Z \approx 200 \text{ pc}$. Because the spiral is single-armed and asymmetric, this also means that there is an under-density in $n(Z)$ at $Z \approx -200 \text{ pc}$. This agrees well with the north-south asymmetry seen in the third and fourth rows of Figs. 5, C.1–C.3, which has a corresponding morphology in the $(X, Y)$-plane, for example in terms of an over-density region in the direction of positive $Y$. The projected perturbation of the spiral at greater heights is less clear. The projected spiral density perturbation at $Z \approx 500 \text{ pc}$, as seen in Fig. D.2, does not have a clear counterpart in the fourth or fifth rows of of Fig. 5, indicating a superposition of other significant asymmetries at these greater heights.

It is also evident from these figures that the spiral angle varies significantly with the azimuth over scales of a few kiloparsecs. The morphology of the phase-space spiral therefore does not match the two main perturbation features that we identify in this work (the small-scale breathing mode associated with the Local Spiral Arm, and the large-scale bending mode), whose properties vary on either much smaller or much larger scales in the $(X, Y)$-plane.