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Quantum dot arrays possess ground states governed by Coulomb energies, utilized prominently by singly occupied quantum dots, each implementing a spin qubit. For such quantum processors, the controlled transitions between ground states are of operational significance, as these allow the control of quantum information within the array such as qubit initialization and entangling gates. For few-dot arrays, ground states are traditionally mapped out by performing dense raster-scan measurements in control-voltage space. These become impractical for larger arrays due to the large number of measurements needed to sample the high-dimensional gate-voltage hypercube and the comparatively little information extracted. We develop a hardware-triggered detection method based on reflectometry, to acquire measurements directly corresponding to transitions between ground states. These measurements are distributed sparsely within the high-dimensional voltage space by executing line searches proposed by a learning algorithm. Our autonomous software-hardware algorithm accurately estimates the polytope of Coulomb blockade boundaries, experimentally demonstrated in a $2 \times 2$ array of silicon quantum dots.
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I. INTRODUCTION

Advances in the engineering of high-quality spin qubits [1–4] have brought the field closer to new bottlenecks along the path to scaling to larger capacitively coupled arrays [5–13]. Among these is the challenge of navigating the high-dimensional control-voltage space that is associated with gate-controlled spin qubits [6,7,9,10]. In such devices, many gate voltages have to be carefully tuned to find transitions between specific ground states that control loading and unloading of electrons in the array as well as wave function overlap between dots during coherent qubit operations.

Recent attempts to automatically tune quantum dot systems [14–21] have focused on implementing algorithms on the software level, while mostly maintaining the paradigm of two-dimensional (2D) raster scans as input. While this has historically been a successful technique for small devices, the increasing number of physical gate electrodes in quantum dot arrays increases the dimensionality of control parameter space, where dense sampling is neither conducive (data cannot be visualized easily for human assessment) nor time efficient. For example, using traditional measurements, the sequential acquisition of $10^8$ pixels associated with a hypercube of eight gate electrodes would require many years. These scaling challenges may be alleviated by automated and smart navigation algorithms that make use of high-bandwidth measurement techniques to quickly navigate within high-dimensional parameter spaces without the need for human intervention.

A fundamental prerequisite for spin-qubit operations in weakly tunnel-coupled quantum dots is the existence of large volumes in parameter space (so-called Coulomb diamonds) in which the ground-state occupation of the quantum-dot array is well defined and stable due to Coulomb blockade, as well as the identification of boundaries between one ground-state configuration and another. For example, the boundary between 01 and 11 of a double dot is useful for resetting the left spin, whereas the boundary between 11 and 20 is useful for inducing two-qubit rotations (Heisenberg spin-exchange rotations), spin teleportation, or spin-to-charge conversion (qubit readout) [22]. Here, each digit shows the occupancy of a quantum dot. For larger quantum-dot arrays, measuring an entire high-dimensional gate-voltage hypercube by means of raster scans just to locate operational facets would not be feasible, as it results in high costs in terms of data storage and time spent in measuring uninformative regions of gate...
space. In machine-learning applications especially, the presence of measurement cost often leads to the deployment of active-learning algorithms to acquire only those samples that are most informative for training the model; it is therefore important to discard irrelevant data early on in the algorithmic procedure. Additionally, the cross-talk between gate electrodes and quantum dots may become an operational burden for larger arrays [23]. One approach to mitigate cross-talk in small arrays has been the use of linear combinations of gate voltages (sometimes called virtual gates) [6,7], yet measurements are typically still performed as pairwise 2D maps of such control parameters to avoid dense sampling.

In this work, we present a two-pronged automation that comprises (a) device-led hardware triggering and (b) active learning to autonomously estimate Coulomb facets (ground-state boundaries) from a small number of triggered measurements. We start with (a) and show that reflectometry, tuned to be sensitive to charge-state boundaries in a binary manner, allows sparse measurements triggered by the device itself, rather than the control software, removing the constraint of raster scans and opening up new algorithmic acquisition procedures. By monitoring a high-bandwidth sensor dot via high-frequency reflectometry in a 2 × 2 array of silicon quantum dots [10,24], we map a device property of interest (a particular ground state, for example) onto the sensor signal. Gate voltages are ramped in user-defined directions, but a data point is only acquired when a charge-state boundary is encountered. When this happens, the sensor signal sharply changes, triggering the acquisition of a time stamp that later is decoded to gate voltages. We illustrate this technique by configuring the device as a double dot with sensor dot, although it is not limited to such a device. We then turn to (b) and show that such sparse acquisitions can directly be analyzed by an active-learning algorithm, which adaptively proposes new ramp directions. We demonstrate that our algorithm can autonomously estimate Coulomb blockade boundaries based on a small number of algorithm-based sparse acquisitions, revealing the Coulomb facet of a quadruple dot in four-dimensional gate-voltage space.

II. DEVICE-TRIGGERED TIME STAMPS

A typical raster scan of a 2D quantum dot stability diagram requires setting the requisite gate voltages step by step, and a query and acquisition of a signal for each pixel [Fig. 1(a)]. The signal is typically a current through a double dot or, in our case, the demodulated reflectometry signal $V_H$ arising from a proximal sensor dot [25]. Sensitivity of $V_H$ to state boundaries (charge rearrangements within the 2 × 2 array) is achieved by operating the sensor dot at degeneracy with its reservoir (tunneling between dot 4 and the reservoir then results in a maximal value of $V_H$), and by negatively compensating the sensor dot 4 gate $V_4$ such that changes applied to the other three dot gates $V_{1,2,3}$ do not affect the potential of dot 4 (the device and measurement setup is described in previous work [24] as well as in Appendix A).

Rastering results in the acquisition of a great many samples of no added value [the bulk of the blue and yellow regions in Fig. 1(a)]. In addition, a significant proportion of “dead time” is needed for communication with instruments controlling gate voltages and for reading sensor voltages at

![FIG. 1. Principle of sparse acquisition, here replacing a 100 × 100 raster of measurements by the acquisition of 100 time stamps, which we extend to higher dimensions. (a) Typical raster scan of a double-dot-with-sensor stability diagram, requiring point-by-point gate-voltage steps and associated pixel-by-pixel acquisition of the sensor dot signal $V_H$. Inset: schematic of the 2 × 2 quantum dot device, allowing up to three qubit dots (red) and one sensor dot (black) controlled by $V_{1,2,3,4}$. Negative superscripts of control voltages $V_{1,2,3}$ indicate that $V_4$ compensates the sensor dot against cross-talk from gates 1, 2, and 3 (see main text). (b) Sparse acquisition of the same stability diagram using time stamps. Line searches are continuously executed in gate-voltage space (green rays) radially outward from inside 11, creating time stamps (red dots) whenever leaving the 11 ground state. Here, 11 indicates one-electron occupation for dot 1 and dot 2. (c) Searches in high-dimensional voltage space are implemented as synchronized ramps on all QDAC channels (QDevil digital-to-analog converter [26]), shown here for $V_1$ and $V_2$. Whenever the charge configuration of the qubit dots changes, $V_H$ changes abruptly, triggering the acquisition of a time stamp. (d) QDAC voltages (green) and $V_H$ (black) for one exemplary search in (b). Except for this illustration, $V_H(t)$ is not recorded. After a trigger event, the QDAC aborts the remainder of the search (green dashed segment) and proceeds with the next.}
that extend in Fig. 2(a). Simulations of such circuits based on the constant interaction model [27] reveal ground-state regions (QDevil QDAC [26]) aborts the remaining segment of the search. Once all searches are executed, the gate voltages associated with each time stamp are plotted [red dots in Fig. 1(b)]. Below, we apply device-triggered time stamping to a quadruple dot in which one dot serves as a sensor dot (Fig. 3), and combine it with an active-learning algorithm that estimates the same Coulomb facet from even fewer time stamps (Fig. 4).

A. Triple-dot facet

The device configuration associated with Fig. 1(a) can be modeled by a triple-dot capacitance circuit shown in Fig. 2(a). Simulations of such circuits based on the constant interaction model [27] reveal ground-state regions that extend in $V_{1,2,4}$ space. For a triple-dot circuit with threefold symmetry in the capacitance values, one expects a threefold symmetric region bounded by 12 sides. For the circuit considered here, the smaller capacitance between dot 2 and dot 4 breaks that symmetry, and we obtain 14 sides as shown. From this simulation, we expect that the facet adding an electron to dot 1 is tetragonal, while facets adding an electron to dot 2 or dot 4 are hexagonal.

Experimentally, this is confirmed in Fig. 2(b) by a conventional raster scan of $V_1$ versus $V_2$, with $V_4$ compensated in a linear fashion. We observe a hexagonal dot-4 manifold and plot its 2D projections onto $V_1$–$V_2$, $V_2$–$V_4$, and $V_1$–$V_4$. In the yellow region marked as 11, dot 1 and dot 2 are singly occupied.

Analogous confirmation of the tetragonal dot-1 facet would require reflectometry off gate 1, which we did not implement. Instead, activating dot 3 instead of dot 2 realizes in the same device a geometrically different triple dot with a different set of capacitances, while keeping dot 4 as a sensor dot [Fig. 2(c)]. Here, the dot-4 facet is tetragonal, as expected from simulations [24].

Note that plotting lower-dimensional projections of facets—here projecting onto two dimensions 2D manifolds that are embedded in three-dimensional (3D) voltage space—simplifies visualization but does not change the physics associated with different facet shapes. Accordingly, the different projections in Fig. 2(b) [and similarly in Fig. 2(c)] show equivalent versions of the same facet, with distortions that quantitatively depend on the capacitive cross-talk between gate electrodes and nearby dots.

B. Quadruple-dot facet

Spin qubits have been encoded in single quantum dots (Loss-DiVincenzo encoding), double dots (singlet-triplet encoding), and triple dots (exchange-only encoding) [22].
To accommodate a sensor dot, the typical implementation of an exchange-only qubit is a quadruple dot [28–30]. To explore their high-dimensional facets, raster scans come up short. While charge stability diagrams of double dots are well established [27] and triple dots have been studied by brute-force raster scans [31], the charge stability diagrams of quadruple dots are largely unexplored [24].

Analogously to the triple dot, for the fully energized 2 × 2 array, simulations show that facets are 3D manifolds embedded in four-dimensional (4D) gate-voltage space, with shapes that depend on details of the underlying quadruple-dot capacitance circuit. For the purpose of visualization, we also expect that it suffices to show one projection of a facet from 4D space onto three dimensions.

For the simulation in Fig. 3(a), we choose the projection onto \( V_{1,2,3} \) and observe a dot-4 facet that is bounded by 10 sides (yellow region labeled 111, in which dot 1, dot 2 and dot 3 are all singly occupied). While this illustrative simulation is not intended to be quantitative, it deliberately breaks the fourfold symmetry of the capacitance circuit by assuming interdot capacitances that are larger for dot 4 (which in the experiment is occupied by eight or nine electrons) compared to the other, singly occupied dots. For identical capacitances, the dot-4 facet would be invariant under exchange of \( V_{1,2,3} \), and the simulated projection then shows indeed a threefold symmetric facet bounded by 12 sides.

Figure 3(b) shows several conventional raster scans \( V_1^- \) versus \( V_3^- \) for five values of \( V_2^- \). For these measurements, the quantum dot array is tuned as a quadruple dot by activating all four gate electrodes. The charge degeneracy between 1118 and 1119 is clearly revealed (yellow region labeled 111), demonstrating the sensitivity of the resulting cross section to \( V_2^- \) and hence the inadequateness of traditional characterization by a 2D raster.

On the other hand, Fig. 3(c) shows the same manifold as explored in Fig. 3(b), but acquired sparsely by time stamping. Specifically, a Fibonacci grid, commonly used to homogeneously sample the surface of a sphere, is used to distribute 100 000 hardware line searches in 3D polar coordinates associated with \( V_{1,2,3} \). After converting all 100 000 time stamps to gate voltages \( V_{1,2,3,4} \), we omit \( V_4 \) to plot a 3D projection, as in Fig. 3(a). The number of pixels shown in Fig. 3(b) is \((210 \times 270) \times 5 \approx 0.3\) million, with each 2D raster taking approximately 10 minutes including computer-instrument communication and data transfer. We note that a naive 300\(^3\) rastering of the \( V_{1,2,3,4}^- \) hypercube would require several days, during which slow sensor drifts may further complicate measurements unless devices are perfectly stable. The line-search method used in Fig. 3(c) provides a more detailed and efficient characterization compared to brute-force rastering, taking roughly six hours. A 300\(^4\) rastering of the entire \( V_{1,2,3,4}^- \) hypercube would require several years.

III. ACTIVE-LEARNING-ASSISTED SPARSE MEASUREMENTS

A. Active-learning algorithm

The choice of executing 100000 predetermined and uniformly distributed searches for Fig. 3(c) was motivated by our desire to not miss potentially small features of this unknown facet while acquiring significantly fewer samples than a 100\(^3\) pixel cube. Motivated by the simple geometric

![FIG. 3. Facet of a quadruple-dot Coulomb diamond. (a) Capacitance model of a quadruple dot. The facet corresponding to the addition of an electron to dot 4 is a 3D manifold in 4D voltage space, projected here onto \( V_{1,2,3}^- \) (yellow volume). (b) Measured 2D cuts through the dot-4 facet at fixed values of \( V_2^- \). (c) Same facet as in (b), but acquired by orienting 100000 line searches uniformly in \( V_{1,2,3}^- \) space. Inset: density of time steps near a significant corner of this manifold (see main text).](image)
shapes associated with an arbitrary number and geometry of capacitively coupled quantum dots, namely convex polytopes for ground states of the constant interaction model [32,33], we now turn towards an even more drastic reduction of acquisitions by estimating the dot-4 facet from a small number of line searches, adaptively oriented using machine-learning techniques.

In brief, the key idea is that as the algorithm learns the locations of more and more time stamps in gate space, it can estimate the unknown polytope and suggest new search directions to efficiently reject, improve, or validate its best estimate. Once a polytope is validated by the acquisition of new time stamps, the algorithm terminates and returns the polytope. Even though we demonstrate this algorithm on the 2 × 2 device, we note that the algorithm and its implementation are not limited to quadruple dots. The algorithm is described further in Appendix B and in technical detail in [33].

For illustrative purposes, however, we first explain the algorithm in Fig. 4(a) using a 2D problem (appropriate for a device configuration as in Fig. 4(b), in which dot 3 is kept in Coulomb blockade), before we apply it to estimate the dot-4 facet of the full 2 × 2 device [Fig. 4(c)].

Figure 4(a) illustrates the iterative nature of the algorithm. To accommodate experimental noise, that is, uncertainty in the exact gate voltages associated with a real charge transition, the algorithm associates with each hardware-triggered time stamp a confidence interval. Its end points [blue and orange points in Fig. 4(a)] are assumed to straddle the unknown boundary. This not only allows mitigation of experimental noise in the triggering apparatus or nonideal device characteristics, but also, importantly, replaces the polytope estimation problem by a binary large-margin classification problem, namely to find planes that optimally separate the inner points from the outer points. By combining a second-order solver for the large-margin problem with an active-learning scheme for repeated verification [33], the algorithm iteratively and efficiently arrives at an accurate estimate of the actual charge-state boundary.

For the results presented here, a nominal ramp speed of 3 s per line search was used. In practice, each search takes significantly less time since it is terminated and followed by the next search as soon as a trigger event occurs. Equivalent results were obtained by reducing the nominal ramp time from 3 s to 0.5 s, and further reductions are realistic due to the high bandwidth associated with \( V_{ij} \). We observed a signal-to-noise ratio of 2.3 for a \( V_{ij} \) rise time of 10 \( \mu s \) [24], but did not yet take advantage of this speed due to the heavy low-pass filtering in the cryostat control wiring for \( V_{1,2,3,4} \).

After several such iterations, once all sides of the estimate lie within confidence intervals of the new points, the estimate is considered to match the ground truth [yellow region in Fig. 4(a)] and returned to the user.

![Figure 4](image-url)

**FIG. 4.** Autonomous estimation of high-dimensional facet polytopes from sparse time stamps. (a) Active learning in high-dimensional voltage space, illustrated here for \( V_1 \) and \( V_2 \). Time stamps are generated by algorithm-controlled line searches and converted to confidence intervals (blue and orange points) to allow classification via a large-margin classifier. Based on randomized initial searches, the algorithm makes a best estimate of the polytope (red triangle). Subsequent line searches are then directed towards the corners of the estimate and towards the middle of each boundary, to reject or validate it (green arrows). Estimation and new line searches iterate until consecutive searches result in the same estimate, within tolerance, which then represents an accurate model of the ground truth (yellow square). (b) Algorithm applied to \( V_1 \) and \( V_2 \), terminating with an estimate (six red lines) based on 29 time stamps (blue and orange pairs). For comparison, a conventional 150 × 150 pixel raster scan is also shown (\( V_{ij} \)). (c) Dot-4 facet estimated by the algorithm for the qubit array in the 111 state, plotted here as a projection onto \( V_{1,2,3} \) (10 red planes). For clarity, the intersections of planes are highlighted (black lines and dots) as well as a hexagonal cross section for constant \( V_3 \) (red line).

### B. Active-learning results

To demonstrate the drastic reduction in the number of required acquisitions, we first wish to learn a facet similar to the one in the 22100-pixel raster scan of Fig. 2(b). We do this by fixing \( V_3 \) in Coulomb blockade of its first electron, that is, the dot-4 facet then corresponds to the degeneracy between 1118 and 1119, and by controlling \( V_1 \) and \( V_2 \) via the algorithm. After execution of only 56 line searches, the algorithm terminates after a minute with the estimate shown in Fig. 4(b) (red lines), along with the associated set of confidence intervals (29 blue and orange pairs). We also overlap a conventional raster scan measured independently.
in the same region, indicating that the algorithm accurately
determined the correct polytope from a sparse set of time
stamps.

Similar tests that also included simulated charge stabili-
ity diagrams and randomly generated polytopes did not
reveal any signs of bad local optima [33]. This is likely
a consequence of our iterative active-learning scheme,
which by design not only verifies the estimated polytope,
but also searches for potential modeling errors using new
line searches. Thus, a local optimum likely gets caught and
subsequently mitigated by a new training iteration. This
may explain the high density of time stamps near small
features of Fig. 4(b). Notably, the algorithm managed to
find two small sides, corresponding to qubit-dot transi-
tions from 111 to 021 and 201. These interdot transitions
are barely visible on the raster scan, but are of significant
operational value, for example for the coherent control of
charge-only qubits [25–30,34].

Finally, we let the algorithm control \( V_{1,2,3} \), in order to
estimate the dot-4 facet of the fully activated quadruple
dot. After execution of a total of 280 line searches, the
algorithm terminates after 12 min with the estimate shown in
Fig. 4(c) (10 red planes).

Our results show that it is possible to autonomously
estimate the polytope of charge-state transitions within a
quantum dot array in a real experimental setting. Over-
all, the algorithm returns an accurate estimate of the true
polytope volumes and shapes, including small features,
from a small number of hardware line searches. Com-
paring the performance of our algorithm to an idealized
baseline algorithm that can distinguish different neigh-
boring charge states, we find that the majority of errors
are introduced by the difficulties of solving the non-
deterministic polynomial-time (NP) hard polytope esti-
mation problem, rather than our active-learning scheme
[33]. Thus, our method will likely profit from contin-
ued development of improved and faster estimation algo-
rithms.

Our results also motivate the creation of additional algo-

rithmic layers that build on top of autonomous estimation
of charge stability diagrams. For instance, the output of
our algorithm (Coulomb polytopes) could be analyzed by
a meta-algorithm to extract various device parameters,
such as mutual capacitances that then serve as input for
the automated definition of “virtual gates” [35]. Another
opportunity is to increase the dynamic range of the sen-
sor signal, by broadening the sensor response or placing
the sensor dot further away [25, such that the algorithm
learns not only the boundary of a target state, but also
to distinguish different neighboring charge states [white
numbers in Fig. 4(b)]. Our baseline analysis indicates
that such a nonbinary sensor signal would make it easi-
er to identify the polytope with high accuracy and at
least an order of magnitude faster. This may open a path
towards automated abstraction of physical gate operations,
such as loading or shuttling individual electron spins or
exchange-coupling specific pairs. Even for devices that are
available today with similar readout signal-to-noise ratio
and control complexity [6,36], we foresee an impact on
their tuning and operational functionalities in the sense that
human expert tuning capabilities are no longer the limiting
factor [16].

IV. DISCUSSION AND CONCLUSION

In this work we presented two synergistic advancements
with potential applications to the tuning of large quan-
tum dot arrays and spin-qubit processors, constituting an
early automatic discovery of state transitions in the lit-
erature. The first is a hardware-based sparse acquisition


that interesting operational regions may be discovered and utilized.

For example, perfect corners such as in the zoom of Fig. 3(c) may be useful for permutational quantum computing [10,37], whereas hard-to-find ground-state boundaries such as the smallest side visible in Fig. 2(a) correspond to the simultaneous tunneling of multiple electrons at different locations of the array [24,38,39]. For quadruple dots, such correlated charge dynamics may be utilized as quantum cellular automata [40], with possible applications as digital logical gates [41] or quantum registers [42].

Going towards larger and larger quantum-dot arrays [43], the number of candidate facets increases exponentially. In addition, ground-state transitions that occupy vanishingly small volumes in parameter space emerge, such as the correlated motion of multiple electrons changing their position simultaneously, much as in large quantum cellular automata [40], making it more and more difficult to reliably find such transitions in the presence of experimental noise. Even in the absence of noise, the estimation of a ground-state polytope from samples of its boundary becomes NP-hard [33].

However, for the tuneup of a large spin-based quantum processor, one may only be interested in a small number of electron movements, such as initializing each dot with one electron or finding pairwise interdot transitions for two-qubit exchange gates. In practice, this might be possible by operationally partitioning the device in blocks of smaller qubit arrays, each read out individually by a dedicated sensor, to estimate the polytopes associated with the smaller arrays rather than the entire system.

For example, the fact that our algorithm also works in five-dimensional parameter space [33,43] allows the implementation of an infinite linear chain of quantum dots, in which all local transitions of any dot can be estimated, within the two-local neighborhood of the dot, from the signals of sensors located parallel to the chain. The optimum size of such qubit blocks, and the efficiency of our algorithm in this approach, should be investigated further, taking into account the qubit-qubit connectivities and cross-talk of realistic future devices. A recent proposal aims to avoid dense qubit arrays altogether, by bringing pairs of electrons near each other only when required [44], but may still require efficient learning of charge stability diagrams.

Our techniques, therefore, show promise for operating interconnected quantum dot arrays, where the parameter space extends beyond three dimensions and established small systems, that is, beyond the visualization and control experience of human intuition. This includes intermediate-size qubit arrays with multiple nearest-neighbor connectivities for quantum simulation, and, ultimately, scalable lattices suitable for quantum error correction [44,45] and universal quantum computing.
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APPENDIX A: DEVICE AND MEASUREMENT SETUP

To demonstrate our technique in a real setting, we apply it to a foundry-fabricated transistorlike device at base temperature of a dilution refrigerator. The channel consists of an undoped silicon nanowire (70 nm wide and 7 nm thick) connected to highly doped source and drain reservoirs. A 2 × 2 array of quantum dots is formed under four accumulation gates (each 32 nm long and 32 nm apart; see Fig. 1(b) inset and Refs. [10,24] for details). Throughout this paper, we refer to dot 4 as the sensor dot and consider the other, singly occupied dots as qubit dots.

To perform reflectometry, a 191 MHz carrier is applied to a resonant tank circuit that is wirebonded to gate 4, and its reflected wave is converted to a voltage $V_H$ by homodyne demodulation [25]. This signal is amplified (Stanford Research SR560) such that it can serve as a digital trigger for the recording of a time stamp, after which the next ramp is started. A digital multimeter (Keysight 34465A) is used to detect the trigger and save it as a time stamp. The systematic delay between voltage changes generated by the QDAC and voltage changes arriving on the gate electrodes (due to $RC$ filtering in the setup) is small (less than 10 $\mu s$) and is not taken into account. Sensitivity of $V_H$ to state boundaries (charge rearrangements within the 2 × 2 array) is achieved by operating the sensor dot at degeneracy with its reservoir (tunneling between dot 4 and the reservoir then results in a maximal value of $V_H$), and by negatively compensating $V_4$ such that changes applied to $V_{1,2,3}$ do not affect the potential of dot 4 [24]. We indicate the presence of this linear $V_4$ compensation by a negative superscript for the control voltages, $V_{1,2,3}$. Within a charge state, $V_H$ is then independent of the other gate voltages, but changes abruptly whenever an electron movement occurs in the array, that is, whenever a ground-state to ground-state transition is encountered.

This process is illustrated in Fig. 1 by evenly distributing 100 radials over a $90^\circ$ polar angle. For simplicity, dot 3 is empty and held deep in Coulomb blockade ($V_3 = $ constant), such that the device can be viewed as a double dot underneath gates 1 and 2 that is capacitively coupled to a sensor dot under gate 4. As exemplified in Fig. 1(d), ramps of control voltages $V_1$ and $V_2$ applied by a QDevil QDAC are compensated by simultaneous ramps applied to $V_4$, yielding 100 time stamps plotted in Fig. 1(b).
For our choice of reflectometry settings, \( V_H \) is high whenever dot 4 exchanges electrons with its reservoir, and low whenever dot 4 is in Coulomb blockade. Experimentally, this is accomplished by wirebonding the reflectometry tank circuit to gate 4 and by accumulating eight or nine electrons in dot 4 such that an enhanced reflectometry signal arises at the charge degeneracy between dot 4 and its reservoir [10,24].

**APPENDIX B: ACTIVE-LEARNING ALGORITHM**

Generally, adding a linear equality constraint to the ground state of a convex polytope also leads to a convex polytope [32,46]. For the \( 2 \times 2 \) array, this implies that the boundary of a particular charge state (here of 1118) consists of a set of convex polytopes (3D manifolds embedded in 4D voltage space), for example the dot-4 facet (i.e., the degeneracy between 1118 and 1119).

Specifically, the algorithm starts without knowledge of any time stamps, executing an initial set of randomly oriented line searches emanating from a point within the dot-4 facet provided by the user. The position of this initial point can be anywhere within the charge state, as long as the sensor dot is set to the degeneracy with its reservoir and appropriately compensated [24], which we intend to automate in future. For each resulting trigger event, the algorithm stores the radial distance (\( r \)) and direction, and calculates a confidence interval (\( r^-\), \( r^+\)), where \( r^\pm = r \pm \delta/2 \). The value of \( \delta \) is fixed by the user prior to the experiment, such that the radial interval contains the true boundary with high confidence, that is, \( \delta \) represents a trade-off between line search precision and measurement time. For the results presented here, \( \delta \) was set to 2 mV for a nominal ramp speed of 3 s per line search. Each search takes significantly less time since it is terminated and followed by the next search as soon as a trigger event occurs.

Following the initial set of measurements, a large-margin classifier estimates each plane of the polytope, defined as convex relaxations of a large-margin classification problem designed to produce solutions with as few facets as possible [illustrated on the left of Fig. 4(a)] by a red triangle. This part of the algorithm is implemented using the cvxpy library [47,48], specifically the ECOS solver for second-order cone problems [49]. Half-space intersections, convex hulls and their volumes are calculated using the Qhull library [50].

The full machine-learning task, however, extends beyond pure polytope estimation from measurements. This is because our goal is not to find the optimal polytope given a fixed set of points, but a polytope that accurately reflects the true polytope with all its facets (ground truth). Therefore, one cannot rely on a dataset with independent and identically distributed random variables, but must concentrate line searches strategically in regions of high information gain. This is because facets with high operational value, such as interdot transitions used for Heisenberg spin exchange or quantum cellular automata, tend to occupy small regions in gate space, making them difficult to find by random sampling. After each iteration of the classifier, the algorithm therefore switches to an active-learning scheme that iteratively improves the polytope estimate by gathering new points to systematically disprove the previous estimate [green arrows in Fig. 4(a)]. This is achieved by executing line searches directed through each side of the current estimate (to validate each side) and towards the corners of the estimate (to test for so far undetected planes). If the new points disprove the current estimate, that is, if the new confidence intervals (\( r^-, r^- \)) lie fully inside or outside the estimate, the classifier estimates a new convex polytope based on the new points.


