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As progress is made towards the first generation of error-corrected quantum computers, robust characterization and validation protocols are required to assess the noise environments of physical quantum processors. While standard coherence metrics and characterization protocols such as $T_1$ and $T_2$, process tomography, and randomized benchmarking are now ubiquitous, these techniques provide only partial information about the dynamic multiqubit loss channels responsible for processor errors, which can be described more fully by a Lindblad operator in the master equation formalism. Here, we introduce and experimentally demonstrate Lindblad tomography, a hardware-agnostic characterization protocol for tomographically reconstructing the Hamiltonian and Lindblad operators of a quantum noise environment from an ensemble of time-domain measurements. Performing Lindblad tomography on a small superconducting quantum processor, we show that this technique naturally builds on standard process tomography and $T_1/T_2$ measurement protocols, characterizes and accounts for state-preparation and measurement errors, and allows one to place bounds on the fit to a Markovian model. Comparing the results of single- and two-qubit measurements on a superconducting quantum processor, we demonstrate that Lindblad tomography can also be used to identify and quantify sources of crosstalk on quantum processors, such as the presence of always-on qubit-qubit interactions.

I. INTRODUCTION

Quantum computers offer computational power fundamentally distinct from that of their classical counterparts and are predicted to offer an advantage for certain problems in fields such as quantum chemistry and optimization, which are often intractable on even the largest classical supercomputers [1,2]. The promise of quantum advantage over classical hardware has driven extensive efforts to build quantum computing devices based on a number of different hardware platforms—including trapped ions [3,4], neutral atoms [5,6], and superconducting circuits [7]—each of which is susceptible to characteristic imperfections and noise mechanisms that can limit performance.

In order to mitigate these sources of error, fault-tolerant quantum error-correction protocols encode logical qubits across many physical qubits, provided the error rate of the physical qubits is below a threshold [8,9]. This approach, however, comes with considerable overhead in terms of the additional qubits needed for the encoding [10]. While the overhead required for generic device-agnostic error-correction schemes may prove prohibitive in the near term, the need for redundancy can be substantially reduced by tailoring the correction scheme to the specific noise environments encountered by the processor.
environment and imperfections of the particular quantum processor [11–15].

To date, a broad toolbox of quantum characterization, verification, and validation techniques have been proposed and utilized that focus on different aspects of device performance—such as randomized benchmarking (RB) [16,17], gate set tomography (GST) [18–20], and state and process tomography [21]—each with their own strengths and weaknesses [22]. For example, randomized benchmarking provides an approach for assessing the average fidelity of quantum gate operations independent of state-preparation and measurement (SPAM) errors, and it has consequently become a standard measure of performance for experimental quantum devices. However, the average fidelity alone does not provide much information about the actual noise processes at play in the device, the details of which are crucial to more fully modeling the device and developing tailored error mitigation and correction techniques.

State and process tomography, on the other hand, provide more detailed information about discrete moments in a qubit’s evolution, such as the qubit state at a particular time or the quantum process corresponding to a gate operation of a fixed duration. However, caution must be exercised in order to consistently interpret the results of tomography in the presence of SPAM errors [23]. Building on traditional tomographic protocols, a number of theoretical and experimental works have demonstrated self-consistent characterization of SPAM errors in process tomography and gate characterization [23–26]. Common to many of these techniques is the use of maximum likelihood estimation, which provides a robust and flexible estimation procedure capable of handling overcomplete data and constrained problems. While such techniques offer a promising step forward, the characterization of a discrete moment in a qubit’s evolution is not always sufficient, and one often requires detailed knowledge about how the noise environment and crosstalk between qubits dynamically influence evolution in time [27].

Here, we present a robust technique for characterizing the dynamics of a multiqubit system from an ensemble of time-domain measurements, which we call Lindblad tomography (LT). As a characterization tool, LT can be used to analyze any general time-independent and memory-less noisy quantum process. For example, one could use LT to characterize the noise processes experienced by a qubit during free evolution—such as $T_1$ and $T_2$ processes, which can be formally described as amplitude damping and dephasing channels, respectively. Similarly, LT could also be used to evaluate and diagnose a deliberately engineered channel, such as a tailored Hamiltonian implemented on an analogue quantum simulator [28].

The goal of LT is to estimate the Hamiltonian, quantum jump operators, and corresponding decay rates that describe the evolution of interest using maximum likelihood estimation (MLE), a process we collectively refer to as extracting the Lindbladian of the channel. In doing so, we assume that the channel can be well approximated by a time-independent master equation. Prior to extracting the Lindbladian of the channel, our protocol uses a subset of measurement data to characterize the SPAM errors for the device, which we then include in our estimation of the Lindbladian from the full set of measurement data. As such, we assume that the SPAM errors are constant across the full set of LT measurements, and are thus time independent during the duration of data collection. To summarize, the main requirements for LT are as follows.

1. The evolution of the quantum system should be Markovian and well described by a time-independent master equation.
2. SPAM errors are assumed to be constant during the full duration of data acquisition.

As we demonstrate, the set of measurements required for LT contains all the measurements required to perform process tomography at many time points, and these data can thus be used to independently extract the Kraus operators of the channel at discrete times. These operators can then be used to qualitatively validate the assumption of Markovianity using the measure proposed in Ref. [29]. Performing LT on a superconducting quantum processor, we show that this verification technique enables us to identify potential sources of non-Markovianity that arise due to always-on crosstalk between neighboring qubits.

While estimation techniques for Lindblad noise operators have been proposed and demonstrated previously for a single-qubit solid-state [30] and trapped-ion system [31], the characterization reported in this work differs from these past demonstrations in its careful account of SPAM errors during the estimation, its assessment of the Markovianity of the channel, and its use of MLE. In this respect, Lindblad tomography has much in common with GST and can be viewed as a strategic, application-specific simplification of “long-sequence GST” [19]. In long-sequence GST, the goal is to extract the SPAM-consistent process map for each of the physical operations in a quantum gate set from a long sequence of repeated operations; to impose physicality constraints, long-sequence GST then estimates the Lindbladian that generated each gate, and a discrete process is obtained by evaluating the dynamic operators for the fixed duration of the physical gate. Since the standard gate set typically includes a period of free evolution (which we refer to as the idling gate below), a small subset of the sequences required for long-sequence GST are equivalent to the sequences required for LT, i.e., the sequences where the series of applied gates (the “germ” [18]) consist entirely of repeated applications of the idling operation. However, while GST requires many additional sequences in order to consistently characterize all the operations in the gate set relative to each other, LT substantially cuts...
down the number of required sequences by focusing only on a single process: the idling operation. As such, while GST provides a more complete description of the full set of qubit operations, LT allows one to bypass much of the analytical complexity and experimental overhead of GST, at the cost of a more targeted characterization.

Like GST and most other tomographic protocols, such as standard process tomography, the number of measurements required for Lindblad tomography scales exponentially with the number of qubits. As such, we note that full characterization of a large quantum processor with Lindblad tomography remains experimentally impractical. However, as we discuss in the conclusion, careful characterization of single- and two-qubit plaquettes across a device may prove sufficient to diagnose sources of qubit-qubit crosstalk and bootstrap higher-order multiqubit errors [32,33].

The paper is organized as follows. In Sec. II, we introduce the general technical framework behind Lindblad tomography. Applying LT to a small superconducting quantum processor, we then continue with a characterization of SPAM errors for this device in Sec. III, estimation of Kraus operators and the degree of Markovianity in Secs. IV and V, and finally Hamiltonian and Lindblad estimation in Sec. VI. In each section, we first present the hardware-agnostic protocol, and then consider the results of running the protocol on a device of coupled superconducting qubits.

II. SINGLE-QUBIT LINDBLAD TOMOGRAPHY MEASUREMENT PROTOCOL

We first introduce Lindblad tomography in the context of characterizing a single qubit. The generalization to two or more qubits follows readily, as discussed below.

The structure of single-qubit LT is illustrated in Fig. 1. To determine the Lindbladian describing a single-qubit channel, we perform the following overcomplete set of single-qubit rotations and basis measurements [Fig. 1(a)].

1. The qubit is initialized in a state $\rho_0$ close to its ground state and one of six single-qubit gates $R_y = \{I, X, Y_{\pi/2}, X_{\pi/2}, Y_{-\pi/2}, X\}$ is applied, initializing the qubit as close as possible to each of the six cardinal states of the Bloch sphere $\{|0\rangle, |1\rangle, |\pm\rangle, |\pm i\rangle\}$, respectively.

2. The idling channel $\tilde{I}(t)$ is swept as a function of time, corresponding to a variable time delay between state preparation and measurement during which no experimental controls are performed on the qubit. In the absence of any noise, the idling channel would correspond to the identity channel $I(t)$.

3. One of three single-qubit gates $R_y = \{I, Y_{-\pi/2}, X_{\pi/2}\}$ is applied prior to measurement, corresponding to measurement in the Pauli $z$, $x$, and $y$ bases.

![Fig. 1. Single-qubit Lindblad tomography (LT) protocol. (a) The sequence of measurements required for single-qubit LT. The qubit is prepared in its imperfect ground state $\rho_0$ and one of six single-qubit pulses $R_y$ is applied to rotate the qubit as close as possible to each cardinal state of the Bloch sphere; free evolution of the quantum system is swept; and one of three postpulses $R_y$ is applied to rotate the measurement axis into each Pauli basis. Notably, the set of pre- and postpulses $\{R_y, R_x\}$ includes all of the rotations required for standard process tomography, allowing one to reconstruct the channel at each discrete time step as in process tomography [(b), left path], as well as for continuous time using all time steps [(b), right path]. (b) Analysis protocol for LT. Results from all combinations of pre- and postpulses and channel durations are passed to a classical optimizer based on maximum likelihood estimation (MLE). SPAM errors due to imperfect ground-state preparation and measurement infidelity are extracted from data at $t = 0$, and the results are used to separately estimate: (left path) the Kraus operators $\mathcal{K}(t_i)$ for each discrete channel duration $t_i$ and channel Markovianity using the trace distance $D$ between pairs of states; (right path) the Hamiltonian $\hat{H}$ and Lindblad matrix $L$ for continuous time $t$, where the operator fit to data is evaluated using the average error between the measurement outcomes predicted by the operators ($\chi^\text{model}$) and data ($\chi^\text{meas}$).

These steps are repeated for all combinations of initial state, channel duration, and measurement basis, and the results are saved in classical memory for analysis. This dataset is fed to a MLE routine to determine the matrix elements of the density matrix $\rho_0$ and the
positive operator-valued measures representing the imperfect measurement apparatus [Fig. 1(b) blue bubble; details in Sec. III]. This initial characterization is then used to independently estimate the process map at each discrete time [Fig. 1(b) orange bubble; details in Sec. IV] and the Hamiltonian and Lindblad operators for continuous time [Fig. 1(b) red bubble; details in Sec. VI]. Since Lindblad tomography is designed to characterize free evolution of a quantum system, note that a subset of the LT measurement sequences are identical to conventional measurements to tomographically reconstruct the full quantum loss channel.

III. EXTRACTING SPAM ERRORS

Once we have collected the full set of data for the channel of interest, the subset of data obtained for the zero-duration channel \( \hat{I}(t = 0) \) are analyzed to extract the SPAM errors for the device.

For the state-preparation errors, we parameterize the imperfect initial ground state of the qubit as an arbitrary single-qubit density matrix, \( \rho_0 \), which is constrained by physicality conditions to be positive semidefinite and have unit trace. The condition of positivity is enforced in the optimization by expressing \( \rho_0 = AA^\dagger \) and estimating the elements of the unconstrained matrix \( A \) from which \( \rho_0 \) is computed. The unit trace condition is readily included by normalization.

Measurement errors are characterized by extracting the positive operator-valued measure (POVM) describing the measurement apparatus. For most qubit modalities, measurements are natively performed in a fixed \( z \) basis, while measurement in other bases are performed by rotating the state prior to measurement. The single-qubit POVM corresponding to measurement in the \( z \) basis has two operator elements (2 \( \times \) 2 matrices) \( \{M_0, M_1\} \), where \( M_0 + M_1 = \mathbb{I} \). The probability of measuring a state \( \rho \) in the ground state is then \( \rho_0 = \text{Tr}[\rho M_0] \) and the excited state is \( \rho_1 = \text{Tr}[\rho M_1] \). To estimate the POVM, we optimize over the matrix elements of \( M_0 \) and \( M_1 = \mathbb{I} - M_0 \) subject to the constraint that both \( M_0 \) and \( M_1 \) are positive semidefinite.

In general, the fiducial gates required to initialize the cardinal states and rotate the measurement basis cannot be assumed error free. In order to fully characterize these operations, one would therefore parameterize these gates as arbitrary rotation matrices and estimate them together with the POVM and initial state parameters, in much the same way as in gate set tomography [26]. However, in Lindblad tomography, we significantly simplify the analysis by excluding the effects of imperfect rotation from our estimation. Here, our motivation is twofold. First, we note that, for many noisy-intermediate-scale-quantum-era devices across hardware modalities, errors due to imperfect measurement and ground-state preparation exceed single-qubit gate errors. Second, since our ultimate goal is to characterize the idling channel over several multiples of the qubit’s \( T_1 \) and \( T_2 \) times (tens of microseconds for superconducting qubits, in comparison to tens of nanoseconds to implement a single-qubit gate), the channel errors are naturally amplified relative to the errors in the fiducial gates, regardless of their intrinsic magnitude (in much the same way as in GST and RB). Furthermore, while ignoring the contribution of these errors typically introduces the issue of gauge freedom, we note that errors in the idling channel are first-order gauge invariant, and the contribution of errors in the fiducial gates can be safely ignored in this scenario [34–36]. We also note that randomized benchmarking, which is not influenced by SPAM errors, can be performed prior to LT to obtain an independent estimate of the rotation pulse errors.

In order to find the initial state \( \rho_0 \) and POVM \( M_0 \) that best describe the measurements, we construct a maximum likelihood function \( L_{\text{SPAM}} \) for our SPAM errors, which allows us to optimize over the unknown elements of these matrices. To perform a loglikelihood estimation, we take the logarithm of this function

\[
\ln(L_{\text{SPAM}}) = \sum_{b,s} f(s, b) \ln(\text{Tr}[\rho(s, M_0)]) + \tilde{f}(s, b) \ln(\text{Tr}[\rho(s)(\mathbb{I} - M_0)]),
\]

where \( b \in \{z, x, y\} \) runs over the measurement bases, \( s \in \{|0\}, |1\}, |+\}, |-\}, |\pm\rangle \) runs over the imperfect input states, and \( f(s, b) \) \([\tilde{f}(s, b)]\) is the total number of “0”’s (“1”’s) recorded during repeated measurements of state \( \rho_0 \) in measurement basis \( b \). In general, reconstructing the matrices \( M_b = R_b^\dagger M_0 R_b \) would require estimating the matrix elements of both \( M_0 \) as well as the potentially faulty rotations \( R_b = (\mathbb{I}, \mathbb{X} \pi/2, \mathbb{X} \pi/2) \), and reconstructing the matrices \( \rho_b = R_b \rho_0 R_b^\dagger \) would require estimating the matrix elements of both the initial state \( (\rho_0) \) and the potentially faulty rotations \( R_b = (\mathbb{I}, \mathbb{X} \pi/2, \mathbb{X} \pi/2) \). However, as detailed above, LT strategically ignores the contribution of fiducial gate errors, so only the elements of \( M_0 \) and \( \rho_0 \) remain to be found.

The experimental data required for estimating SPAM errors correspond to the subset of LT data taken for the zero-duration channel \( \hat{I}(t = 0) \), where we prepare the qubit in each of the states \( \rho_b \) and immediately measure in each basis \( b \). Qubit measurements are recorded as single shots, and the outcomes are labeled as either “0” or “1.” The initial state and POVMs are then estimated by
maximizing the loglikelihood in Eq. (1) with respect to the unknown matrix elements of the density matrix and measurement operators.

Now, in principle, we note that the SPAM parameters could alternatively be determined simultaneously with the Hamiltonian and Lindblad operations, using the entire set of measured time steps [i.e., not just $I(t = 0)$]. While this alternative method may work for some applications, obviating the need for a separate SPAM estimation, it has a major practical drawback: when equal weighting is given to all time steps, it is possible to end up in a local minimum that well fits the data at longer times (where channel errors dominate over SPAM) but fails to fit it at shorter times (where SPAM errors tend to dominate). To avoid this scenario and ensure accurate estimation of the SPAM errors, our SPAM estimation focuses only the data at $t = 0$, where we expect these errors to dominate. Once we have an accurate estimate of those errors at small time, we then include them in the characterization of the channel at long times, as in Sec. VI.

This technique extends naturally to multiqubit systems. For two qubits $A$ and $B$, we represent the initial state as a general two-qubit density matrix $\rho_{AB}$, and we characterize the measurement apparatus using four $4 \times 4$ POVM matrices $\{M_{00}, M_{01}, M_{10}, M_{11}\}$, corresponding to measurement of the states $|00\rangle$, $|01\rangle$, $|10\rangle$, and $|11\rangle$, respectively. To determine the matrix elements of the initial state and the POVMs, we maximize a loglikelihood function analogous to Eq. (1) containing four terms (corresponding to measurement of each of the four two-qubit computational states) and sum over the full set of two-qubit pre- and postpulses (discussed further in Sec. IV).

As a proof of principle demonstration of Lindblad tomography, we perform the full protocol on a device consisting of three capacitively coupled flux-tunable transmon qubits, where we denote the two qubits characterized in this experiment as qubit $A$ and $B$ [Fig. 2(a); full device characterization found in Appendix A and Ref. [37]]. In Fig. 2(b), we plot the extracted matrix elements of the imperfect two-qubit ground states $\rho_{AB}$, extracted during two-qubit LT. In Figs. 2(c)–2(f), we plot the elements of the two-qubit POVM matrices, corresponding to measurement of the four two-qubit computational states, respectively. Bold wireframes in Figs. 2(b)–2(f) highlight ideal ground-state preparation and perfect $z$-basis POVM matrices for comparison.

To quantitatively motivate our choice to exclude fiducial gate errors from our analysis, we note that, for high-fidelity superconducting qubits, single-qubit operations are typically orders of magnitude less prone to error (typical error rates < 0.05%) than measurements (typical error rates 1%) [38]. In such systems, it is therefore reasonable to assume that errors in single-qubit rotations have negligible impact on state-initialization and POVM estimation in comparison to imperfect thermalization and measurement error. In the device used for the present experiment, we find unoptimized measurement fidelities of the order of 90%, in comparison to single-qubit gate fidelities of about 99.99% measured using interleaved randomized benchmarking (see Appendix B).

Looking at the most likely state-preparation errors (full matrices are reported in Appendix C), we note that the initial single-qubit states are very similar to a thermal state of the form $\rho_{\text{thermal}} = a |0\rangle\langle 0| + (1 - a) |1\rangle\langle 1|$, $a \in$
characterize the structure of these channels as well as how they depend on the state of neighboring qubits, details that are not readily obtainable from standard single-qubit $T_1$ and $T_2$ measurements. To obtain this information, we use LT to extract the Lindbladian of the channel, which requires process tomography over varying idling channel durations $\mathbb{1}(t_i)$.

Before estimating the Lindbladian of the channel for continuous time $t$, we can first separately extract the instantaneous evolution maps of the channel at each discrete time step $t_i$, which can then be used to check the validity of the time-independent Markovian model. Any quantum operation can be described by a set of Kraus operators such that the final state is related to the initial state as $\rho = \sum_j K_j \rho_0 K_j^\dagger$, where the Kraus operators satisfy $\sum_j K_j K_j^\dagger = \mathbb{1}$ for a trace-preserving process. Note that the Kraus operators are only unique up to a unitary transformation: a quantum channel can be described by two different but equivalent sets of Kraus operators $\{K_j\}$ and $\{K'_j\}$, which will be related through a unitary matrix $U$ such that $K_j = \sum_k U_{jk} K'_k$. In standard process tomography, one therefore often estimates a process matrix $\chi$ that is unique in a specified operator basis. Since the process matrix can be readily calculated from the Kraus operators and vice versa, one can choose either description without loss of generality. In this work, we choose to estimate the Kraus operators; however, we note that we also used the same MLE approach to estimate the process matrix, but found a slower convergence of the optimization compared to the Kraus estimation. We believe that this is likely due to the unitary freedom in fixing the elements of the Kraus matrices. In what follows, we therefore describe the estimation of the Kraus operators.

Characterizing the idling channel, the task is to estimate the Kraus operators describing the qubit evolution at discrete delay times. For each time delay $t_i \in [t_1, t_2, \ldots, t_N]$, we consider a maximum likelihood function of a similar form to Eq. (1),

$$\ln(L_{\chi}(t_i)) = \sum_{b,s} f(b, s, i) \ln(\text{Tr}[\rho_s(t_i)M_b])$$

$$+ \tilde{f}(b, s, i) \ln(\text{Tr}[\rho_s(t_i)(\mathbb{1} - M_b)])$$

with parameters defined as in the SPAM estimation, except that $\rho_s(t_i)$ is now the discrete time evolution of the initial state $\rho_s$ at time $t_i$, under the evolution of the Kraus operators

$$\rho_s(t_i) = \sum_j K_j(t_i) \rho_s K_j^\dagger(t_i).$$

The Kraus operators are then estimated by minimizing the log-likelihood function with respect to the unknown matrix elements of each Kraus operator, using the SPAM
error parameters $\rho_s$ and $M_b$ found during the estimation in Sec. III. For $N$ delay times, we obtain $N$ sets of Kraus operators where, for a $d$-dimensional quantum system, the process at each time is described by at most $d^2$ Kraus operators. Thus, for a single qubit, we estimate four Kraus operators per time delay (16 for two qubits).

In Fig. 3, we show the results of extracting the single-qubit Kraus operators for qubit $A$ of our superconducting transmon device, superposed over the raw data obtained at each time step. Blue dots show the raw measurement probability $p_0$, averaged from 1000 single-shot measurements of the final state $\rho_s(t_i)$ (shot noise $1/\sqrt{N} \sim 3\%$), and orange crosses show the predicted outcome of an imperfect measurement $M_b$ of state $\rho_s(t_i)$, estimated by applying the extracted Kraus operators to the extracted imperfect initial state $\rho_c$ as in Eq. (3). As such, the orange crosses not only capture the channel noise, but also account for the SPAM errors of our device. In Figs. 3(a)–3(c), we compare results from the subset of LT sequences corresponding to a $T_2$-like measurement of qubit $A$ (purple gates in Fig. 1(a)) when its nearest neighbor $B$ is prepared close to either its $|0\rangle$, $|1\rangle$, or $|+\rangle$ state, respectively. Comparing these three scenarios, it is clear that the state of qubit $B$ has a significant effect on the evolution of qubit $A$, a fact that we examine in detail in Sec. V. To capture the full dynamics of this interaction, it is thus necessary to extract the Kraus operators describing the full two-qubit channel.

The estimation of the two-qubit Kraus operators follows from a straightforward generalization of the single-qubit LT protocol, as shown in Fig. 4(a). The corresponding Kraus estimation is then performed by expanding the likelihood function in Eq. (2) with all elements of the two-qubit POVM. A subset of the results of this extraction are shown in Figs. 4(b) and 4(c). Having obtained both the single- and two-qubit Kraus operators for this channel, we can investigate the Markovianity of the idling channel for our device. In particular, we can directly investigate how Markovian two-qubit noise due to spurious interaction between qubits can manifest as non-Markovian single-qubit noise.

V. VALIDATING THE MARKOVIAN MODEL

In this section, we use the Kraus operators extracted in the previous section to provide qualitative insight into whether or not the measured quantum channel can be fit to a Markovian model. There exist a number of proposed measures for non-Markovianity in the literature, and we refer the interested reader to reviews such as Refs. [40,41] for reference. Notably, a number of experimental works have implemented the measure proposed in Ref. [29], which quantifies the backflow of information from the environment characteristic of non-Markovian error [42,43]. This measure is also suitable for our purpose, because it considers the noise process over time, in contrast to instantaneous measures such as in Ref. [44].

We note that other non-Markovianity measures exist that contrast to instantaneous measures such as in Ref. [44]. We note that other non-Markovianity measures exist that
data are due to spontaneous entanglement with qubit B in the single-qubit frame. Comparing (d) and (e) in concert with the results in Fig. 5, we conclude that the non-Markovian errors in the single-qubit observation, paired with the result of the Markovianity metric shown in Fig. 5(c), suggests that the channel is Markovian in the two-qubit frame.

FIG. 4. Two-qubit Lindblad tomography protocol and results. (a) Measurement protocol: the two qubits are initialized into their shared ground state \( \rho_0^{AB} \) and prepared in each of 36 combinations of cardinal states; the channel of interest is swept; the qubits are rotated into each of nine combinations of Pauli bases and measured. The full set of measurement results are passed through the same classical optimizer as in the single-qubit protocol, SPAM errors are extracted, and the instantaneous process maps and dynamic operators are estimated using MLE. (b) Raw data (blue; shot noise \( 1/\sqrt{N} \sim 3\% \)), predictions from extracted Kraus operators (orange), and predictions from estimated Hamiltonian and Lindblad operators (red) for several combinations of pre- and postpulses. (c) Schematic of a large superconducting quantum processor, where the two qubits studied in this work are thought of as neighboring qubits (A and B) in a large patchwork. LT can be performed just as easily on distant qubits (i.e., A and C) to study nonlocal crosstalk. (d) Single-qubit LT on qubit A while B is in a superposition state [same dataset as Fig. 3(c), enhanced for visual clarity]. The poor Lindblad fit (red, average error equals 6.91 \( \times 10^{-2} \)) indicates that no single-qubit Lindblad operator successfully predicts the measured data; this observation, paired with the result of the Markovianity metric shown in Fig. 5(e), suggests that the evolution is non-Markovian in the single-qubit frame. (e) Two-qubit Lindblad tomography, where qubits A and B are both initialized in superposition states. While the pulse sequence is identical to (d), the data are now well predicted by a two-qubit Lindbladian (average error equals 2.15 \( \times 10^{-2} \)); this observation, paired with the result of the Markovianity metric shown in Fig. 5(d), suggests that the channel is Markovian in the two-qubit frame. Comparing (d) and (e) in concert with the results in Fig. 5, we conclude that the non-Markovian errors in the single-qubit data are due to spontaneous entanglement with qubit B (as discussed in Sec. V), revealing the error source.

Since non-Markovian processes cannot be captured by a time-dependent master equation of the form in Eq. (4), an increasing trace distance between two states under the evolution of a common channel signifies violation of Eq. (4) and thus the presence of non-Markovian errors. Based on this observation, Ref. [29] suggested the measure

\[
N_{\text{Markov}} = \max_{\rho_1(0), \rho_2(0)} \int_{\sigma > 0} \sigma(t, \rho_1(0), \rho_2(0)) dt,
\]

with positive decay rates \( \gamma_i(t) > 0 \), the trace distance \( D(\rho_1(0), \rho_2(0)) \) between two initial states \( \rho_1(0), \rho_2(0) \) can only decrease. Here, \( \hat{H}(t) \) and \( \{\hat{L}_i(t)\} \) are the time-dependent Hamiltonian and jump operators of the process.

provide complementary information about the nature of non-Markovianity [45]. However, for the purpose of simply assessing the validity of the Markovianity assumption of LT, the measure of Ref. [29] is sufficient.

The measure of Breuer et al. [29] exploits the following fact: for any quantum process that can be captured by a time-dependent master equation of the form

\[
\dot{\rho}(t) = -i/\hbar [\hat{H}(t), \rho(t)] + \sum_i \gamma_i(t) \left( \hat{L}_i(t) \rho(t) \hat{L}_i^\dagger(t) - \frac{1}{2} \{\hat{L}_i^\dagger(t) \hat{L}_i(t), \rho(t)\} \right)
\]

(4)

with positive decay rates \( \gamma_i(t) > 0 \), the trace distance \( D(\rho_1(0), \rho_2(0)) \) between two initial states \( \rho_1(0), \rho_2(0) \) can only decrease. Here, \( \hat{H}(t) \) and \( \{\hat{L}_i(t)\} \) are the time-dependent Hamiltonian and jump operators of the process.
plotting the trace distance as a function of the channel duration and looking for sustained periods of increasing trace distance. In Sec. VI, we complement this observation with a rigorous quantitative analysis of the error between the operator predictions and data.

Having estimated the Kraus operators for the single- and two-qubit idling channels of our coupled transmon system, we perform the optimization in Eq. (5) over the initial states of the LT protocol to calculate measure $N_{\text{Markov}}$. In Fig. 5, we use the results of the single- and two-qubit LT to perform this optimization, and we graphically illustrate $N_{\text{Markov}}$ (given by the total area in red) for several qubit configurations. Notably, when qubit $B$ is initialized in state $|+\rangle$ [as in Fig. 3(c)], the idling channel of qubit $A$ registers clear periods of increasing trace distance [Fig. 5(c)]. This behavior disappears when qubit $B$ is initialized in either the $|0\rangle$ or $|1\rangle$ state, as well as in the combined two-qubit channel [Figs. 5(a), 5(b), and 5(d), respectively]. In these latter three scenarios, increases in the trace distance appear to arise from isolated statistical fluctuations in the data, with the trace distance otherwise monotonically decreasing over the channel duration.

The distinctive presence of single-qubit non-Markovian behavior in Fig. 3(c) is well understood from the physics of coupled transmon qubits. For two transmon qubits interacting via a fixed capacitance, the resulting dispersive repulsion of the $|00\rangle$ and $|02\rangle$ states shifts the frequency of the $|11\rangle$ state and gives rise to a ubiquitous “always-on” ZZ interaction in the computational subspace of the form [46]

$$\hat{H}_{zz} = \omega_{zz} |11\rangle \langle 11| = \frac{\omega_{zz}}{4} (ZZ - ZI - IZ + II), \quad (6)$$

where $\omega_{zz} = \omega_{11} - \omega_{01} - \omega_{10}$ is the energy shift of the $|11\rangle$ state due to the qubit coupling.

Consequently, when the two qubits are far detuned from each other, this interaction results in an effective two-qubit Hamiltonian of the form [47]

$$\hat{H} = \omega_A |0\rangle \langle 0| + \omega_B |0\rangle \langle 0| + (\omega_A + \omega_B + \omega_{zz}) |1\rangle \langle 1|, \quad (7)$$

where $\omega_A, \omega_B$ are the $|0\rangle \rightarrow |1\rangle$ transition frequencies of qubits $A$ and $B$, respectively. When one of the qubits is prepared in either $|0\rangle$ or $|1\rangle$, this interaction is manifest as a state-dependent frequency shift [hence the difference in oscillation frequency between Figs. 3(a) and 3(b)]. However, when the two qubits are prepared in an initial state $|+\rangle$, they will evolve into an entangled state under the influence of Hamiltonian (7). If we only consider the evolution of one of the qubits—as is the case for the single-qubit Kraus estimation, where we are effectively tracing out one of the qubits—the always-on coupling will swap information between the qubit we are measuring and its neighbor. Qubit $B$ thus functions as an environment with memory, and the entanglement between the two qubits gives rise to non-Markovian errors in the single-qubit picture. However, if the evolution of both qubits is considered, as in the two-qubit Kraus estimation, the
always-on interaction is revealed to be unitary and this non-Markovian behavior disappears [Fig. 5(d)].

VI. EXTRACTING THE LINDBLADIAN

While we have shown how the Markovianity of the noise environment can be qualitatively assessed from the estimated Kraus operators, it is often difficult to extract much physical insight from the Kraus operators alone. If the channel is Markovian, one can apply LT to estimate the time-independent Lindbladian that best fits the measurement data for continuous times \( t \) [right path in Fig. 1(b)]. If, on the other hand, the channel is non-Markovian, one will be unable to find a set of operators that describe the data, since non-Markovian processes cannot be fit to a master equation. We note, however, that the Markovianity measure employed in Sec. V only tells us if the data, since non-Markovian processes cannot be fit to a master equation. Consequently, we seek to maximize a loglikelihood function over all time steps \( t_i \),

\[
\text{ln}(\mathcal{L}_{LT}) = \sum_{i=1}^{N} \text{ln}(\mathcal{L}(t_i)),
\]

where the likelihood function at each discrete time \( \text{ln}(\mathcal{L}(t_i)) \) is defined as in Eq. (2), except that we no longer write \( \rho_i(t_i) = \sum_j \mathcal{K}_i \rho_j \mathcal{K}_j^\dagger \). Instead, we find \( \rho_i(t_i) \) by numerically solving master equation (9) for each guess at the elements of the Hamiltonian and the Lindblad matrices, where we evaluate the master equation at each time step \( t_i \) by numerical exponentiation of the Lindbladian. As with the SPAM and Kraus estimation, a Cholesky decomposition is used to ensure that the Lindblad matrix is positive semidefinite.

Once the most likely Lindbladian has been extracted, we evaluate the results of the optimization by calculating
the error between the predictions of the operators and data. For each time step, the error for a given set of initial state and measurement axis is \( |x_i^{\text{meas}} - x_i^{\text{model}}| \), where \( x_i^{\text{meas}} \) is the measurement probability obtained in experiment at time step \( t_i \) and \( x_i^{\text{model}} \) is the corresponding estimate from the outcome of the MLE routine. The error is then averaged over time steps, and the average error for a given combination of initial state and measurement axis is reported. In addition, the \( p \)-value can be similarly calculated using a \( \chi^2 \) analysis of the extracted operators and data, as discussed in Appendix E.

We now turn to the results of the Lindblad estimation on our superconducting transmon device, and we consider a set of additional analyses motivated by our understanding of the physics of superconducting transmon qubits. These analyses, while not generically necessary for LT, are helpful for interpreting the results of the Lindblad estimation, and similar tests can be employed on other hardware platforms. In Fig. 3, we plot the results of single-qubit Lindblad estimation on qubit \( A \) for three different preparations of qubit \( B \). Here, the solid red line traces out the predicted measurement results for the continuous evolution of qubit \( A \) over all times \( t_i \), as predicted by the most likely Hamiltonian and Lindblad matrices. When qubit \( B \) is in either its \( |0\rangle \) state [Fig. 3(a)] or \( |1\rangle \) state [Fig. 3(b)], we find that the Lindblad evolution of qubit \( A \) well fits the results of measurement (average errors equal 2.25 \( \times \) \( 10^{-2} \) and 2.29 \( \times \) \( 10^{-2} \), respectively). However, when the neighboring qubit is prepared in the superposition state \(|+\rangle\) [Fig. 3(c)], we find that our estimation fails to find a combination of Hamiltonian and Lindbladian that well fit the data (average error equals 6.91 \( \times \) \( 10^{-2} \)). As discussed above, this is expected given the non-Markovian signature we previously found from the Kraus estimation [Fig. 5(c)], since non-Markovian processes cannot be captured by a master equation of the form in Eq. (9).

Having estimated the most likely single-qubit Lindbladian, we proceed to estimate the most likely two-qubit Lindbladian describing the coupled system of qubits \( A \) and \( B \). In Fig. 4, we plot a subset of the results of Hamiltonian and Lindblad extraction using two-qubit LT (red solid line), and we show that the estimated operators well fit both measurement (blue dots) and the prediction of our extracted Kraus operators (orange crosses) for all combinations of initial states and measurement axes. In particular, we note a successful Lindblad fit for the sequence where both qubits are prepared in superposition states \(|++\rangle\) [Fig. 4(e)], average error equals 2.15 \( \times \) \( 10^{-2} \), indicating that the non-Markovian errors observed in the corresponding single-qubit channel [Figs. 3(c) and 4(d)], average error equals 6.91 \( \times \) \( 10^{-2} \) largely disappear in the two-qubit frame. Average errors and \( p \)-values for the full set of single- and two-qubit results (both the Lindblad and the Kraus) are included in Appendix E.

From the two-qubit data, we estimate the two-qubit Hamiltonian

\[
\hat{H}_c = \hbar \begin{pmatrix}
-0.001 & 0.008 + 0.024i & 0.004 - 0.003i & 0.001 + 0.015i \\
0.008 - 0.024i & -1.035 & 0.000 + 0.098i & -0.019 + 0.004i \\
0.004 + 0.003i & 0.000 - 0.098i & -0.258 & -0.009 + 0.000i \\
0.001 - 0.015i & -0.019 + 0.004i & -0.009 + 0.000 & 1.323
\end{pmatrix}
\]

with angular frequencies in units of \( 2\pi \times \) MHz, relative to the lab frame of the driving pulses used for single-qubit rotations. Were these pulses chosen resonant with the qubit frequencies, we would expect the diagonal elements of the Hamiltonian to be zero, except for the \( |11\rangle \) state, where the always-on ZZ coupling shifts the energy.

From the Hamiltonian extracted in Eq. (12), we see that there is a frequency detuning of \( \Delta \omega_A/2\pi = 0.258/2\pi \) MHz = 41.1 kHz for qubit \( A \) and \( \Delta \omega_B/2\pi = 1.04/2\pi \) MHz = 165 kHz for qubit \( B \), which give rise to the oscillations seen in Fig. 3(a) (qubit \( A \)) and the bottom left plot of Fig. 4(b) (qubit \( B \)). The effect of the ZZ coupling is evident when qubit \( B \) is excited close to its \( |1\rangle \) state [Fig. 3(b)], and we consequently observe an increase in the frequency offset for qubit \( A \). From the extracted Hamiltonian, we can estimate the frequency shift from the ZZ coupling to be \( \omega_{zz}/2\pi = (1.32 - (-0.26 - 1.04))/2\pi \) MHz = 416 kHz, which is consistent with independent estimation from device parameters (see Appendix C).

Having estimated the unitary part of the idling channel, we turn to the extracted two-qubit jump operators and decay rates corresponding to information loss during the channel, and the full expressions of the extracted jump operators and decay rates are shown in Appendix C. Motivated by our understanding of the dominant error mechanisms for superconducting qubits, we can compare our extracted operators to single-qubit amplitude damping (at finite temperature) and dephasing noise (i.e., \( T_1 \) and \( T_2 \) processes, respectively), which correspond to jump
operators of the forms

\[ \hat{L}_{d,1} \propto \sigma_z \otimes \mathbb{I}, \]
\[ \hat{L}_{d,2} \propto \mathbb{I} \otimes \sigma_z, \]
\[ \hat{L}_{\sigma_{\sigma}} \propto \sigma_\sigma \otimes \mathbb{I}, \]
\[ \hat{L}_{\sigma_{\sigma}} \propto \mathbb{I} \otimes \sigma_{\sigma}, \]
\[ \hat{L}_{\sigma_{\sigma}} \propto \sigma_+ \otimes \mathbb{I}, \]
\[ \hat{L}_{\sigma_{\sigma}} \propto \mathbb{I} \otimes \sigma_+, \]

where the \( \sigma_z \) operator corresponds to dephasing and the operators \( \sigma_{\sigma} = |0\rangle \langle 1| \) and \( \sigma_\sigma = \sigma^+_\sigma \), correspond to amplitude damping to a thermal state at finite temperature.

To investigate whether traditional \( T_1 \) and \( T_2 \) models accurately describe the evolution of our qubits, we run a separate maximum likelihood optimization of the Lindbladian, time constraining the jump operators to be of the form in Eqs. (13)–(18) and leaving only the rates (\( \gamma \)) and Hamiltonian (\( \hat{H} \)) as free parameters. We refer to this as the restricted optimization, while the previous optimization over general jump operators is referred to as the free optimization. We compare the output of this restricted optimization by calculating the diamond norm distance between the two Liouvillian superoperators,

\[ \delta(t) = \| \Phi(L_{\text{free}}, t) - \Phi(L_{\text{restricted}}, t) \|_\diamond, \]

where \( L_{\text{free}} \) (\( L_{\text{restricted}} \)) is the Liouvillian superoperator corresponding to the free (restricted) optimization, and \( \Phi(L, t) \) is the Choi-matrix representation of \( e^{L t} \). For a diamond norm distance \( \delta \), the minimum error probability when trying to distinguish between the two channels for each measurement shot is \( (1 - \delta/2)/2 \) [48]. For \( t \leq 80 \mu s \), we find that \( \delta(t) \leq 0.2 \); evaluating the asymptotic limit, we find that \( \delta(\infty) \approx 0.06 \), indicating that the two evolutions result in similar steady states (see Fig. 8 below).

From this analysis, we conclude that the extracted jump operators from the unrestricted optimization are largely consistent with single-qubit amplitude damping and dephasing channels, confirming that standard \( T_1 \) and \( T_2 \) models describe the data reasonably well. However, the deviation from the single-qubit model is significant and consistent with the observed always-on interaction between the qubits, which can lead to two-qubit decay channels. Further investigation is necessary to pinpoint the physical mechanisms responsible for these errors, a promising direction for future work.

We also compare the steady state of the two-qubit Lindbladian found in the free optimization (\( \rho_{ss}^{AB} \)) to the initial two-qubit state (\( \rho_0^{AB} \)) from the SPAM estimation. Calculating the trace distance between these two states, we find a distance \( D(\rho_{ss}^{AB}, \rho_0^{AB}) = 0.09 \), indicating a slight deviation between the two. This is unexpected, since the superconducting qubits are initialized by waiting many multiples of \( T_1 \)—letting them relax to the steady state of the idling channel—and one would therefore have expected the steady state to be identical to the initial state. We note, however, that the deviation is relatively small and may originate from the fact that we only fit to data up to 80 \( \mu s \) (about \( 2T_1 \) for qubits A and B, as shown in Table I) and the qubits have not fully relaxed.

VII. CONCLUSION AND DISCUSSION

In this work, we have proposed a technique for extracting the time-independent Hamiltonian, jump operators, and corresponding decay rates of an experimental quantum channel, which we refer to as Lindblad tomography. Combining aspects of process tomography and time-domain \( T_1/T_2 \) measurement with Hamiltonian, Lindblad, and SPAM error estimation based on MLE, Lindblad tomography provides detailed information about the errors and noise environment of physical quantum devices and can be used to identify sources of qubit-qubit crosstalk.

Applying Lindblad tomography to the characterization of a small superconducting device, we demonstrate how the results provided by LT also allow us to quantify crosstalk in qubit readout, frequency offsets in driving pulses, and the strength of always-on interactions between qubits, which can result in single-qubit non-Markovian noise. Furthermore, our characterization shows that the noise environment that best describes the data is consistent with single-qubit amplitude damping (\( T_1 \)) and dephasing (\( T_2 \)) channels to a large extent.

While much of this proof-of-principle study focuses on noise processes that arise due to the presence of neighboring qubits, we note that LT can be naturally applied to study a broad range of noise sources that impact the idling channel—such as coupling to coherent two-level systems [49], dephasing due to photons in readout resonators [50], and interaction with quasiparticles [51] in superconducting systems—all of which may leave traces in the extracted Lindbladian and result in varying degrees of non-Markovian error. Additionally, we believe that further investigation of changes in the noise environment over time [20,27] could offer a promising direction for future inquiry, and we are confident that LT will prove a valuable tool in future work towards suppressing these errors using either quantum control or error-correction techniques.

As noted in the Introduction, we conclude by reiterating that the number of measurements required for Lindblad tomography scales exponentially with the number of qubits, as with standard process tomography or GST. Thus, full characterization of a large quantum processor using LT remains experimentally impractical. However, since crosstalk between qubits is almost entirely two body, characterization of all combinations of two-qubit patches...
on a large quantum processor using LT will nevertheless provide valuable insights into the collective noise environment of the full processor, and these measurements can be used to bootstrap higher-order errors [32,33]. As the number of two-qubit patches only scales as about $N^2$ for an $N$-qubit device (regardless of hardware platform), characterization of direct two-qubit crosstalk with Lindblad tomography can therefore, in principle, be done efficiently. Furthermore, for devices where it is reasonable to assume that crosstalk is restricted to pairs of qubits within a certain maximal separation (as may well be the case for devices with equally spaced qubits, as in a lattice of superconducting qubits), the number of pairs to be characterized would only scale as $O(N)$, though investigating the validity of this approach remains the subject of future work. As research scales to larger and more complex systems and the possible sources of crosstalk and unintentional qubit entanglement inevitably increases, we are confident that repeated Lindblad tomography of single- and two-qubit patches will provide an important step towards modeling the dynamics of large-scale quantum processors.

Recently, the authors became aware of a recent and separate theory work that proposes, implements, and numerically benchmarks the fitting of tomography data to quantum noise models, and we direct the interested reader to that manuscript for comparison [52].

The code used for analyzing the results of Lindblad tomography throughout this work can be found in the public GitHub repository [53]. The experimental data used in this work may be made available upon reasonable request of the corresponding authors and with the permission of the U.S. Government sponsors who funded the work.
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APPENDIX A: DEVICE AND MEASUREMENT INFRASTRUCTURE

The quantum processor characterized in this work consists of three capacitively coupled superconducting flux-tunable transmon qubits arranged in a linear chain [Fig. 6(a)]. For this initial proof-of-principle demonstration of single- and two-qubit Lindblad Tomography, we choose to consider only the left and middle qubits of the chain, which we label qubit $A$ and $B$, respectively. The rightmost qubit is far detuned to its frequency minimum and left to idle in its ground state for the duration of the characterization protocol. Significant device parameters for qubits $A$ and $B$ are noted in Table I. In Fig. 6(b), we outline the control and readout hardware used to perform gate operations and measure the state of the qubits inside a dilution refrigerator. Additional characterization of the device used in this experiment can be found in Ref. [37].

APPENDIX B: SINGLE-QUBIT GATE CHARACTERIZATION

As we note in the main text, Lindblad tomography is resilient to errors in the single-qubit fiducial gates $R_x$ and $R_y$ required for state preparation and measurement axis rotation. Nonetheless, we can independently characterize these rotations by performing interleaved Clifford randomized benchmarking on the full set of single-qubit gates $R \in \{I, X_\pi, Y_{\pm \pi/2}, Z_{\pm \pi/2}\}$ required to run Lindblad tomography on each qubit. For each of these operations, we record fidelities in excess of 99.9%, over an order of magnitude greater than the fidelity observed for state initialization or measurement (Fig. 7).

APPENDIX C: SPAM AND LINDBLAD ESTIMATION

We estimated the SPAM errors both for each qubit individually and for the combined two-qubit system. In both cases, the maximization of the loglikelihood function is performed using MATLAB®’s built-in function fmincon, which is a gradient-based numerical optimizer for constrained nonlinear problems. For documentation,
FIG. 6. Device and wiring diagram. (a) SEM image of an identically fabricated copy of the device characterized in this work. (b) Schematic of the control and readout hardware used to operate the quantum processor characterized in this experiment. Dashed horizontal lines indicate the thermal stages of the dilution refrigerator in which the processor is measured, from room temperature (RT) at the top to the mixing chamber (M/C) at the bottom. (AWG: arbitrary waveform generator; TWPA: traveling-wave parametric amplifier.)

We note that, to avoid the optimizer getting stuck in local minima, multiple starting points are tried to find a good approximation of the global minimum. This is done by sampling random POVMs and initial states as starting points. For both estimations, we sample over $10^4$ different starting points. We run optimizations where we restrict the search space to be within some deviation of perfect POVMs and zero temperature thermal initial state for varying deviations. In particular, we restrict the initial thermal population of the $|1\rangle$ state to be smaller than 5%, a choice which is motivated by estimation of the effective device temperature for the two transmon qubits in a dilution refrigerator at a base temperature of 11 mK [55]. For the single-qubit estimation of qubit $A$, we use data where the neighboring qubit $B$ is kept in the ground state and measured in the $z$ basis, such that no pulses are applied to qubit $B$ during the measurement (and vice versa for estimation of qubit $B$). The POVMs found from the maximization are

$$M^A_0 = \begin{pmatrix} 0.870 & 0.00 + 0.015i \\ 0.00 - 0.015i & 0.00 + 0.015i \end{pmatrix},$$

$$M^B_0 = \begin{pmatrix} 0.880 & -0.004 - 0.031i \\ -0.004 + 0.031i & 0.165 \end{pmatrix},$$

indicating that there are significant measurement errors of the order of 10%–20%. The estimated initial states are

$$\rho^A_0 = \begin{pmatrix} 0.999 & -0.002 - 0.005i \\ -0.002 + 0.005i & 0.001 \end{pmatrix},$$

$$\rho^B_0 = \begin{pmatrix} 0.998 & 0.009 - 0.04i \\ 0.009 + 0.04i & 0.002 \end{pmatrix},$$

which are consistent with single-qubit thermal states, as discussed in the main text. The maximized loglikelihood is $\ln(L_{\text{SPAM}}) = -1.083 \times 10^4$. 

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Qubit $A$</th>
<th>Qubit $B$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Idling frequency $\omega_i/2\pi$</td>
<td>4.744 GHz</td>
<td>4.222 GHz</td>
</tr>
<tr>
<td>Anharmonicity $\eta/2\pi$</td>
<td>-175 MHz</td>
<td>-190 MHz</td>
</tr>
<tr>
<td>Coupling strength $g/2\pi$</td>
<td>12 MHz</td>
<td></td>
</tr>
<tr>
<td>Junction asymmetry</td>
<td>1:5</td>
<td>1:10</td>
</tr>
<tr>
<td>Single-qubit gate time</td>
<td>30 ns</td>
<td>30 ns</td>
</tr>
<tr>
<td>Readout resonator frequency $\omega_r/2\pi$</td>
<td>7.252 GHz</td>
<td>7.285 GHz</td>
</tr>
<tr>
<td>Energy relaxation time $T_1$</td>
<td>26 $\mu$s</td>
<td>35 $\mu$s</td>
</tr>
<tr>
<td>Ramsey decay time $T_2$</td>
<td>25 $\mu$s</td>
<td>24 $\mu$s</td>
</tr>
</tbody>
</table>
an interleaved RB fidelity of 99.9%, above the threshold for discounting rotation errors in our Lindblad tomography protocol.

The maximized loglikelihood is \( \ln L \). In their initial state and the measurement operation, there is not much crosstalk between the qubits indicating that there is not much crosstalk between the qubits in their initial state and the measurement operation. The estimated single-qubit POVMs and initial states, indicating that there is not much crosstalk between the qubits in their initial state and the measurement operation. The maximized loglikelihood is \( \ln L \).

As discussed in the main text, these are consistent with the estimated single-qubit POVMs and initial states, indicating that there is not much crosstalk between the qubits in their initial state and the measurement operation. The maximized loglikelihood is \( \ln L \).

For the Kraus and Lindblad optimizations, we maximize the loglikelihood function using MATLAB’s built-in functions \texttt{fmincon} and \texttt{fminsearch}. For the Kraus optimization, \texttt{fmincon} is used for both the single-qubit and two-qubit data in order to enforce the constraint of a trace-preserving map. As with the SPAM characterization, the interior-point algorithm is used [54]. As an initial point of the optimization, we use Kraus operators corresponding to an identity channel to estimate the Kraus operators of the first time step, where the evolution from the initial state is assumably small. The resulting estimate is then used as a starting point for the next time step and this procedure is iterated for the whole time series.

For the Lindblad estimation, all physical constraints of the evolution can be ensured by employing a Cholesky
decomposition of the Lindblad matrix and using the Hermiticity of the Hamiltonian to reduce the number of free parameters. The optimization therefore allows for an unconstrained optimizer and we use the \texttt{fminsearch} optimizer of MATLAB. For documentation, see Ref. [56]. This algorithm uses the simplex search method of Ref. [57], which is a gradient-free method. As an initial starting point for the optimization, we use the Lindblad matrix corresponding to pure dephasing and (zero temperature) amplitude damping for the single-qubit Lindblad estimation. For the two-qubit optimization, we use the estimated single-qubit Hamiltonian and Lindblad operators as an initial point. The Lindblad operators estimated for the two-qubit system are

$$
\hat{\mathbf{L}}_1 = \begin{pmatrix}
0.501 + 0.001i & 0.000 + 0.001i & 0.000 - 0.002i & 0.002 + 0.000i \\
0.000 - 0.001i & 0.499 - 0.001i & 0.001 + 0.001i & -0.002 + 0.002i \\
-0.001 - 0.001i & 0.001 + 0.001i & -0.001 - 0.001i & -0.000 + 0.000i \\
0.002 + 0.000i & -0.001 - 0.001i & 0.000 + 0.000i & 0.000 + 0.000i \\
\end{pmatrix}, \quad (C10)
$$

$$
\hat{\mathbf{L}}_2 = \begin{pmatrix}
0.448 - 0.001i & 0.109 + 0.246i & 0.001 - 0.002i & 0.002 - 0.002i \\
0.061 - 0.125i & -0.451 + 0.002i & 0.001 + 0.002i & 0.002 + 0.005i \\
-0.003 - 0.002i & -0.003 + 0.001i & 0.454 + 0.001i & 0.109 + 0.249i \\
-0.004 + 0.001i & 0.000 + 0.002i & 0.064 - 0.131i & -0.451 - 0.002i \\
\end{pmatrix}, \quad (C11)
$$

$$
\hat{\mathbf{L}}_3 = \begin{pmatrix}
-0.072 + 0.161i & 0.639 - 0.031i & -0.003 - 0.001i & 0.007 + 0.00i \\
0.114 + 0.039i & 0.072 - 0.161i & -0.001 + 0.001i & -0.005 - 0.001i \\
0.002 + 0.003i & 0.001 + 0.002i & -0.071 + 0.162i & 0.655 - 0.044i \\
0.002 - 0.003i & -0.001 - 0.002i & 0.134 + 0.035i & 0.071 - 0.163i \\
\end{pmatrix}, \quad (C12)
$$

$$
\hat{\mathbf{L}}_4 = \begin{pmatrix}
0.004 + 0.000i & -0.001 - 0.003i & 0.000 - 0.070i & -0.003 + 0.000i \\
0.000 - 0.001i & 0.000 - 0.002i & -0.004 - 0.002i & 0.000 - 0.070i \\
0.001 + 0.078i & 0.002 + 0.001i & 0.000 + 0.002i & -0.002 - 0.003i \\
0.000 - 0.001i & -0.001 + 0.079i & 0.000 - 0.001i & -0.004 + 0.000i \\
\end{pmatrix}. \quad (C13)
$$

The corresponding decay rates are found to be $\gamma_1 = 0.071$ MHz, $\gamma_2 = 0.097$ MHz, $\gamma_3 = 0.042$ MHz, and $\gamma_4 = 0.055$ MHz. We fix the unitary freedom of the jump operators by deriving them from the diagonalization of the Lindblad matrix, as discussed in the main text, and we normalize them such that $\text{Tr}(\hat{\mathbf{L}}_i \hat{\mathbf{L}}_i^\dagger) = 1$. The extracted Hamiltonian is given in Eq. (12) in the main text.

$$
\hat{H} = \hbar \begin{pmatrix}
0.001 & 0.001 + 0.02i & 0.003 - 0.002i & 0.009 - 0.012i \\
0.001 - 0.020i & -1.031 & 0.007 + 0.003i & -0.017 - 0.001i \\
0.003 + 0.002i & 0.007 - 0.003i & -0.257 & -0.012 + 0.000i \\
0.009 + 0.012i & -0.017 + 0.001i & -0.012 + 0.000i & 1.328 \\
\end{pmatrix}. \quad (C14)
$$

As noted in the main text, the jump operators above are similar to single-qubit amplitude damping and dephasing channels, and we refer the reader to the main text for a comparison of the extracted operators to this model. For this comparison, we also run a restricted optimization with the jump operators fixed to correspond to single-qubit dephasing and finite temperature amplitude damping noise. For this restricted optimization, we extract the Hamiltonian with angular frequencies in units of $2\pi \times$ MHz and decay rates of $\gamma_{1,d} = 0.071$ MHz, $\gamma_{2,d} = 0.091$ MHz, $\gamma_{-1} = 0.055$ MHz, $\gamma_{-2} = 0.048$ MHz, $\gamma_{+,1} = 0.001$ MHz, and $\gamma_{+,2} = 0.004$ MHz. The deviation between the restricted and free optimizations, $\delta(t)$, as defined in the main text, is seen in Fig. 8. We note that the maximum likelihood is found for the unrestricted optimization [$\ln(L_{LT}) = -7.121 \times 10^7$ for the unrestricted compared to $\ln(L_{LT}) = -7.124 \times 10^7$ for the restricted optimization].

Extracting the unrestricted Hamiltonian for the two-qubit system, we find an estimated state-dependent frequency shift $\omega_{zz}/2\pi = 416$ kHz due to the always-on
where $\eta_A, \eta_B$ are the anharmonicities of qubits $A$ and $B$, respectively, $g$ is the coupling strength between the two qubits, and $\Delta = \omega_A^0 - \omega_B^0$ is the frequency detuning between them. Substituting in the parameters for our device from Table I, we estimate a state-dependent frequency shift $\omega_{zz}/2\pi = 425$ kHz, consistent with the value found from the Hamiltonian extraction using LT.

**APPENDIX D: SINGLE-QUBIT LT RESULTS AND DISCUSSION**

The estimated jump operators for the single-qubit noise channel of qubit $A$ with the neighboring qubit in the ground state are

$$\hat{L}_1 = \begin{pmatrix} -0.551 - 0.052i & 0.030 - 0.622i \\ 0.030 - 0.010i & 0.551 + 0.052i \end{pmatrix},$$  \hspace{1cm} (D1)

$$\hat{L}_2 = \begin{pmatrix} 0.438 - 0.019i & 0.144 + 0.757i \\ 0.144 - 0.042i & -0.438 + 0.019i \end{pmatrix},$$  \hspace{1cm} (D2)

with decay rates $\gamma_1 = 0.029$ MHz and $\gamma_2 = 0.037$ MHz. We note that these operators fit the data well, as shown in Fig. 9, and correspond to a maximized loglikelihood of $\ln(L_{LT}) = -1.739 \times 10^6$.

Running LT on the full set of pre- and postpulses for this particular dataset, we note that there is some small disagreement between the Lindblad fits (red) and
the data (blue) for sequences corresponding to \( T_2 \)-type measurements. For example, we observe that the Lindblad fit slightly underestimates the decay time for the dataset when qubit \( A \) is prepared in \(|+\rangle\) and measured in the \( x \) basis [Fig. 3(a) in the main text, purple highlighted plot in Fig. 9]. Looking at the full matrix of pre- and postpulses, we note small temporal fluctuations in the channel over the course of the data acquisition period, and we see that the Lindblad fit consequently overestimates the decay time of some traces relative to others. Since LT finds the single time-independent Lindblad operator that best describes all combinations of pre- and postpulses, spurious temporal fluctuation in the channel during a small set of measurements constitutes a partial violation of assumption 1 of LT, and this fluctuation will affect the fit of the other datasets.

**APPENDIX E: ERROR AND \( \chi^2 \) ANALYSIS**

In this section, we provide additional statistical analysis of the single- and two-qubit operators reported in the main text. For a single qubit, we can model the results for each input state, evolution time, and measurement basis as a Bernoulli distribution (a biased coin toss yielding either “0” or “1”), from which we obtain 1000 independent shots. The same can be said of the two-qubit data, with the results corresponding to a multinomial distribution with four outcomes (“00,” “01,” “10,” and “11”). The goal of LT is to

![Graphs showing error analysis for single and two-qubit measurements.](image1)

**FIG. 10.** Analyzing the Lindblad extraction of qubit \( A \)'s idling channel when qubit \( B \) is in \(|0\rangle\), \(|1\rangle\), and \(|+\rangle\). The error and \( p \)-value between the data and the Lindblad estimation are calculated for each time step, initial state, and measurement axis of qubit \( A \), and the results are averaged over the first 20 \( \mu s \). Note that, when qubit \( B \) is prepared in \(|+\rangle\) (bottom plots), we observe dramatically larger errors and lower \( p \)-values for the sequences corresponding to \( T_2 \)-like measurements of qubit \( A \), consistent with the poor Lindblad fits shown in Fig. 3(c) of the main text. Meanwhile, the sequences corresponding to \( T_1 \)-like measurements of qubit \( A \) (which are blind to the entanglement with qubit \( B \)) show comparatively good fits to data even when qubit \( B \) is in \(|+\rangle\).
find a set of model parameters that closely estimates these outcome probabilities across the entire set of initial states, measurement axes, and time steps. To evaluate our success in finding such a model, we compute two standard metrics to quantify the deviation between the model predictions and data: the absolute error and the chi-square goodness of fit ($\chi^2$).

The error between the model and data at each time step is computed as

$$\text{error}(t_i) = |x_{i}^{\text{meas}} - x_{i}^{\text{model}}|,$$  \hspace{1cm} (E1)

where $x_{i}^{\text{meas}}$ is the measurement probability obtained in experiment at time step $t_i$ (blue dots in Figs. 3 and 4 of the main text) and $x_{i}^{\text{model}}$ is the corresponding estimate from the outcome of the MLE routine (orange crosses in Figs. 3 and 4 for the Kraus extraction, red line for the Lindblad).

The $\chi^2$ test is a statistical quantifier of how likely it is that the data could have been produced by an assumed model known as the null hypothesis. Our null hypothesis will be the assumption that the data are well fit by a time-independent Markovian master equation. The $\chi^2$ value is then computed as

$$\chi^2(t_i) = \sum_{j=1}^{k} \frac{(x_{i,j}^{\text{meas}} - x_{i,j}^{\text{model}})^2}{x_{i,j}^{\text{model}}},$$  \hspace{1cm} (E2)

with the same definitions of $x_{i}^{\text{meas}}$ and $x_{i}^{\text{model}}$ as in Eq. (E1). However, unlike in the error calculation, we must also sum

FIG. 11. Analyzing the Kraus extraction of qubit $A$’s idling channel when qubit $B$ is in $|0\rangle$, $|1\rangle$, and $|+\rangle$. The error and $p$-value between the data and the Kraus estimation are calculated for each time step, initial state, and measurement axis of qubit $A$, and the results are averaged over the first 20 $\mu$s.
FIG. 12. Analyzing the Lindblad extraction of the two-qubit idling channel. The error and p-value between the data and the Lindblad estimation are calculated for each time step and qubit configuration (qubit $A$ on the $y$ axis, $B$ on the $x$ axis), and the results are averaged over the first 20 $\mu$s.

over the total number of categories $k$ that the data can fall into: two for the single-qubit data (“0” or “1”), four for the two-qubit data (“00,” “01,” “10,” or “11”). Under the null hypothesis, the deviation between $x_{\text{observed}}^i$ and $x_{\text{expected}}^i$ is normally distributed due to the central limit theorem, and it is well known that (given a large enough sample size [58]) the $\chi^2$ statistic follows the $\chi^2$ distribution with $k - 1$ degrees of freedom [59]. Intuitively, the larger the value of $\chi^2$, the greater the discrepancy between the observed and expected values. For any value of $\chi^2$, the $\chi^2$ distribution can then be used to compute the probability that a value at least as extreme might have been obtained, which is known as the $p$-value. If one finds a particularly small $p$-value then one should consider rejecting the null hypothesis on the grounds that the assumed model is not very likely to have actually produced the observed data [60]. Whether one accepts or rejects the null hypothesis is determined by a threshold $p$-value (commonly denoted $\alpha$) that is chosen.

FIG. 13. Analyzing the Kraus extraction of the two-qubit idling channel. The error and $p$-value between the data and the Kraus estimation are calculated for each time step and qubit configuration (qubit $A$ on the $y$ axis, $B$ on the $x$ axis), and the results are averaged over the first 20 $\mu$s.
in advance of analyzing the data. This threshold is set arbitrarily and simply expresses how conservative one would like to be when deciding to reject the null hypothesis, trading off false positives for false negatives as the threshold is set lower and lower. In our case, we refrain from choosing a specific $\alpha$ and let the data speak for itself, noting that higher $p$-values indicate data that are more compatible with a Markovian assumption, while lower values suggest deviation between the Markovian model and data.

In the following analysis, we compute the average error and $p$-value over time, for each combination of initial state and measurement basis. The $p$-value is computed from the $\chi^2$ distribution with one degree of freedom to account for the two different measurement outcomes (three degrees of freedom for the two-qubit data, $k − 1$ in general). Since the different outcomes are not inherently included in the calculation of the error, we also average over the different outcome types when calculating error. Since we are calculating the error between two probabilities, the error is bounded between 0 and 1. The $p$-value is inherently bounded between 0 (bad fit) and 1 (exact fit). Under the null hypothesis, the $p$-values should actually be uniformly distributed due to statistical error, and so an average $p$-value of around 0.5 indicates very close agreement with the null hypothesis. We emphasize that in all cases, whenever the expected probabilities are small, the relative error and the $p$-value will both suffer even if the fit is qualitatively quite good. All statistics are computed based on data drawn

FIG. 14. Cumulative histogram of the error for each data point. Instead of averaging over all time steps, the cumulative histograms treat each combination of time step, initial state, and measurement axis as a single data point and bins the error between model (Kraus in orange, Lindblad in red) and data at each point. The data plotted here are compiled from all time steps (i.e., not just the first 20 $\mu$s) for each of the four cases in Fig. 5 of the main text. For example, looking at the results of all two-qubit data estimated with the Lindblad MLE (bottom plot, red), we find that 80% of the predicted probabilities fall within 0.04 of the measured probabilities. The Kraus estimates yield better fits most of the time (since, unlike the Lindblad estimates, they are not constrained to any Markovian model), and thus they converge to the 100% limit more rapidly.
within the first 20 μs, corresponding to the most coherent part of the evolution, where non-Markovian effects are most apparent.

In Figs. 10 and 11, we plot the average error and p-values for the Lindblad and Kraus extraction of qubit A’s idling channel when qubit B is in |0⟩, |1⟩, and |+⟩. When qubit B is prepared in |0⟩ or |1⟩ (i.e., the cases where we would expect the Markovian assumption to hold for qubit A’s channel), the p-values are on average above 0.2, and the error values are always less than 0.03, except for two outlier cases: prepare |+⟩, measure in y, qubit B in |0⟩ (Lindblad fit shown in Fig. 9); prepare |1⟩, measure in z, qubit B in |1⟩. In comparison, when qubit B is prepared in |+⟩ and we perform a $T_2^*$-like measurement on qubit A (initialize and measure in the x or y base), we find a lower p-value (less than 0.15) and a large error (greater than 0.06). As shown in the main text, these cases correspond to evolution whose actual precession frequencies are not well predicted by the Lindblad fit, due to entanglement with qubit B. It is worth noting that, even in this non-Markovian scenario, there are still sequences that are well fit by a Lindbladian: these sequences (which correspond to $T_1$-type measurements) are blind to the entanglement produced by the ZZ coupling between the qubits, and it follows that they can be fit to a Markovian model. In Figs. 12 and 13, we provide the same analysis for the two-qubit Lindblad and Kraus estimates, respectively, where the initial states and measurement bases for qubits A and B are labeled along the axes. Lastly, in Fig. 14, we plot cumulative histograms of the error values for the four datasets emphasized in Fig. 5 of the main text, providing a high-level view of the fit quality across all data points.
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