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Correlations between mean transverse momentum $[p_T]$ and anisotropic flow coefficients $v_2$ or $v_3$ are measured as a function of centrality in Pb–Pb and Xe–Xe collisions at $\sqrt{s_{NN}} = 5.02$ TeV and 5.44 TeV, respectively, with ALICE. In addition, the recently proposed higher-order correlation between $[p_T]$, $v_2$, and $v_3$ is measured for the first time, which shows an anticorrelation for the presented centrality ranges. These measurements are compared with hydrodynamic calculations using IP-Glasma and T$_{EN}$To initial-state shapes, the former based on the Color Glass Condensate effective theory with gluon saturation, and the latter a parameterized model with nucleons as the relevant degrees of freedom. The data are better described by the IP-Glasma rather than the T$_{EN}$To based calculations. In particular, Trajectum and JETSCAPE predictions, both based on the T$_{EN}$To initial state model but with different parameter settings, fail to describe the measurements. As the correlations between $[p_T]$ and $v_n$ are mainly driven by the correlations of the size and the shape of the system in the initial state, these new studies pave a novel way to characterize the initial state and help pin down the uncertainty of the extracted properties of the quark–gluon plasma recreated in relativistic heavy-ion collisions.

The primary goal of ultrarelativistic heavy-ion collisions is to study the quark–gluon plasma (QGP) [1], a deconfined state of quarks and gluons, predicted by quantum chromodynamics (QCD) to emerge at extreme densities and temperatures. High-energy heavy-ion collisions at Relativistic Heavy Ion Collider (RHIC) [2–5] and the Large Hadron Collider (LHC) at CERN [6,7] have yielded strong evidence that the QGP is observed in such collisions, enabling the study of its properties in the laboratory. A key phenomenon that provides valuable information on the transport properties of the created QGP matter is the anisotropic expansion of the produced particles [8]. The final anisotropy can be quantified by a Fourier decomposition of the single particle azimuthal distribution [9],

$$P(\varphi) = \frac{1}{2\pi} \left[ 1 + 2 \sum_{n=1}^{\infty} v_n \cos n(\varphi - \Psi_n) \right].$$

(1)

Here, $\varphi$ is the azimuthal angle of the emitted particle, and $v_n$ and $\Psi_n$ are the $n$-th order flow coefficient and flow symmetry-angle, respectively. Systematic measurements on fluctuations and correlations of $v_n$ coefficients and $\Psi_n$ have been previously reported in Refs. [10–25]. Comprehensive comparisons with hydrodynamic model calculations provide critical information on the event average initial-state shape and the initial energy density distribution in the nuclear overlap region, as well as their event-by-event fluctuations. Additionally, they constrain the shear and bulk viscosity over entropy density ratios of the QGP, $\eta/s$ and $\zeta/s$, respectively [26–29]. Even at fixed final-state particle multiplicity, not only the shape but also the average size of the nuclear overlap region will, in general, fluctuate from event to event. These size fluctuations (at constant charged-particle density) lead to fluctuations of the pressure gradient and therefore affect the radial flow, thus influencing the transverse momentum $[p_T]$ spectra of the produced particles. Arguably, the event-by-event fluctuations of the mean transverse momentum $[p_T]$ (the average transverse momentum of all particles in a single event) are more sensitive to the equation-of-state and $\zeta/s$ than the measurements of the anisotropic flow [30,31]. Despite their early success in describing $v_n$ measurements, hydrodynamic models have been able to reproduce the observed $[p_T]$ fluctuations only recently [32–34]. Notably the measurements of $v_n$ and $[p_T]$ are used as independent experimental inputs for the Bayesian analyses [33–36], which extract state-of-the-art information on the initial conditions and the final state properties, including the temperature dependence of $\eta/s$ and $\zeta/s$.

Apart from the individual studies of $v_n$ and $[p_T]$, the interplay between radial and anisotropic flow was qualitatively investigated via anisotropic flow of identified hadrons [37,38] and with event-shape engineering (ESE) [39]. It was proposed that correlations
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between radial and anisotropic flow could be quantified via correlations between \( v_1 \) and \( \nu_n \) using a modified Pearson correlation coefficient [40],

\[
\rho(\nu_n, [p_T]) = \frac{\text{Cov}(\nu_n, [p_T])}{\sqrt{\text{Var}(\nu_n)} \sqrt{\text{Var}([p_T])}} \tag{2}
\]

where \( \text{Cov}(\nu_n, [p_T]) \) is the covariance between \( \nu_n \) and \( [p_T] \), it can be calculated using a three-particle correlation following Eq. (1) in Ref. [40]. The variance of \( v_2 \) fluctuations is given by \( \text{Var}(v_2) \) and can be measured by two- and four-particle cumulants, \( \text{Var}(v_2^n) = \nu_n(2^{2n} - v_n) \). Dynamical transverse momentum correlations are given by \( c_k \) [40–43]. As \( \rho(v_2^n, [p_T]) \) (for \( n = 2, 3 \)) can be qualitatively or even quantitatively reproduced by the initial state correlations [31,44,45], its measurements will provide valuable information on the overlap region’s shape and size, and their correlations in the initial conditions. In particular, \( \rho(v_2^n, [p_T]) \) is found to be sensitive to the nuclear quadrupole deformation [46], adding a new tool to study the nuclear structure, which has been addressed systematically only at low energies so far [47]. This \( \rho(v_2^n, [p_T]) \) (for \( n = 2, 3, 4 \)) observable has been measured previously [48], which reported a clear dependence on charged-particle multiplicity, when selecting particles with \( p_T > 0.5 \) GeV/c.

Recently, a new observable that probes the correlations between \( [p_T] \) and two different \( \nu_2 \) and \( \nu_2^2 \) coefficients has been introduced [49]. This observable \( \rho(\nu_2, \nu_2^2, [p_T]) \) can be achieved by replacing three observables, A, B, and C with \( \nu_2^m, \nu_2^n \), and \( [p_T] \) in Eq. (24) from Ref. [49],

\[
\rho(\nu_2^m, \nu_2^n, [p_T]) = \frac{\text{Cov}(\nu_2^m, \nu_2^n, [p_T])}{\sqrt{\text{Var}(\nu_2^m)} \sqrt{\text{Var}(\nu_2^n)} \sqrt{\text{Var}([p_T])}} \tag{3}
\]

where \( \rho_n = \rho(v_2^n, [p_T]), \rho_m = \rho(v_2^m, [p_T]) \), and \( \text{Cov}(\nu_2^m, \nu_2^n, [p_T]) \) is the correlation among \( \nu_2^m, \nu_2^n \) and \( [p_T] \) defined in Ref. [49], and \( \text{SC}(m,n) \) is the symmetric cumulant between \( \nu_2^m \) and \( \nu_2^n \) [16,50,51]. The \( \rho(\nu_2^m, \nu_2^n, [p_T]) \) is constructed based on multiparticle cumulants [49,52], where lower-order few particle correlations have been removed, thus, it only reflects the genuine correlations between \( [p_T], \nu_n \), and \( \nu_m \). It is potentially more sensitive than \( \rho(v_2^n, [p_T]) \) to the initial conditions and is expected to be used to probe the initial momentum anisotropy [44], an asymmetry in the transverse pressure of the system at the interface between a pre-equilibrium description and a hydrodynamic description. The presence of an initial momentum anisotropy was predicted from first-principle considerations in the colour glass condensate (CGC) effective theory of high-energy QCD [53,54]. However, conclusive evidence for the CGC remains elusive.

In this Letter, the measurements of the centrality dependence of correlations between flow coefficients and \( [p_T] \) in Pb–Pb and Xe–Xe collisions at 5.02 TeV and 5.44 TeV, respectively, are presented. The collision centrality is determined using energy deposition in the two scintillator arrays of the V0 detector, V0A and V0C, which cover the pseudorapidity ranges of 2.8 < \( \eta \) < 5.1 and 3.7 < \( \eta \) < −1.7, respectively [55,56]. Events that pass central, semi-central, or minimum-bias trigger criteria with a reconstructed primary vertex (PV) within ±10 cm of the nominal interaction point along the beam direction are used. Background events are removed using information from multiple detectors as described in Ref. [57]. A total of 245 million Pb–Pb collisions and 1.2 million Xe–Xe collisions pass these criteria. The charged-particle tracks are reconstructed using the Inner Tracking System (ITS) [58] and the Time Projection Chamber (TPC) [59]. To select only high-quality reconstructed tracks for the analysis, they are required to be in the kinematic range \( 0.2 < p_T < 3.0 \) GeV/c and \( |\eta| < 0.8 \), to have more than 70 TPC space points (out of a maximum of 159), and a \( \chi^2 \) per degree of freedom of the track fit to the TPC space points to be lower than 2. In order to reduce the contamination from secondary particles, the distance-of-closest-approach (DCA) of the tracks to the PV must be within 2 cm in the longitudinal direction and a \( p_T \)-dependent distance selection in the transverse plane, ranging from 0.2 cm at \( p_T = 0.2 \) GeV/c to 0.02 cm at \( p_T = 3.0 \) GeV/c, is applied. To suppress the non-flow contaminations, which are the azimuthal angle correlations not associated to \( \nu_n \), multiparticle correlations with the subevent method [52,60] are applied. For this, the pseudorapidity acceptance of the central barrel is divided into three regions (subevents), A, B, and C, corresponding to \(-0.8 < \eta_A < -0.4, |\eta| < 0.4, \) and \( 0.4 < \eta_C < 0.8 \), respectively. Here subevents A and C are used in the \( \nu_n \) measurements, while subevent B is used for \( [p_T] \) measurements. The \( \nu_n \), \( [p_T] \), and their correlations are measured in each event and corrected for detector acceptance and track-reconstruction efficiency using the latest developments based on generic framework with 3-subevent method [50,60] including \( [p_T] \) calculations.

Systematic uncertainties are estimated by varying event and track selection criteria. Uncertainties related to the selection of the event include the variation of the accepted vertex position along the beam line (9, 7 and 5 cm), and consideration of different magnetic field directions, which are analyzed separately. The resulting systematic uncertainty was found to be within 2%. The systematic uncertainties related to track selection criteria are estimated by considering different track reconstruction algorithms and reconstruction qualities. The variations of the maximum allowed DCA to the primary vertex along the beam line and in the transverse plane result in differences less than 1%. The quality of reconstructed tracks is varied by increasing the minimum number of space points in the TPC associated with the reconstructed track to 80 and 90, which leads to a negligible effect on the measured correlations. It is also found that the tracking efficiency exhibits a slight centrality dependence, varying by about 4% with multiplicity. To account for this, the tracking efficiency is varied by ±4% in a \( p_T \)-dependent way, so that the efficiency is at its nominal value at \( p_T = 0.2 \) GeV/c and 4% larger or smaller at \( p_T = 3.0 \) GeV/c. This yields a systematic uncertainty below 1%. The residual non-flow contaminations are studied with the 3-subevent method [60,61] and the effects are found to be negligible, which agrees with the findings from model studies [61]. Only the sources of systematic uncertainty found to be statistically significant by more than 1\sigma following the procedure introduced in Ref. [62] are added in quadrature to obtain the total systematic uncertainty.

The measurements of \( \rho(v_2^2, [p_T]) \) and \( \rho(v_2^3, [p_T]) \) as a function of collision centrality in Pb–Pb collisions at \( \sqrt{s_{NN}} = 5.02 \) TeV and Xe–Xe collisions at \( \sqrt{s_{NN}} = 5.44 \) TeV are presented in Fig. 1. In Pb–Pb and Xe–Xe collisions, \( \rho(v_2^2, [p_T]) \) has a weak centrality dependence and is positive in the considered centrality range. This implies that \( \nu_2 \) and \( [p_T] \) are positively correlated and confirms the previous studies using the ESE approach [39]. The presented ALICE results also qualitatively agree with the previous ATLAS measurements [48]. The stronger centrality dependence reported by the ATLAS Collaboration might be attributed to the different kinematic selection criteria and the choice of centrality determination. Hydrodynamic model calculations from the v-USPhydro model [30], the Trajectum Bayesian analysis [35], the JETSCAPE Bayesian analysis [36], and the IP-Glasma+MUSIC+URQMD model [31], whenever available, are compared to data. The width of the bands illustrated in Fig. 1 denotes the statistical uncertainty of the model calculations using maximum a posteriori (MAP) parametrization.
while any potential systematic uncertainty arising from different parametrizations of the models has not been evaluated. The v-USPhydro model uses \( T_{\text{ENTo}} \) initial conditions tuned in Ref. [63] and evolved by the v-USPhydro hydrodynamic code [45]. The Trajectum [35] and JETSCAPE [36] predictions are also based on \( T_{\text{ENTo}} \) initial conditions but tuned as described in Refs. [35] and [36], respectively. The IP-Glasma+MUSIC+UrQMD model uses IP-Glasma initial conditions [64,65] followed by the MUSIC hydrodynamic model [66], coupled to a hadronic cascade model (UrQMD) [67,68]. In general, these models can quantitatively describe the previous measurements of particle \( p_T \) distributions and anisotropic flow [69,70]. As shown in Fig. 1, the IP-Glasma+MUSIC+UrQMD calculations capture the general trend of the measured \( \rho(\nu^2, |p_T|) \) with a weak centrality dependence, qualitatively describe the measurements in Pb–Pb and Xe–Xe collisions, but slightly overestimates the data. The v-USPhydro and Trajectum calculations exhibit a strong centrality dependence, underestimate the data by more than 50% for centrality above 30%, and have an opposite sign with respect to data for centralities above 40%. The discrepancies between the measurements and \( T_{\text{ENTo}} \) based calculations become more pronounced with the JETSCAPE predictions [36], which become negative for semicentral collisions.

A recent study [71] showed that \( \rho(\nu^2, |p_T|) \) is more sensitive to the initial conditions of the collisions rather than to the transport properties of the QGP. This is also supported by the good agreement between the various hydrodynamic calculations and the correlation coefficients calculated directly from the corresponding initial-state model, which are presented by solid or dashed lines in the top panel of Fig. 1. These initial-state estimations (ISE) are calculated using the correlations of the energy of the fluid per unit rapidity at the initial time \( t_\text{0} \) and initial anisotropy coefficient \( \varepsilon_\text{n} \) [45]. Thus, differences between the calculations of \( \rho(\nu^2, |p_T|) \) shown in Fig. 1 are not primarily due to different hydrodynamic codes or treatments of hadronic interactions in these models. The different model predictions are rather caused by the difference in the initial energy density profile (geometric effect) and, potentially, a contribution from an initial momentum anisotropy, which is included in the IP-Glasma framework based on the CGC effective theory. The effect of initial momentum anisotropy is studied by comparing the hydrodynamic calculations using IP-Glasma initial conditions with and without initial momentum anisotropy (with only the final state effect labelled “FSE” shown by the light blue shadows). The IP-Glasma based calculations shown in Fig. 1 (a) are consistent with each other in the 0–60% Pb–Pb collisions. Thus, the different descriptions of ALICE data from IP-Glasma and \( T_{\text{ENTo}} \) based calculations are mainly driven by the initial geometric effects, which possibly originated from different values of \( \omega \) parameter that determines the width of the colliding nucleon in the initial conditions [72]. The variable \( \rho(\nu^2, |p_T|) \) is the first observable for which such a significant difference is seen between \( T_{\text{ENTo}} \) and IP-Glasma models. Moreover, it is found that \( \rho(\nu^2, |p_T|) \) is sensitive to the quadrupole deformation parameter \( \beta_2 \) of deformed nuclei, such as \( 238\text{U} \) or \( 129\text{Xe} \) [46,73]. Previous flow measurements in Xe–Xe collisions [22] provided the estimation of \( \beta_2 \approx 0.16 \) for Xe using the data in the 0–5% central collisions. The \( \rho(\nu^2, |p_T|) \) calculation with \( \beta_2 = 0 \) and 0.162, based on IP-Glasma initial conditions in Fig. 1 (b), show a difference of 10–40% in the most central collisions. Comparisons of presented ALICE measurements to IP-Glasma+MUSIC+UrQMD calculations with the two different \( \beta_2 \) values suggest that the data agrees better with the IP-Glasma+MUSIC+UrQMD model calculations using \( \beta_2 = 0.162 \). Last but not least, the magnitude of \( \rho(\nu^2, |p_T|) \) measured in Pb–Pb collisions is larger than that in Xe–Xe collisions. Such a difference is predicted by both v-USPhydro and IP-Glasma+MUSIC+UrQMD calculations and is believed to be useful to discover a potential triaxial structure of \( 129\text{Xe} \) at the LHC energies [74,75]. Comparisons with calculations that include different deformation scenarios could provide strong constraints on the \( 129\text{Xe} \) nuclear structure. This is highly non-trivial because it is not entirely clear at the moment if the nuclear structure at the LHC energies, where the partonic degree of freedom is relevant, should be quantified by the same set of parameters as the low energy nuclear structure studies.

Fig. 1 (bottom) shows the centrality dependence of \( \rho(\nu^2, |p_T|) \) in the two colliding systems. The results are consistent within uncertainties for the considered centrality range. Both results show a positive value and rather a weak centrality dependence and a modest increase for centrality above 40% in Pb–Pb collisions. The IP-
Glasma+MUSIC+UrQMD calculations describe the presented ALICE measurements up to 50% centrality for Pb–Pb collisions, at which point they diverge from data with opposite trends for the full IP-Glasma+MUSIC+UrQMD calculation and the one with FSE only. It is unclear yet whether this difference between IP-Glasma+MUSIC+UrQMD calculations and the one with FSE can be attributed solely to the initial moment anisotropy originating from the contributions of CGC in the IP-Glasma model, as only statistical uncertainties are considered in these calculations. In addition, both calculations describe the ALICE measurements from $Xe–Xe$ collisions. The v-USPhydro calculations are roughly compatible with data in Pb–Pb collisions and are consistent with ALICE measurements up to 40% $Xe–Xe$ collisions, then show a decreasing trend and become negative, which is not observed in the data. Like v-USPhydro, the Trajectum calculation is based on the T$\text{q}$E$\text{n}$To initial state model but with a different tuning; it is negative for centrality above 10% and cannot describe the ALICE data in Pb–Pb collisions. It is also seen in Fig. 1 (bottom) that the $\rho(v_2^3, |p_T|)$ calculations follow the trend of the initial-state estimations, which also show a significant difference and an opposite sign compared to the measurements. Such differences are further enhanced in the initial-state estimations from the JETSCAPE model, which does not consider the subnuclear structure. It is argued in a recent paper [76] that the positive $\rho(v_2^3, |p_T|)$ for centrality up to 60% shown in Fig. 1 suggests a nucleon size of order 0.4–0.5 fm. This is much smaller than the values obtained from the recent Bayesian analyses [35,36]. Using $\rho(v_2^3, |p_T|)$ measurements to constrain the width of nucleon is particularly interesting. It enables a new possibility to crosscheck different determinations of the nucleon and subnucleon scales relevant to high-energy processes at high energy in different experiments, e.g., in electron–ion collisions at the future Electron-Ion Collider.

In addition to $\rho(v_2^3, |p_T|)$, a newly proposed higher-order correlation involving two flow coefficients, $\rho(v_2^2, v_3^2, |p_T|)$ as defined in Eq. (3), is expected to bring further constraints on the initial-state shape [49]. Fig. 2 reports the first measurement of $\rho(v_2^2, v_3^2, |p_T|)$ as a function of centrality up to 50% in Pb–Pb collisions at $\sqrt{s_{NN}} = 5.02$ TeV while the measurement in $Xe–Xe$ collision is very challenging due to limited data sample. First of all, negative results are observed with more than 5σ significance from zero for the 0–50% centrality interval, showing a non-trivial anticorrelation between $|p_T|$, $v_2$, and $v_3$. It suggests an anticorrelation between entropy density, $e_2$, and $e_3$ in the initial stage. The full IP-Glasma+MUSIC+UrQMD and v-USPhydro calculations presented in Fig. 2 show a flat trend with centrality as the ALICE data for the 0–40% centrality range within uncertainties. As $\rho(v_2^2, v_3^2, |p_T|)$ follows the trend of initial-state estimations and is mainly determined by the early stage [49], the differences among theoretical model calculations should again mainly originate from the initial conditions. Due to the large uncertainties of the model calculations, one cannot clearly establish a preference from comparisons with the ALICE data. Furthermore, the calculation of IP-Glasma with only the final state effect (FSE) shows a strong centrality dependence. It is positive in central collisions and gradually becomes negative in peripheral collisions. This trend is different from that of full IP-Glasma+MUSIC+UrQMD calculations and the experimental data.

In summary, the centrality dependence of correlations between anisotropic flow coefficients and mean transverse momentum in Pb–Pb and $Xe–Xe$ collisions has been presented. These first ALICE measurements of $\rho(v_2^2, |p_T|)$ and $\rho(v_3^2, |p_T|)$ are found to be positive in both collision systems for the presented centrality ranges, confirming the positive correlations between $v_2$ (or $v_3$) and $|p_T|$. In addition, the higher-order correlation coefficient $\rho(v_2^2, v_3^2, |p_T|)$ has been measured and found to be negative in Pb–Pb collisions, suggesting an anticorrelation between entropy density, initial anisotropy coefficients $e_2$ and $e_3$ in the initial stage. The experimental data reported in this Letter can be described by hydrodynamic models using IP-Glasma initial conditions, while they are not well reproduced by calculations using different tunings of the T$\text{q}$E$\text{n}$To initial conditions. Such discrepancies cannot be attributed to the effect of the initial momentum anisotropy predicted by the CGC framework, as its impact is insignificant in the presented centrality ranges. Instead, the discrepancies are expected to arise from different geometric effects in the initial state. It should also be emphasized that the state-of-the-art extraction of the QGP’s transport coefficients relies on Bayesian analyses, which are all based on the T$\text{q}$E$\text{n}$To model so far. The presented discrepancy between ALICE data and T$\text{q}$E$\text{n}$To model-based calculations requires in-depth investigations, and the impact on the extraction of the properties of QGP should be explored further. The presented ALICE measurements are crucial on this matter, and including the presented data in the Bayesian global fitting could be a valuable step toward a better constraint on the initial state in nuclear collisions. Last but not least, the presented measurements in $Xe–Xe$ collisions open a new window to study the nuclear structure using ultrarelativistic heavy-ion collisions at the LHC.
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