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Quantum autoencoders serve as efficient means for quantum data compression. Here, we propose and demonstrate their use to reduce resource costs for quantum teleportation of subspaces in high-dimensional systems. We use a quantum autoencoder in a compress-teleport-decompress manner and report the first demonstration with qutrits using an integrated photonic platform for future scalability. The key strategy is to compress the dimensionality of input states by erasing redundant information and recover the initial states after chip-to-chip teleportation. Unsupervised machine learning is applied to train the on-chip autoencoder, enabling the compression and teleportation of any state from a high-dimensional subspace. Unknown states are decompressed at a high fidelity (~0.971), obtaining a total teleportation fidelity of ~0.894. Subspace encodings hold great potential as they support enhanced noise robustness and increased coherence. Laying the groundwork for machine learning techniques in quantum systems, our scheme opens previously unidentified paths toward high-dimensional quantum computing and networking.

INTRODUCTION

Data compression is a ubiquitous process that we use daily to transfer large audio and video files. Autoencoders serve as efficient means for large dataset compression (1). Given a training set, they work by learning an encoder map from the input data to a latent space and a decoder map from the latent space to the input space. Generalizing this learning process to quantum systems requires considering some fundamental differences between classical and quantum information. For example, while a complete description of the state of a classical system can, in principle, be achieved with the information obtained by measuring it, for quantum systems, this would in general require measurements on an infinite amount of copies of the system (2). Nevertheless, quantum compression protocols have been shown to be possible based on the Schur–Weyl transformation (3). An example is the quantum autoencoder (4–7), which was proposed to efficiently compress a particular dataset of quantum states using machine learning, and its concept has been demonstrated using bulk optics (8, 9).

Through data compression, the quantum autoencoder can become a useful tool for transmitting high-dimensional quantum information between remote parties. One possible application is quantum teleportation, where removing the redundancies in input quantum states enables encoding the quantum information in states with lower dimensionality, reducing the resource costs required to teleport them. Quantum teleportation (10) is a crucial protocol for the physical implementation of many quantum communication and quantum computation schemes, such as quantum relays (11), quantum repeaters (12), and linear optical quantum computing (13, 14). To date, quantum teleportation has been experimentally generalized by different physical systems such as photons (15–17), microwaves (18), optical coherent states (19), atoms (20), and nuclear magnetic states (21). Meanwhile, notable progress has been made recently in high-dimensional quantum systems, including chip-based qutrit manipulation (22), and high-quality transport of high-dimensional photonic entanglement (23, 24).

Typical information (e.g., language) is not uniformly distributed anywhere in a Hilbert space, and high-dimensional subspaces offer several key advantages, including enhanced noise robustness and increased coherence. To harness subspace encodings in applications such as quantum communication/cryptographic protocols (25, 26), quantum memory (27), and fault-tolerant computing (28), high-dimensional subspace teleportation is desired. However, most teleportation implementations only consider two-dimensional quantum systems, e.g., the chip-to-chip teleportation of qubits and entanglement swapping in photonic chips (29), as the teleportation of high-dimensional quantum states remains challenging because of additional resource costs. Bennett et al. (30) first proposed the teleportation of an unknown d-dimensional state by replacing the maximally entangled state of two qubits with that of two entangled qutrits and by replacing the Bell measurements with generalized measurements involving a set of maximally entangled orthonormal or mutually unbiased bases. However, practical implementations of high-dimensional Bell measurement face significant challenges because of a limitation of linear optics (31): For a d-dimensional system, none of the d Bell states in a complete orthonormal basis can be identified without additional ancillary photons, except for d = 2. Several theoretical approaches suggest that it becomes possible if additional resources are allowed (32–34), leading to two experiments (not integrated)
showing the teleportation of path-encoded qutrits \((35, 36)\). Both of them work in full qutrit space but require many ancilla photons and have significantly decreased success probabilities (scaling approximately as \(1/d^2\)).

Here, we propose a quantum autoencoder–facilitated teleportation (QAFT) protocol, which compresses high-dimensional subspaces into a lower dimension and teleports them to a receiver, where the original state is reconstructed at significantly lower resource overheads. As proof of principle, a silicon photonic chip implementation of a quantum autoencoder is demonstrated as well as a fully integrated and chip-to-chip demonstration of QAFT with qutrit subspaces. In teleporting qutrit subspaces, our protocol does not require ancillary photons and has a success probability of \(\frac{1}{2}\). The generation, teleportation, and measurement of photon states, as well as the training of the encoder, are all performed on-chip. Unsupervised machine learning methods are applied to train the autoencoder, enabling any two-dimensional subspace of qutrits to be compressed to qubits by taking a finite sample of qutrits randomly. Single-shot training is implemented to ensure that no qutrit is copied or measured twice to meet the real application scenario of the no-cloning theorem. We can freely change the parameters of the autoencoding unitary and adjust them to any desired subspace. The quantum autoencoder achieves almost lossless compression on qutrits to qubits, with a reconstruction fidelity of \(\sim 0.971\). After training, we implement teleportation and reconstruct the high-dimensional states at the receiver’s end, showing a high teleportation fidelity of \(\sim 0.894\). While a single instance of our QAFT can only teleport a lower-dimensional subspace rather than the full state space, these subspace encodings can have strong potential in the development of high-dimensional quantum networks as they support significantly higher noises than direct encodings \((25, 26)\). Furthermore, the compression protocol is not limited to qutrit teleportation and can be easily extendable to higher dimensions. Therefore, our scheme will come in handy for quantum internet \((37)\), cryptography, and transferring quantum states \((38)\) in distributed architectures by reducing the requirements on quantum memory, quantum communication channels, and computational resources.

RESULTS

The QAFT protocol and chip design

The overarching idea of QAFT is that by training an autoencoder, the input states can be compressed into lower-dimensional systems (qubits in our implementation), teleported, and reconstructed by the decoder, as shown in Fig. 1A. The transmitter and the receiver each hold half of an Einstein-Podolsky-Rosen (EPR) pair. An encoder is trained on-chip to achieve lossless compression from qutrits to qubits. At the transmitter, the initial qutrit is compressed into a qubit by the encoder, and the Bell state measurement (BSM) is performed. Depending on the BSM result and the settings of the encoder, the receiver will set up the decoder and reconstruct the initial qutrit from the teleported qubit. The training of the autoencoder is crucial to the success of teleportation.

Figure 1B depicts the multiphoton multitobit chip implementing the QAFT protocol. Silicon photonics technology has matured into a versatile paradigm for different applications in quantum information processing, including photon pair generation \((39–42)\), linear optical circuits \((43, 44)\), high-dimensional path entanglement \((45)\), and error-protected quantum computation \((46)\). Our chip is composed of two subchips with different functions, i.e., the transmitter and the receiver, which are coherently linked by a 10-m single-mode fiber after converting path-encoded qubits to polarization-encoded qubits. The transmitter circuit consists of a multiphoton generator, an EPR pair generator, the encoder of the QAFT, and a Bell projector for BSM, all of which are individually controllable and programmable. Single-wavelength pump light is divided and injected into three spiral sources to produce three pairs of signal photons \((\lambda_s)\) and idler photons \((\lambda_i)\) via spontaneous four-wave mixing \((39)\). Asymmetric Mach-Zehnder interferometers (AMZIs) are applied in each pair of photon generation structures, one to filter the pump light and the other to separate the signal and idler photons (see transmission spectra in fig. S1). An EPR pair is generated from the top two pairs of photons after being routed through the crossing structure, as shown in Fig. 1B. See note S6A for the initial state generation. Photons are encoded as dual-rail qubits. Two paths of signal photons encode the first qubit of the EPR pair, and two idler paths encode the second qubit. The two qubits are maximally entangled in the form of the Bell state \(|\phi^-\rangle\) with fidelities of \(0.960 \pm 0.004\) (see fig. S1E). The idler photon of the bottom pair is heralded by measuring its signal photon and used to generate a path-encoded qutrit using the linear optical quantum circuit. The qutrit is then compressed to a qubit by the encoder, which is trained to retain all information on qubits modes such that, after teleportation, the initial qutrit can be decoded losslessly. At the transmitter, BSMS of the EPR qubit and the teleporte qubit are performed, yielding one of the two possible measurement outcomes \(|\phi^-\rangle\) and \(|\phi^+\rangle\), while \(|\psi^-\rangle\) and \(|\psi^+\rangle\) are indistinguishable by the linear-optical measurement results (see table S1). The central component of the BSM circuit is the reprogrammable two-qubit post-selected fusion gate, which entangles two qubits (that previously had never interacted), enabling the Bell state projection.

The first qubit of the EPR pair is transmitted through a 10-m optical fiber to the receiver. The path-encoded state in the waveguides to the polarization state in the optical fiber using a polarization rotator and splitter (PRS; see Materials and Methods). For higher-dimensional spaces, the path-encoded information can be encoded in time bin \((47)\), orbital angular momentum \((48)\), multircore fiber \((49)\), or frequency information \((50)\). The BSM outcome and the encoder settings are sent to the receiver through a classical information channel. The EPR qubit held by the receiver will be identical to the teleported qubit if the BSM result is \(|\phi^-\rangle\). Alternatively, it can be recovered if the BSM result is \(|\phi^+\rangle\) via a single-qubit rotation. Once the qubit is teleported, the decoder integrated on the receiver circuit will convert it back to the initial qutrit. As the encoder is a unitary transformation, the decoder is set up as the inverse of the encoder. The false-color micrograph of the fabricated chip is shown in Fig. 1C, in which the transmitter and receiver are integrated onto a single chip, forming a teleportation transceiver. If two transceiver chips perform a two-way communication, then each transceiver chip can either transmit qubits or receive qubits from the other transceiver chip. The experiment conducts fourfold photon detection, which includes a Bell pair, the heralding photon (as the trigger signal), and the teleporte photon, at a typical rate of \(\sim 30\) counts/hour. Output photons are collected by the output fibers via polarization-independent edge couplers (see Materials and Methods) and then detected off-chip by six superconducting single-photon detectors (D1 to D6; \(\sim 0.85\) efficiency). Among them, D1 to D4 are used in the BSMS, D5 is placed at the teleported photon, and D6 is used to detect the herald photon. During the training of the encoder, another single-photon detector (D7) is placed in the trash...
mode to observe the photon occupancy, as described in the autoencoder training section below. The number of used single-photon detectors does not increase with the dimension of the input qudit in the compression-teleportation-decompression protocol. Details on the device and setup are provided in note S5.

**Implementation of the trainable quantum autoencoder**

The quantum autoencoder is used to compress the quantum state from \(d\)-dimension to \(n\)-dimension \((d > n)\). We implement an efficient autoencoder that reduces qutrits to qubits \((d = 3\) to \(n = 2\)) with its graphical representation shown in Fig. 2A. The basic architecture of the autoencoder is shown in Fig. 2B, which consists of an encoder \((E)\) for compression and a decoder \((D)\) for reconstruction. The intermediate nodes between two layers are called qubit modes, and those that are not used are called trash modes. The theory of quantum autoencoders is provided in note S4. There are two ways of training \((4)\), based on trash state or reconstruction fidelity. The compression unitary \(U\) is obtained by minimizing their cost functions

\[
L_t = 1 - F(|r\rangle, Tr_{A} U |\psi\rangle\langle \psi| U^\dagger)
\]

or

\[
L_f = 1 - F(|\psi\rangle, U^\dagger(Tr_{B} |\psi\rangle\langle \psi| U^\dagger)U)
\]

where the subscript \(A\) represents the qubit modes, \(B\) represents the trash mode, \(|\psi\rangle\) is the input state, and \(|r\rangle\) is the ideal trash state—a waveguide mode without photons. If the rank? of the input state is smaller than the Hilbert space dimension of the compressed space, then both cost functions can be identically equal to zero \((28)\). Therefore, in our case, minimizing photon occupancy at trash mode is sufficient to find the compression unitary. Lossless compression

---

**Fig. 1. The QAFT protocol in high dimensions.** (A) Overview of the QAFT protocol. The transmitter and the receiver each hold one half of an EPR pair. An initial qutrit is compressed to a qubit by the trained encoder. The transmitter interacts the qubit with the half of an EPR pair and measures the two qubits in its possession. The BSM results and encoder settings are transmitted to the receiver via the classic channel. The decoder reconstructs the initial qutrit accordingly. (B) Design of the QAFT chip. The transmitter chip consists of a nondegenerate photon generator, entanglement, encoder, and Bell projector. The receiver chip integrates the decoder. The two subchips are coherently linked by a single mode fiber. At the transmitter, the qutrit is compressed by the encoder to a qubit, and Bell measurements are performed. At the receiver, the decoder reconstructs the initial qutrit state from the teleported qubit. (C) False-color micrograph of the QAFT chip. The transmitter and receiver are integrated to form a two-way transceiver chip. Output photons \((D1\) to \(D6)\) are coupled by spot-size converters \((SSCs)\) and detected off-chip by superconducting single-photon detectors. During the training of the encoder, another single-photon detector \((D7)\) is placed at the trash mode to observe the photon occupancy. B1 and B2 are connected by a 10-m fiber, and a polarization rotator and splitter \((PRS)\) are used to convert the path state in waveguide to the horizontal (vertical) state in optical fiber.
is achieved when the trash mode is unoccupied, and the initial qutrit can be reconstructed by the decoder. Conversely, any probability of measuring photons in the trash mode implies an imperfect compression and will result in the failure to reconstruct the initial qutrit when the trash mode is discarded.

Figure 2C depicts the quantum circuit of the autoencoder and our training system. The circuit realizes the functionalities of qutrit generator, encoder (decoder), and quantum state tomography. The qutrit generator produces arbitrary qutrits by programming three optical paths of the input photon using the three linked MZIs with five free parameters ($\theta_{1-2}$ and $\phi_{1-3}$). The trainable encoder can be represented by a unitary matrix that has eight free parameters ($\alpha_{1-3}$, $\theta_{4-6}$, and $\phi_{4-5}$). The on-chip encoder shows high stability and provides a simple way of controlling the unitary transformation by modulating the electrical powers of integrated heaters. Given that the encoder is unitary, the decoder is simply the inverse of the encoder.

Quantum state tomography can be versatilely applied on input qutrits or reconstructed qutrits to validate the entire process.

An evolutionary optimization algorithm is used to iteratively update the encoder parameters, aiming to compress a subspace of qutrits. Given a training qutrit, the encoder should compress the qutrit into a qubit (that is pending for teleportation) while leaving the trash mode unoccupied. According to the no-cloning theorem, it is impossible to create independent and identical copies of any unknown quantum state. Practically, the qutrit generator does not know what state it produces and the sequence of output states. Therefore, a single-shot training is proposed where any qutrit will not be copied or sent twice, and the training algorithm will never measure the same qutrit twice. The photon occupancy is then estimated over a series of arbitrary input qutrits from the desired subspace. Each time after measuring a qutrit, the qutrit generator will be randomized such that the next qutrit is a different random qutrit. The single-shot training...
balances incorporating new knowledge and retaining old knowledge during adjustment and has strong generalization (51, 52). A clear advantage is visualized in fig. S2 by comparing the quality of compression without/with single-shot training. Single-shot training endows the encoder with stronger generalization capabilities whereby the obtained encoder can losslessly compress arbitrary qutrits from the subspace (where training instances are originally encoded) to qubits. After training, any further states from the subspace can be teleported and reconstructed at the receiver’s end.

The genetic algorithm (GA) is adopted in the on-chip training. GA is inspired by the evolution theory in ecosystems, where individuals with higher adaptability have a higher probability of surviving and reproducing. As shown in Fig. 2C, an evolutionary cycle of the GA involves five stages, namely, population initialization, individual evaluation, selection, crossover, and mutation. The algorithm begins by creating a random initial population. Individuals in the initial population are implemented sequentially into the photonic chip, and their fitness values are measured. According to the fitness values, parents are selected to generate children. Some individuals with the best fitness values in the current population directly survive to the next population. Other children are produced either by the crossover—combining the vector entries of a pair of parents or by the mutation—making random changes to a single parent. The current population is then replaced with the children and will be reevaluated on the chip. The detailed settings of the GA implementation, including the population initialization and genetic operators (i.e., selection, crossover, and mutation) are provided in Materials and Methods.

**Single-shot training of quantum autoencoder**

Figure 3A shows the flow chart of the training process. The main components are the individually controllable photon activator, qutrit generator, and trainable encoder. Random qutrits are generated by a rotation matrix that maps random qubits to qutrits such that they belong to the same subspace and can be compressed by a common encoder. The subspace lies any two-dimensional space of the full Hilbert space. The training starts from the population initialization. Each population has 20 individuals, and each individual \( \mathbf{P}_i = (I_1, I_2, ..., I_8) \) is composed of eight free parameters, which are the electrical currents applied on the eight phase shifters, forming arbitrary unitary matrices. As an example, when the \( \mathbf{P}_i \) in the initial population is applied to the encoder, a random qutrit will be generated at once for the evaluation of this individual. A total of 50 random qutrits are used to estimate the photon occupancy, with each qutrit measured only once. Each time after generating and measuring a qutrit, we will randomize the qutrit generator such that the next qutrit is a different random qutrit. The trash mode of the encoder is monitored by the counting logic, which outputs the required time (i.e., \( \Delta t \)) until the first click observed at the trash mode, which is inversely proportional to its photon occupancy (longer \( \Delta t \) leads to lower photon occupancy). If \( \Delta t \) is as long as the time required to detect the dark noise (which is \( T = 10^{10} \) ps), then we can regard the photon occupancy of the trash mode as close to zero. The dark noise is the background counts recorded by the single-photon detector in the absence of any incident light. Accordingly, we design the fitness function of the GA as \( f = 1 - e^{-\Delta t/\tau} \) and the training objective as \( f \rightarrow 0 \). So far, the fitness evaluation of the individual \( \mathbf{P}_i \) is achieved. Subsequently, the same process is repeated for the remaining individuals in the current population. If the fitness values satisfy the stopping criteria, then the best individual in the current population is returned as the optimal solution. Otherwise, the algorithm continues and the individuals in the current population are transformed by the genetic operators (i.e., selection, crossover, and mutation) to generate the offspring (a population of 20 new individuals). The offspring will be reevaluated until the algorithm converges.

Figure 3B shows the timing diagram of the counting logic. Two signal channels, a laser channel and a photon channel (monitored at the trash mode), are connected to the counting logic. We create a gate that starts at one of the laser pulses with a period of \( 10^{10} \) ps, which is the minimum required time to detect the dark noise. If no photon signal is detected during this period, then the photon signal is regarded as a dark noise. The gated stream in the recording is composed of clicks in both the laser channel and photon channel. The output of the time tagger is the time difference between the first photon click and the first laser click, i.e., \( \Delta t = t_{\text{photon}} - t_{\text{laser}} \). The photon clicks after the first click will be discarded. If a photon click appears before the first laser click, then the photon will also be discarded.

Figure 3 (C to G) reports the results of training the quantum autoencoder in the single-shot setting. Figure 3C shows the evolution of the time spent until the first click is observed in the trash mode, showing that the time taken to observe the first click is usually very short for first-generation individuals. The final generation takes a significantly longer time, mostly approaching the dark noise level of \( 10^{10} \) ps. Occasionally, a good individual will appear early on, but we do not regard this as “convergence.” For example, the first good individual (i.e., \( \Delta t \approx \Delta t_{\text{dark noise}} \)) is observed around the 10th generation; however, most of the others fall short of this level, showing large statistical fluctuations. On the contrary, in the final convergence, the time variations among individuals are greatly reduced (see the statistics in fig. S5), whereby we consider a convergence is reached. Figure 3D shows the evolution of the best and the average fitness value within each generation. The fitness value approaches 0 when \( \Delta t \) approaches \( \Delta t_{\text{dark noise}} \). The fitness value of the final best encoder is 0.016, and the average fitness of the final population is 0.082. Figure 3 (E and F) shows the comparison of the initial and the final generation regarding the time taken to the first click and the fitness value, respectively. The statistical information of the 20 individuals in the initial and the final generation is shown in Fig. 3G. In the box, the central mark indicates the median, and the bottom and top edges of the box indicate the 25th and 75th percentiles, respectively. The whiskers extend to the most extreme data points that are not considered outliers. The “+” markers represent the outliers. Most individuals in the final generation have almost the same current value, with an average SD of 0.016 mA, implying a high-quality convergence. With the encoder setup, random qutrits are sent over for compression. The same training protocol that relies on a finite number of training samples is applied to different subspaces individually (see fig. S6). As seen from the tomography results of the initial qutrits and the compressed states, the device achieves a high-quality compression from initial qutrits to the compressed states, reducing the occupation probability of the trash mode to 0.023 ± 0.011. When we reconstruct the qutrit by using the decoder (i.e., the inverse of the trained encoder), the fidelity \( F = \langle \rho \mid \phi \rangle \) between the initial qutrit \( |\phi\rangle \) and the reconstructed density matrix \( \rho \) is 0.971 ± 0.013.

Theoretically, the compression can be completely lossless through training, with zero photon occupancy at the trash mode. Experimentally, factors that limit the quality of convergence arise from the hardware and optimization algorithms. Hardware limitations are inherently insurmountable, e.g., the visibility of MZI (>98%) in our
Fig. 3. Single-shot training of the quantum autoencoder. (A) Flowchart of single-shot training, which starts from population initialization. Individuals are evaluated on chip by the photon occupancy, which is inversely proportional to the time taken (i.e., $\Delta t$) for the first click observed at trash mode. (B) Timing diagram of the counting logic. Two signal channels, the laser channel and the photon channel (at the trash mode), are monitored. A gate with a period of $T = 10^{10}$ ps (i.e., the time required to detect dark noise) is created from one of the laser pulses. The time difference $\Delta t$ between the first photon click and the first laser click is returned as the output. The training objective is $\Delta t \rightarrow T$, so that the fitness $f = 1 - e^{\Delta t/T}$ can approach $f = 0$. (C) The evolution of the time spent until the first click is returned as the output. The training objective is $\Delta t \rightarrow T$, so that the fitness $f = 1 - e^{\Delta t/T}$ can approach $f = 0$. (D) Evolution of the best and average fitness value. The fitness value of the final best encoder is 0.016, and the average fitness of the final population is 0.082. (E and F) Contrast of the time taken for the first click and fitness value in the initial and final generation. (G) Statistics of the 20 individuals in the initial and the final generation, respectively. Most individuals in the final generation have almost the same current value, with an average SD of 0.016 mA.
chip). Algorithm factors can be optimized by hyperparameters like the initialization of population, population size, and genetic operators. A common convergence problem is the premature convergence, where GA cannot produce better offspring although it has not reached the optimum. The premature convergence is typically caused by loss of population diversity, strong selective preference toward the best solution, and slight mutation. Our attempts include generating a diverse initial population and adopting the tournament selection operator (which selects the best from a few randomly selected individuals, rather than the best in the entire population). Other ways to alleviate this problem include removing similar individuals, increasing population size, and adopting adaptive mutation operators to regain the genetic variation.

**Bell projection and teleportation of qudits**

In the teleportation protocol, an unknown quantum state can be transmitted to another location by locally collapsing the state and remotely reconstructing it. This requires access to Bell states and Bell measurements. A Bell projector is used to entangle initially separable qubits and measure qubits in the Bell basis. The schematic diagram for the Bell projector devised for dual-rail qubits is depicted in Fig. 1B (and fig. S9). We denote the three generated qubits from top to bottom as “the 1st qubit,” “the 2nd qubit,” and “the 3rd qubit” and denote the four detectors of the BSM from top to bottom as “D1,” “D2,” “D3,” and “D4.” By deliberately designing the circuitry, the Bell states $|\phi\rangle$ can be distinguished from the others, as shown in table S1. We distinguish $|\phi\rangle$ when observing joint clicks in $|D1, D2\rangle$ or $|D3, D4\rangle$ and distinguish $|\phi\rangle$ when observing joint clicks in $|D2, D3\rangle$ or $|D1, D4\rangle$.

Chip-to-chip teleportation is implemented while ensuring the preservation of coherent teleportation between two chips. The $|\phi\rangle_{1,2}$ is created on the transmitter’s end, and the 1st qubit is distributed to the receiver circuit via a 10-m optical fiber. The Bell measurement is performed at the 2nd qubit and the 3rd qubit on the transmitter’s end, projecting the state into the $|\phi\rangle$ basis. This process achieves the teleportation of the 3rd qubit’s state to the 1st qubit. We remark that the states of the entangled channel after distribution remain highly coherent with negligible degradation of fidelity. We first validate the chip-to-chip teleportation by implementing teleportation of several single-qubit states (i.e., $|H\rangle$, $|V\rangle$, $|D\rangle$, $|A\rangle$, $|R\rangle$, and $|L\rangle$) between the transmitter and the receiver and show the experimental data in Fig. 4A. The quantum state tomography on the teleported qubits reports an average fidelity of $F_1 = 0.914 \pm 0.022$. This high fidelity manifests the feasibility of the chip in achieving chip-to-chip teleportation.

Last, we demonstrate the QAFT protocol with chip-to-chip teleportation by teleporting several randomly generated qudits. The initial qutrit is compressed to a qubit by a lossless encoder obtained from training, and the qubit is teleported from the 3rd qubit to the 1st qubit. Then, at the receiver circuit, the teleported 1st qubit is reconstructed to the qutrit by the decoder. The decoder is built according to the inverse of the encoder. The implementation of state tomography of qudits is provided in note S11. The mean fidelity between the density matrices of the initial qutrit and the transferred qutrit is $F_2 = 0.894 \pm 0.026$ as shown in Fig. 4B. All error bars refer to $\pm 1$ SD estimated from Poissonian photon-counting statistics through Monte-Carlo simulation. One of the reasons for the degradation in the teleportation fidelity from $F_1$ to $F_2$ can be attributed to the reconstruction ability of the encoder. Nevertheless, the high fidelity proves that the QAFT can successfully compress the input qutrits using the lossless encoder and reconstructs them through the decoder after long-distance teleportation.

**DISCUSSION**

In this work, GA is chosen over other evolutionary algorithms (e.g., simulated annealing algorithm and particle swarm optimization) because it achieves the best convergence with the minimal experimental time cost (see note S12). In addition, GA has great potential for quantum photonic applications thanks to its following features: (i) It is physics-agnostic, without requiring explicit knowledge about the chip structures nor the analytical models. (ii) GA takes the most basic chip variables for learning and adapts according to the real response of the chip. Therefore, factors that conventionally affect the accuracy of off-chip modeling can be incorporated into the training process and effectively eliminated. From the noise study (in note S13), the GA-based adaptive learning exhibits strong noise resilience to the dominant noise in practice like random noise and thermal cross-talk. (ii) Its gradient-free feature makes on-chip training feasible, as calculating gradients on a chip is prohibitive (53–56), for both symbolic differentiation and finite difference approximation (57). The shift rule (58) is inherently exact, but it relies on excessive measurements and suffers from shot-noise error and experimental noise, because the gradient needs to be estimated from the device with finite samples. An immediate application of GA is to optimize hybrid quantum-classical systems, e.g., variational quantum eigensolvers (59), where optimization is carried out by a classical optimizer and the cost function is evaluated on a parametrized quantum circuit and hybrid quantum computers (60, 61). The scale of GA can reach 4 million free parameters (62).

In many scenarios of quantum technology, incoming quantum data are concentrated in a small subspace within a large Hilbert space. This typicality of quantum data is a common feature in many communication applications. Given a certain subspace of qudits for encoding, experimentally, the average fidelity between states before encoding and after decoding is as high as 0.97, which proves that such subspace is to a good approximation typical according to Wilde’s framework for quantum typicality (63). The autoencoder can also enhance the noise tolerance when considering noisy input states (fig. S17), suggesting that it improves error tolerance in terms of typicality compared to direct qubit transmission. Here, the autoencoder projects the incoming noisy density matrix onto its dominant eigenvector that recovers the ideal state (64). The autoencoder is scalable for qudits with higher dimensions, with a compression loss of no more than 0.01, and a reconstruction fidelity of 0.99 (note S2). The effect of most compression protocols is to remove the redundancy of input data, and the redundancy here comes from the qubit encoding in a higher-dimensional system. Encoding qudits in higher-dimensional space has several key advantages that are harnessed for many applications, including increasing coherence for quantum memory, higher phase sensitivity for quantum sensing, and enhanced noise resilience for fault-tolerant computation. The autoencoder can also serve to denoise quantum data. We present examples of practical applications in the following sections.

**Multiple subspaces**

The autoencoder unitary encodes a two-dimensional subspace of a qutrit into a qubit for teleportation. However, we can easily change
the parameters of the autoencoding unitary to adjust it to any desired subspace by using previous knowledge or learning from the given qutrits. As a practical example, the input qutrits are drawn from different classes of two-dimensional subspaces, with the encoder individually trained for each subspace using a small set of states. During operation, our setup acts as an adaptive compressor that can identify the appropriate autoencoder to be used by simply measuring the trash mode for a small sample of the states. This could potentially be applied to quantum communication/cryptographic protocols where the qutrit states are restricted to a set of multiple two-dimensional subspaces. For example, these scenarios have been recently proposed to build quantum networks with significantly enhanced noise robustness (25). In quantum key distribution, a protocol is introduced to use the subspaces of the high-dimensional system to certify entanglement in the presence of strong noise in the data (26). Our method greatly reduces the resource requirements in these schemes.

**Storage of qubits in higher-dimensional systems**

To process and store quantum information with high fidelity, the quantum information is often encoded within nontrivial subsystems of high-dimensional objects that offer convenient properties such as low coherence or easy manipulation operations. Often, only a small fraction of the total Hilbert space is used in these quantum memories. Examples include processing the information of a single qubit.
within a system composed of two qubits with Heisenberg interaction (65) or storing qubit information with the ground state subspace of a multilevel system to suppress decoherence (27). Here, a common challenge is the transport of information from the quantum memory to another location where it is needed, often over long distances. To facilitate the transport, the quantum state has to be compressed, teleported, and decoded again. Our work is a proof-of-principle experiment on how to accomplish this task efficiently.

Error correction
Fault tolerance to noise is crucial to running quantum algorithms with potential advantages over classical computers. Fault tolerance is achieved by encoding the logical state of a single qubit within a configuration of multiple physical qubits and has been demonstrated experimentally recently (66). The logical state spans only a single qubit space. Thus, it can be compressed into a single qubit via an autoencoder and then teleported via our protocol. Because the teleportation between photonic chips can be achieved with low noise (29), the resource savings from compressing the quantum data likely outweigh the temporary removal of fault tolerance. Our proof-of-principle demonstration could potentially be used to exchange information between fault-tolerant quantum computers, which is essential for distributed quantum computing or the quantum internet.

Noise mitigation
Besides dimensionality reduction, quantum autoencoders can also be used to denoise quantum states. The autoencoder compresses incoming quantum states to a lower dimension, stripping away unnecessary information. By training the circuit on a set of noisy states belonging to a subspace, the quantum autoencoder can learn to discard noise and reconstruct the original pure state with high fidelity. Proposals have shown high fidelities in reconstructing noisy GHZ states (67, 68). Last, by using the information from the trash mode, one could further improve the performance of autoencoders subject to noise and enhance their noise resilience (28).

In conclusion, we propose and demonstrate a QAFT protocol that teleports arbitrarily generated qutrits on a photonic chip by training a quantum autoencoder that compresses the input qutrits to qubits. The proposal is generic and can be extended to higher dimensions. The teleportation between photonic chips can be achieved with low noise, the resource savings from compressing the quantum data likely outweigh the temporary removal of fault tolerance. Our proof-of-principle demonstration could potentially be used to exchange information between fault-tolerant quantum computers, which is essential for distributed quantum computing or the quantum internet.

MATERIALS AND METHODS
Experimental setup
The experimental setup is depicted in fig. S8. Following procedures previously described in (70), we bond the chip to a printed circuit board and provide independent control of each phase shifter by an electronic current driver with $1$-kHz frequency and 12-bit resolution (Qontrol Devices Inc.). Laser pulses are generated by an Ultrafast Optical Clock device (PitTel Inc.) with a repetition rate of 500 MHz, a central wavelength of 1550.12 nm, and a bandwidth of 2 nm. The laser pulses are amplified by an Erbium-doped fiber amplifier and filtered off-chip via a wavelength-division multiplexer (WDM; >100-dB extinction ratio and 0.8-nm bandwidth) and a filter WDM (FWDM) that passes wavelength at 1550 ± 1 nm. The pump power is 0.4 mW. The typical rate of the fourfold photon detection is about 30 counts/hour. The pump, signal, and idler photons are located at $\lambda_p = 1550.12$ nm, $\lambda_s = 1544.53$ nm, and $\lambda_i = 1555.75$ nm, respectively. The input single pump light is coupled into the chip by a one-dimensional subwavelength grating coupling. A polarization controller is used to maximize the coupling efficiency of the fiber to chip. The input power is monitored via a photodetector placed at the reflection port of the FWDM. Output photons are coupled out of the chip via an eight-mode edge coupling fiber array and filtered via an FWDM and a WDM. The purpose of the filtering operation is to remove the residual pump photons and enhance the photon indistinguishability. The output photons enter an eight-channel (superconducting nanowire single-photon detectors) SNSPD (Photon Spot Inc.; dark counts of 100 Hz and 85% efficiency). Polarization controllers are placed before the SNSPDs. Counting logic from Swabian Instruments GmbH is used to count the single-photon events and process them on the fly. The counting device supports more than 40 million events/s. A Peltier controlled by Thorlabs TED200C is used to stabilize the temperature of the chip and reduce the heat fluctuations caused by the ambient temperature and the heat cross-talk within the chip.

Characterization of phase shifters
The phase shifters are used extensively to control the AMZIs and MZIs. The power dissipation caused by applying electrical power to the TiN heater will heat the underneath optical waveguide to change the refractive index and induce a phase shift. The $I-V$ (current-voltage) characteristics of each heater were calibrated to observe the equivalent resistance. The characterization of each phase shifter was done by varying the applied current while measuring the optical power at the output port. The collected measurement data were fitted with a cosine function. An average $R^2$ (coefficient of determination) value of 0.99 was achieved in the fittings, and the average visibility was 99.85%. In this chip fabrication, the process of deep-etched trenches is adopted, and the heating efficiency is significantly improved. For heaters on MZIs, the 3-mA electrical current is sufficient for a phase shift range of $3\pi$. For heaters on AMZIs, 7.5 mA induces a shift of more than one free spectral range (FSR) in the transmission. The FSRs for the pump filter (FSR$_{\text{pump}}$) and the signal/idler filter (FSR$_{\text{signal}}$) are 11.62 and 23.40 nm, respectively. The average extinction ratio for AMZI is more than 25 dB (70).

PRS and spot-size converter
The on-chip PRS is specially designed to realize the conversion of dual-rail qubit on-chip to polarization encoding in optical fiber. The path state $|0\rangle$ (|1\rangle) is first converted and combined to the transverse electric (TE) [transverse magnetic (TM)] mode $|\text{TE}0\rangle$ (|TM0\rangle) in
Detailed settings of GA

The initial population is created with a uniform distribution, which is in the range of 0 to 3 mA (that allows a tuning range of 2π on the phase shifters). The initial population has 20 individuals, and each individual represents eight free parameters, which are the electrical currents supplied on the eight phase shifters of the trainable encoder. Then, the individuals of the initial population are implemented onto the photonic chip, and their fitness values are acquired. According to the fitness values, we select qualified individuals as parents to generate children (that constitute the next population). We use a tournament-based selection operator, and the concrete process is as follows: First, the algorithm chooses some size of players at random (the size in the implementation is 4), and then the best individual is chosen, out of that set of four individuals, as a parent. Each parent is selected in this way, and an individual can be selected more than once as a parent. Then, we start to create new populations. The best of the current population is selected as the “elite” that directly survives to the new population. In the single-shot setting, it is not guaranteed that the elite will have the same fitness value when evaluating the new generation because the input qutrit state is constantly changing. Then, 80% of the new population (other than the elite) is created by the crossover operator. Ensuring that the created children still fall into the valid range of 0 to 3, the crossover operator is based on intermediate recombination, which creates children by taking a weighted average of the parents, e.g., child = parent1 + w × (parent2 – parent1), where w is a vector of scaling factors chosen uniformly at random over the interval [−0.25, 0.75]. The other children are created by the mutation operator, which replaces a mutated variable with a new random variable in the bounds. The mutation provides genetic diversity and enables the algorithm to search a broader space. Because the selected size of the population is 20 per generation, the population is composed of 1 elite child, 15 crossover children, and 4 mutation children.
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