Empirical analysis of rough and classical stochastic volatility models to the SPX and VIX markets

Rømer, Sigurd Emil

Published in:
Quantitative Finance

DOI:
10.1080/14697688.2022.2081592

Publication date:
2022

Document version
Publisher's PDF, also known as Version of record

Document license:
CC BY-NC-ND

Citation for published version (APA):
Empirical analysis of rough and classical stochastic volatility models to the SPX and VIX markets

Sigurd Emil Rømer

To cite this article: Sigurd Emil Rømer (2022) Empirical analysis of rough and classical stochastic volatility models to the SPX and VIX markets, Quantitative Finance, 22:10, 1805-1838, DOI: 10.1080/14697688.2022.2081592

To link to this article: https://doi.org/10.1080/14697688.2022.2081592

© 2022 The Author(s). Published by Informa UK Limited, trading as Taylor & Francis Group

Published online: 16 Jun 2022.

Submit your article to this journal

Article views: 3779

View related articles

View Crossmark data
Empirical analysis of rough and classical stochastic volatility models to the SPX and VIX markets
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Department of Mathematical Sciences, University of Copenhagen, Copenhagen, Denmark
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We conduct an empirical analysis of rough and classical stochastic volatility models to the SPX and VIX options markets. Our analysis focuses primarily on calibration quality and is split into two parts. In part one, we perform a historical calibration to SPX options over the years 2004–2019 of a selection of models that include the one-factor rough Bergomi and rough Heston models. In part two, we consider three calibration dates with low, typical, and high volatility, examine a wide selection of models, and calibrate to both SPX options as well as jointly to SPX and VIX options. The key results are as follows: The rough Bergomi and rough Heston models fail to create a term structure of smile effect that is sufficiently pronounced for SPX options. Moreover, we discover that short-expiry SPX smiles generally are more symmetric than long-expiry smiles, a feature we neither find that these models can reproduce. We propose an alternative volatility model driven by two Ornstein-Uhlenbeck processes that uses a non-standard transformation function. Calibrating it to SPX options, we obtain almost perfect fits, and calibrating it jointly to SPX and VIX options, we obtain very decent fits. This suggests, contrary to what one might be led to believe based on much of the existing literature, that the joint SPX-VIX calibration problem is largely solvable with classical two-factor volatility, all without roughness and jumps.
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1. Introduction

In Gatheral et al. (2018) it is argued that volatility on a large number of financial assets is rough. A stochastic process is considered rough if the trajectories are less Hölder continuous than those of Brownian motion. Modelling volatility rough in practice implies explosive volatility paths and an at-the-money implied volatility skew that for many one-factor† models is of the form \( cT^{H-\frac{3}{2}} \) where \( T \) is the expiry, \( H \in (0, \frac{1}{2}) \) the so-called Hurst exponent, and \( c \) is an anonymous constant. The power-law term structure of skew is remarkably consistent with typical SPX volatility surfaces where often \( H \approx 0.1 \). Several papers have by now also demonstrated that even simple one-factor rough volatility models can obtain excellent fits to the entire surface, all without jumps; see Bayer et al. (2016) for the rough Bergomi model or El Euch et al. (2019b) for a rough Heston model. Theoretical works on rough volatility are Bayer et al. (2019, 2020), El Euch et al. (2019a), Forde et al. (2021a), Forde et al. (2021b), Forde and Zhang (2017), Friz et al. (2021), Friz et al. (2022), Fukasawa (2017) and Gulisashvili (2021).

The modelling and numerical treatment of volatility derivatives has recently also received attention in the rough volatility literature; see Alòs et al. (2022), Gatheral et al. (2020), Horvath et al. (2020), Jacquier et al. (2018), Lacome et al. (2021) and Rømer (2022). An important volatility derivative is the VIX option (a European call or put on the VIX index).‡ As the VIX index is defined in terms of quoted SPX options, the markets for SPX and VIX options are deeply connected. Despite this, the analysis of Chung et al. (2011) shows that each market also contains some amount of distinct risk-neutral information and that predictive performance can be improved by taking advantage of both information sets. It is therefore desirable to look for models that can calibrate jointly to SPX and VIX options, something

---

sCorresponding author. Email: sigurdroemer@gmail.com
†Some preliminary findings were presented on November 14, 2019, at the Frontiers in Quantitative Finance workshop in Copenhagen, Denmark.
‡Unless stated otherwise, we by the number of ‘factors’ refer to the number of Brownian motions that drive volatility.
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which is just starting to get explored from the rough volatility perspective.

For the joint problem an often encountered challenge is that of reconciling the typically very steep short-term SPX skews, which in a continuous-path setting imply a very high volatility-of-volatility, with the level of the VIX implied volatility that comparatively is often much lower. In Jacquier et al. (2018) where the rough Bergomi model is calibrated, the following is also remarked in relation to the volatility-of-volatility parameter $v$: ‘Interestingly, we observe a 20% difference between the parameter $v$ obtained through VIX calibration and the one obtained through SPX. This suggests that the volatility of volatility in the SPX market is 20% higher when compared to VIX, revealing potential data inconsistencies (arbitrage?)’. As noted in Guyon (2020), the fact that a model does not calibrate well to observed prices need not imply arbitrage, only that it is inconsistent with the market. The joint problem has been described with more rigour in precisely (Guyon 2020) where Julien Guyon shows that an inversion-of-convex-ordering property must be satisfied to fit both markets. As explained in the paper, it for a continuous-path model, in essence, boils down to a volatility process with very fast mean-reversion, and a large, in absolute value, and arguably negative, correlation to the S&P 500 index. The often very steep short term SPX skews suggest that this should be combined with a high volatility-of-volatility.

Previous attempts with continuous-path but classical models have had some success, although, the fits are not always perfect; the double CEV model introduced in Gatheral (2008) is one example. Most (more or less) successful attempts have instead involved jumps; we refer to e.g. the models of Cont and Kokholm (2013), Kokholm and Stisen (2015) and Pacati et al. (2018). The inclusion of jumps, however, may be undesirable as it leads to indeterminacy in the construction of hedge portfolios. Continuous-path models are therefore often preferred. The rough volatility finding is promising in this regard since such models naturally produce very fast mean-reversion and high volatility-of-volatility, which suggests that they would do better than classical models in solving the joint problem without jumps. An important related work is Gatheral et al. (2020) where the authors calibrate their quadratic rough Heston model and obtain a decent fit to both markets; they though only consider short-term options and use a simplified parameterisation.†

Despite the many promising results, we believe the empirical literature is lacking when it comes to the testing of rough volatility pricing models. For example, while several calibrations to SPX options have been published, no systematic validation of the fits exist and we therefore believe it is still an open question if simpler one-factor models such as rough Bergomi and rough Heston truly are consistent with the SPX volatility surface, also across market scenarios. Moreover, we note that only a small selection of rough models have been tested for the joint problem. The present author is in fact only aware of the calibration in Gatheral et al. (2020) of the quadratic rough Heston model (but only to short-term options) and the skewed rough Bergomi model calibrated in Guyon (2018); the latter though fails to reconcile the two markets.

The purpose of our paper is to help fill the gap of empirical work. Our analysis is divided into two parts and focuses primarily on calibration quality. However, a severely limiting factor when calibrating rough models is the slow computational speeds (relative to classical models) that result from the inherent path dependence. Related to this a series of recent papers (Bayer and Stemper 2018, McGhee 2018, Horvath et al. 2021) have shown how a pricing model can be significantly sped up with a neural network representation. In part one of our analysis, we therefore employ neural network techniques to calibrate a selection of models to SPX options over the years 2004–2019.‡ We include the rough Bergomi and rough Heston models, an extended rough Bergomi model, and add the original Heston model of Heston (1993) as a benchmark. The reader will see that these models are incapable of perfect fits across all market scenarios. In search of better results, and to explore the joint problem, we provide a second analysis where we test other mostly more advanced models, including several two-factor volatility models, and a quadratic rough Heston model. We calibrate the models with Monte Carlo to SPX options and jointly to SPX and VIX options, albeit on a smaller set of dates, and analyse the results.

The paper is structured as follows: sections 2–4 cover the first part of our analysis. We define the relevant models in section 2, and, in section 3, outline our neural network methodology and validate the approximations. In section 4, we present and discuss the historical SPX calibrations. The second part of our analysis is provided in section 5 and we conclude in section 6.

### 2. Setup and models

We consider a filtered probability space $(\Omega, \mathcal{F}, (\mathcal{F}_t)_{t\geq 0}, \mathbb{Q})$ where $\mathbb{Q}$ a risk-neutral pricing measure and the filtration $(\mathcal{F}_t)_{t\geq 0}$ is generated by two possibly correlated Brownian motions $W_1,t$ and $W_2,t$, and if not already adapted also by a stochastic process $V_t$ that we call the instantaneous variance. Time is measured in years and we always let the filtration be augmented so the usual hypothesis holds. We will write $E_t(\cdot) := E(\cdot | \mathcal{F}_t)$ for conditional expectations. The S&P 500 index is assumed to have the risk-neutral dynamics

$$dS_t = S_t(r(t) - q(t)) \, dt + S_t \sqrt{V_t} \, dW_{1,t} (1)$$

where $r(t)$ is the deterministic risk free interest rate, $q(t)$ the continuously compounded proportional deterministic dividend yield. We will write $F_{t,T} = S_t \exp\left(\int_t^T (r(s) - q(s)) \, ds\right)$, $0 \leq t \leq T$, and also $E_{t}(u) = E_{t}(V_u), 0 \leq t \leq u$, for the forward variances. Given a European call or put option with strike $K$, expiry $T$, as observed at time $t$, we define its log-moneyness by

---

† The reader should also be aware of the recent developments in using optimal transport theory to solve the joint calibration problem. We refer to the paper (Guo et al. 2022) and the references therein but do not discuss the ideas further in this work.

‡ The trained networks, including interfaces for Matlab, R, and Python, and other codes related to their construction, are made public at https://github.com/sigurdroemer/rough_volatility.
\[ k = \log(K/F_{i,T}) \text{ and write } \sigma_{BS}(k, T - t) \text{ for the Black-Scholes implied volatility. The arbitrage free price at time zero is} \]
\[ e^{-\int_0^t r(s) ds} E \left( \max \{ \beta \cdot (S_T - K), 0 \} \right) \tag{2} \]

where \( \beta = 1 \) for a call option, \( \beta = -1 \) for a put. By an application of Ito’s lemma and some simple rewritings, we may also write (2) as

\[ F_{0,T} e^{-\int_0^t r(s) ds} E \left( \max \{ \beta \cdot (\tilde{S}_T - \tilde{K}), 0 \} \right) \tag{3} \]

where \( \tilde{K} = \frac{K}{\rho^{t/2}} \) and \( \tilde{S}_t = \tilde{S}_0 \sqrt{t} \cdot dW_{i,t}, \tilde{S}_0 = 1 \). From (3) we see that it suffices to train our neural networks under the assumption of an initial asset price of 1 and zero interest rates and dividends which we will exploit. The general case is recovered by adjusting the strike and rescaling the price.

In what follows, we outline the volatility models that we test in part one of our analysis.

2.1. Heston

In the Heston model of Heston (1993), we have

\[ dV_t = \nu_0 (v_{\infty} - V_t) dt + \sqrt{V_t} dW_{2,t} \tag{4} \]

where \( V_0, \nu, v_{\infty}, \eta \geq 0, dW_{1,t}, dW_{2,t} = \rho dt, \rho \in [-1, 1] \). The model has become popular mostly because the characteristic function of \( \log(S_t) \) is known analytically which enables fast pricing with Fourier methods. We use a Fourier based pricing formula from Lewis (2001) as it appears in Lord and Kahl (2007), though, rewritten as an integral over \( \mathbb{R}_+ \) and with optimal dampening.

2.2. Rough Heston

Different rough Heston models exist in the literature. We focus one that effectively is that of El Euch et al. (2019b) which in turn is that from El Euch and Rosenbaum (2018) viewed in the limit where there is zero mean-reversion coming from the drift. More precisely, we consider the model

\[ V_t = \xi_0(t) + \frac{1}{\Gamma(H + \frac{1}{2})} \int_0^t (t - s)^{H - \frac{1}{2}} \nu \sqrt{V_s} dW_{2,s}, \quad t \geq 0, \tag{5} \]

where \( \nu \geq 0, H \in (0, \frac{1}{2}) \), \( dW_{1,t}, dW_{2,t} = \rho dt, \rho \in [-1, 1] \). Roughness is generated by the kernel \((t - s)^{H - \frac{1}{2}}\) with lower values of \( H \) amplifying the effect. To ensure the existence of a continuous non-negative solution, we assume that

\[ \xi_0(t) = V_0 + \frac{1}{\Gamma(H + \frac{1}{2})} \int_0^t (t - s)^{H - \frac{1}{2}} \psi(s) ds, \quad t \geq 0, \tag{6} \]

where \( V_0 \geq 0 \) and \( \psi \in L^2_{\text{loc}}(\mathbb{R}_+, \mathbb{R}) \) are so \( \psi(t) dt + V_0 L(dt) \) defines a non-negative measure for \( L(dt) = \Gamma(\frac{1}{2} - H)^{-1}(t - H)^{H - \frac{1}{2}} dt \). By example 2.2 and theorem A.2 of Abi Jaber and El Euch (2019a) and table 1 of Abi Jaber et al. (2019) it guarantees that (5) has a continuous non-negative solution.

While \( \xi_0 \) can in theory be extracted from quoted variance swaps (which in turn can be derived from the volatility surface, see e.g. Gatheral 2006), we shall treat it as a regular parameter to be calibrated along the others, though, as noted, under the form (6). We will likewise treat \( \xi_0 \) as an ordinary parameter for the other rough volatility models that we present in this section and where it also appears explicitly in the model definitions.

The characteristic function of \( \log(S_t) \) is known up to solving a fractional Riccati equation.\(^\dagger\) While no analytical solution exists there are by now plenty of numerical schemes; see the Adams scheme of Diethelm et al. (2004) as used in El Euch et al. (2019b) or Abi Jaber (2019), Abi Jaber and El Euch (2019b) and Callegaro et al. (2021). Regardless, the reason we focus on the particular rough Heston model formulated in the above is the very fast rational approximation proposed in Gatheral and Radoi\’c (2019) for solving the fractional Riccati equation and which is valid for that model. As the authors show, the rational approximation is very accurate for negative \( \rho \) and low \( H \), which is also the region relevant to SPX options. To price options, we combine the rational approximation with the same Fourier pricing formula that we use for the classical Heston model.

2.3. Rough Bergomi

The rough Bergomi model of Bayer et al. (2016) is defined by

\[ V_t = \xi_0(t) \mathcal{E} \left( \eta \sqrt{2H} \int_0^t (t - s)^{H - \frac{1}{2}} dW_{2,s}, t \geq 0, \right. \]

where \( \eta \geq 0, H \in (0, \frac{1}{2}) \), \( dW_{1,t}, dW_{2,t} = \rho dt, \rho \in [-1, 1] \), and we have defined \( \mathcal{E}(X) := e^{X - \frac{1}{2} \xi(X^2)} \) for a general mean-zero Gaussian variable \( X \). As \( V_t \) is given explicitly, only mild assumptions, including non-negativity, apply to \( \xi_0 \) to ensure that also (1) has a valid solution. In practice, we will assume \( \xi_0 \) piecewise constant and non-negative which suffices. We price options with Monte Carlo and to that end simulate \( V_t \) with the hybrid scheme of Bennedsen et al. (2017b) and use the conditional estimator of McCrickerd and Pankkanen (2018) as a base estimate. We use a log-Euler scheme to simulate the part of \( S_t \) that is not integrated out by the conditioning and add the expectation of that as a control variate to our price estimator. We use 50 000 paths, half of which are antithetic.

2.4. Extended rough Bergomi

The rough Bergomi model can be extended so the volatility process is driven by two factors with different roughness levels: We define the extended rough, or fractional, Bergomi model by\(^\ddagger\)

\[ V_t = \xi_0(t) V_{1,t} V_{2,t}, \quad t \geq 0, \tag{7} \]

\(^\dagger\) See equations (3) and (4) of El Euch et al. (2019b) which hold also under our assumptions on \( \xi_0 \) as follows by a special case of theorem 2.3 of Abi Jaber and El Euch (2019a).

\(^\ddagger\) The model is not our own invention as we were inspired by a no longer existing GitHub page by Ryan McCrickerd.
where

\[ V_{1,t} = \mathcal{E} \left( \xi \sqrt{2 \alpha + 1} \int_0^t (t-s)^\alpha dW_{1,s} \right), \]

\[ V_{2,t} = \mathcal{E} \left( \lambda \sqrt{2 \beta + 1} \int_0^t (t-s)^\beta dW_{2,s} \right), \quad t \geq 0, \quad (8) \]

and \( \alpha, \beta \in (-\frac{1}{2}, \frac{1}{2}) \), \( \xi, \lambda, \eta \in \mathbb{R} \). For this model, it is assumed that \( W_{1,t} \) and \( W_{2,t} \) are independent. As for the non-extended version, only mild assumptions apply to \( \xi_0 \) and having it be piecewise constant and non-negative likewise suffices as we will also assume in practice. When \( \alpha = \beta \), the model reduces to the ordinary rough, or fractional, Bergomi model with \( H = \alpha + \frac{1}{2} \) and

\[ \rho = \frac{\xi}{\sqrt{\xi^2 + \lambda^2}}, \quad \eta = \sqrt{\xi^2 + \lambda^2}. \quad (9) \]

We will use the reparameterisation (9) also when \( \alpha \neq \beta \). We may then translate back to the original formulation as \( \xi = \eta \rho \) and \( \lambda = \eta \sqrt{1 - \rho^2} \). We also use Monte Carlo to price options under (7)–(8). To this end, we simulate \( V_{1,t} \) and \( V_{2,t} \) as for rough Bergomi and use similar variance reduction techniques.

3. Neural network approximations

In what follows, we explain how we build neural network representations of the pricing models. We start by introducing neural networks, then review some existing approaches on applying them to option pricing, and explain our own adaptation. Lastly, we validate the trained networks.

3.1. Neural networks

While neural networks are helpful for many purposes, we will introduce and motivate them in the context of approximating some multivariate function \( F : \mathbb{R}^N \to \mathbb{R}^M \). We imagine that \( F \) is slow to evaluate and that we seek to replace it with a neural network that ideally will be faster but still sufficiently accurate. To this end, we consider a fully connected feed-forward neural network (henceforth just a 'neural network'). This is a mapping \( F_{\text{net}} : \mathbb{R}^N \to \mathbb{R}^M \) defined by its general architecture and a set of weights denoted \( \omega \); a network architecture is shown in figure 2. To evaluate \( F_{\text{net}} \), one traverses from left to right in the graph, and at each node, the input layer excluded, performs a computation of the form \( x \mapsto \sigma(a^T x + b) \) where \( x \) is the output from the last layer (a column vector), \( a \) a coefficient column vector, \( b \) a scalar, and \( \sigma \) an (activation) function.

The weights \( \omega \) are the collection of all coefficients \( a \) and \( b \). The problem of finding a neural network approximation to \( F \) consists of finding an architecture and weights \( \omega \) so the error between \( F_{\text{net}} \) and \( F \) is small.

The weights are typically chosen as follows for a fixed architecture: First we generate a synthetic ‘training’ dataset of input-output pairs by evaluating \( F \) at various inputs \( x \) and storing the results \( y = F(x) \). The inputs are often sampled from some distribution covering the relevant domain of \( F \). For a random input sample \( X \), we define the generalisation error by the number

\[ E[\mathcal{L}(F_{\text{net}}(X; \omega), F(X))] \quad (10) \]

where \( \mathcal{L} : \mathbb{R}^M \times \mathbb{R}^M \to \mathbb{R} \) is a loss function and \( F_{\text{net}}(X; \omega) \) denotes the neural network evaluated in \( X \) with weights \( \omega \). An empirical version of (10) can be constructed on the training data, by averaging errors across the samples. To train the network, one can minimise the empirical version with respect to \( \omega \). This is usually performed with stochastic gradient descent which is a gradient-based optimisation method. For the method one iterates in epochs, i.e. cycles, across the training data, first shuffling all samples, then looping over smaller batches, covering all of them, each time updating the weights with a gradient estimate. The final error is typically evaluated on a ‘test’ dataset that is generated independently.

![Figure 1: Volatility smiles under extended rough Bergomi with \( \alpha = 0.4, \beta = -0.4, \rho = -0.9, \eta = 2.1, \xi_0(t) = 0.20^2 \).](image-url)
of the training data. We refer to Bishop (2006) and Goodfellow et al. (2016) for the finer details in the training of neural networks.

The literature contains many results that justify neural networks for function approximation. The Universal Approximation Theorem of Hornik (1991) for example essentially states that a continuous function can be approximated to any desired precision on a compact domain using networks of a bounded number of layers but arbitrarily many neurons (nodes) per layer. A dual result can be found in Kidger and Lyons (2020) for networks with a bounded number of neurons but arbitrary many layers. A common observation in an option pricing context is nevertheless that only a few hidden layers are worthwhile. The authors of Bayer and Stemper (2018) e.g. report that their approximations did not consistently improve when going beyond four hidden layers. This is likely because the mapping from parameters to prices tends to be smooth so there is little benefit in introducing complex non-linearities beyond that achievable with a few layers.

3.2. Neural networks for options pricing

In the following, we formulate the approximation problem in relation to options pricing, calibration in particular, and review existing approaches. We will frame the situation very abstractly and consider therefore a general pricing model with some parameter space \( \Theta \subset \mathbb{R}^{d_1} \), \( d_1 \in \mathbb{N} \), and let \( \Lambda \subset \mathbb{R}^{d_2} \); \( d_2 \in \mathbb{N} \), denote a space of contract parameters such as strike-expiry pairs for a number \( N_c \in \mathbb{N} \) of financial contracts. We consider a pricing function \( P : \Theta \times \Lambda \to \mathbb{R}^{N_c} \) that maps from model and contract parameters to a vector of prices which could be expressed in currency units or implied volatility. It is such a function \( P \) that we wish to approximate with a neural network.

**Example:** Under Heston we may set \( \Theta = \mathbb{R}^4_+ \times [-1, 1] \) and for \( \theta \in \Theta \) write \( \theta = (V_0, \kappa, \nu, \eta, \rho) \) in our previous notation. If we consider European calls and puts, we could set \( \Lambda = \mathbb{R}^2_+ \) and let \( \lambda = (K, T) \in \Lambda \) denote the strike and expiry of a given option. Then \( P(\theta, \lambda) = P(V_0, \kappa, \nu, \eta, \rho, K, T) \) would be its price. Alternatively, we could consider a fixed set of, say, \( N_c = 10 \) options specified as strike-expiry pairs \((K_i, T_i) \in \mathbb{R}^2_+ \), \( i = 1, \ldots, 10 \), set \( \Lambda = \emptyset \), and let \( P : \Theta \to \mathbb{R}^{10} \) return a vector with their prices.

The general setup and how we choose to formulate \( P \) can have important consequences for the approximations and whether or not interpolation or extrapolation is needed in addition. In the following, we therefore discuss advantages and disadvantages of different neural network setups and definitions of \( P \). All cases reviewed concern the pricing of European call and put options, and \( P \) always return prices in implied volatility; the same will be true in our own setup.

We comment first on the work (Bayer and Stemper 2018) where a pointwise learning approach is used. In the paper, the authors set \( \Lambda = \mathbb{R}^2_+ \) and let an element of this space refer to the strike and expiry of a single European call or put option. Their pricing function \( P : \Theta \times \Lambda \to \mathbb{R}^{N_c} \) that maps from model and contract parameters to a vector of prices which could be expressed in currency units or implied volatility. It is such a function \( P \) that we wish to approximate with a neural network.

**Figure 2.** Our neural network design for implied volatilities on expiry slice in the interval \([0,0.008]\) for a model with \( n \) inputs parameters. Parameters are denoted \( \theta_i \) for \( i = 1, \ldots, n \) and implied volatilities \( \sigma_i \) for \( i = 1, \ldots, 175 \).
gives roughly 67 million network weights to train. To focus the accuracy of the network on the relevant parts of the contract space, they sample strikes and expiries for the training data from a joint distribution constructed from observed SPX contracts.

In Horvath et al. (2021) an image-based implicit learning approach is proposed. For their numerical examples, the authors set $\Lambda = \emptyset$ and let $P : \Theta \to \mathbb{R}^{88}$ be the pricing function that returns implied volatilities for options on the 11 by 8 strike-expiry grid defined by the Cartesian product below (it is here assumed that $S_0 = 1$):

$$\{0.5, 0.6, 0.7, 0.8, 0.9, 1, 1.1, 1.2, 1.3, 1.4, 1.5\} \times \{0.1, 0.3, 0.6, 0.9, 1.2, 1.5, 1.8, 2.0\}. \quad (11)$$

They use a network with 4 hidden layers, each containing 30 neurons, which results in about 7000 network weights. To price contracts that are not in the grid, appropriate interpolation (and extrapolation) must be used. The method of course generalises to other contract grids. It is called image-based as the network learns the mapping from model parameters to several points on the volatility surface ($N_c > 1$). The word implicit refers to the fact that the pricing function depends implicitly on the chosen contracts ($\Lambda = \emptyset$).

The authors of Horvath et al. (2021) argue that their method has a number of advantages. We point out a few as we see it: (1) The complexity is reduced as we only need to learn the volatility surface on a fixed set of points. This should facilitate the use of smaller networks. (2) While training, information on nearby contracts are considered jointly which allows the weights to adjust to the entire surface at once. This could speed up the training process. (3) The reduction in the input dimension and the increased information contained in an image likely implies fewer training samples are needed. This is advantageous when combined with Monte Carlo as one can reuse simulated paths for multiple contracts in the grid.

A downside compared to the pointwise method is the need for at least interpolation which adds more errors and computational costs. However, in a calibration setting, the contracts to evaluate remain fixed as points in $\mathbb{R}^2$. Consequently, we have in this context found it possible to perform pre-computations to speed up repeated evaluation of the interpolation scheme.† Since we neither had problems controlling the interpolation error, we decided to use the image-based method ourselves, although with a few adjustments due to a problem that we shall now explain.

More precisely, we find that it can be problematic to use a Cartesian product of contracts in the strike-expiry space such as (11). To explain the issue, say e.g. that we estimate $P$ with Monte Carlo. We then argue that we should only include contracts in the grid that, with an acceptable amount of paths, can be accurately estimated. Indeed, if samples with significant errors enter into the training dataset this will likely have a negative influence on the accuracy and reliability of the trained network. We should therefore avoid options that are too far out-of-the-money. What is ‘far out-of-the-money’ is however highly dependent on the strike, expiry, and model parameters.

Consequently, with a grid in the form of a Cartesian product, one is forced to use relatively narrow strike bounds to control the Monte Carlo error across expiries and parameters.

One solution is to use a dynamic strike range. That is, we could look for functions $\bar{K}_{\min}, \bar{K}_{\max} : \Theta \times \mathbb{R}_+ \to \mathbb{R}$ that satisfy $\bar{K}_{\min}(\theta, T) < \bar{K}_{\max}(\theta, T)$ for all $(\theta, T) \in \Theta \times \mathbb{R}_+$ and which should specify strike bounds covering a realistic range of values where $\theta$ is a parameter vector, $T$ an expiry. Such a technique is used in McGhee (2018) where neural networks are trained for the SABR model of Hagan et al. (2002). There are nevertheless a few challenges: (1) The strike bounds of McGhee (2018) use intricate properties of the SABR model and it is not obvious how to generalise them to other models. (2) The calibration task requires us to price all observed contracts, possibly after filtering, for any model parameter in the domain of optimisation. By construction this is not in general possible with a dynamic moneyness range. That is, unless a robust extrapolation technique can be used, but we do not believe this is a trivial matter.

To balance the discussed advantages and disadvantages, we have for our own project chosen a middle-of-the-road solution in that we use the image-based method, and that with dynamic moneyness bounds, but only allowing the bounds to depend on the expiry. In this way we can pre-filter the market data to the support of our networks, and yet, to some degree, accommodate how the probability distribution of the underlying asset changes across the different time horizons.

We show our choice of bounds in figure 3. To specify the contracts for the image-based method, we consider the below 64 expiries

$$T := \{0.002, 0.003, \ldots, 0.01, 0.015, \ldots, 0.05, 0.06, \ldots, 0.20, 0.225, 0.25, 0.30, \ldots, 0.5, 0.6, \ldots, 3\},$$

and use 25 uniformly spaced points in the log-moneyness dimension between the bounds. This results in 1600 contracts.

In McGhee (2018) it was suggested to partition the moneyness surface into different expiry groups and to train separate networks for each. We ourselves find that this can help improve the approximations and keep the networks of a manageable size. A likely reason is that short- and long-term

![Figure 3. Moneyness region supported by our neural networks.](image-url)
volatility smiles behave rather differently, especially under rough volatility, which suggest that they should be handled separately. We train six networks per model, each of which covers expiries in the intervals $[0,0.008]$, $[0.008,0.03]$, $[0.03,0.12]$, $[0.12,0.4]$, $[0.4,1]$, and $[1,3]$.

Lastly, let us explain how we interpolate the volatility surface: Say that we wish to obtain the implied volatility of a contract with log-moneyness $k$ and expiry $T$ assumed within the domain of figure 3. We then interpolate as follows:

- Find the closest expiries $T_1, T_2 \in T$ so $T_1 \leq T \leq T_2$
- Interpolate with a natural cubic spline the volatility smiles for the expiries $T_1$ and $T_2$ to obtain $\sigma_{BS}(k, T_1)$ and $\sigma_{BS}(k, T_2)$
- Apply linear interpolation between $\sigma_{BS}^2(k_1, T_1)T_1$ and $\sigma_{BS}^2(k_2, T_2)T_2$ in the time dimension to obtain $\sigma_{BS}^2(k, T)T$ and thereby $\sigma_{BS}(k, T)$

Our natural cubic spline interpolation does not rule out static arbitrage. However, as follows by the work of Roper (2010), a necessary condition for no static arbitrage is that $T \mapsto \sigma_{BS}^2(k, T)/T$ is non-decreasing. Thus if implied volatilities are arbitrage free at the points $(k, T_1)$ and $(k, T_2)$, our choice of time-interpolation ensures that this is not violated.

An unreported numerical test showed that our interpolation method mostly ensures an absolute relative error in implied volatility below $10^{-3}$.

### 3.3. The forward variance curve

We now explain how we handle $\xi_0$ numerically and sample it for the datasets. Due to the special assumptions that apply under rough Heston, we handle it somewhat different between the models.

For the rough Bergomi models, we parameterise $\xi_0$ piecewise constant as

$$\xi_0(t) = \sum_{i=1}^{n} 1_{(t_{i-1} \leq t < t_i)} \xi_i, \quad 0 \leq t < t_n, \tag{12}$$

where $n \in \mathbb{N}$, $\{t_i\}_{i=0}^{n} \subset \mathbb{R}_+$, $0 = t_0 < t_1 < \cdots < t_{n-1} < t_n$, $\xi := [\xi_1, \ldots, \xi_n] \subset \mathbb{R}_+$. We extend $\xi_0(t) = \xi_{\lfloor t \rfloor}$ for $t \geq t_n$.

In practice, we set $n = 27$ and let $\{t_i\}_{i=0}^{n}$ be the 28 time points:

$$[0, 0.0025, 0.005, \ldots, 0.02, 0.04, \ldots, 0.16, 0.28, \ldots 1, 1.25, 1.5, 1.75, 2, 3].$$

The grid corresponds roughly to daily sections for the first week, then weekly sections till the first two months, monthly sections for the remainder of the first year, quarterly sections for the second year, and one section for the third year.

Let us then discuss how to sample realistic forward variance curves for the datasets under (12). In Horvath et al. (2021) $\xi_0$ was likewise assumed piecewise constant but with 8 flat sections each of which was sampled i.i.d. uniformly distributed. While it is tempting to use i.i.d. sampling in our context also, we note that it is unlikely to adequately cover the space of possible curves due to the fine grid that we use.

To explain why, consider for simplicity the equidistant case where $t_i = T\frac{i}{n}$, $i = 0, 1, \ldots, n$, for some $T > 0$. Then if we sample $\xi_0, \ldots, \xi_n$, i.i.d., the variance swap quote with maturity $T$, which we denote by $VS(T)$, by the law of large numbers, converges to a fixed value as we subdivide the curve into more independent sections (i.e. as $n \to \infty$). More precisely:

$$VS(T) := \frac{1}{T} \int_0^T \xi(s) \, ds = \frac{1}{n} \sum_{i=1}^{n} \xi_i \to E(\xi_1), \quad n \to \infty.$$ 

Indeed, the variability in the sampled variance swap quote has disappeared. We can generally expect similar problems with the sampling variability for a finite but large $n$ (relative to $T$), not-necessarily equidistant discretisations, and when looking at variance swaps at other maturities. The key to improving the sampling variability is to break the independence assumption when we sample adjacent sections of the forward variance curve. In what follows, we outline one idea to this end.

Consider the Heston model where

$$VS(T) = v_{\infty} + (V_0 - v_{\infty}) \frac{1 - e^{-\kappa T}}{\kappa T}, \quad T > 0. \tag{14}$$

One solution is then to sample the Heston parameters $\kappa, v_{\infty}, V_0$, and for the given sample to compute $\xi$ as finite-difference derivatives of $T \mapsto VS(T)/T$ under (14). To help the networks generalise to curves that are not based on the parametric form (14) one can add some smaller i.i.d. noise on top. We use this idea to sample most of our curves, although the technical details of our implementation are somewhat more involved. To add more variety we also sample other types of curves including i.i.d. ones as in Horvath et al. (2021). We refer to the publicly available code for the details. We shall denote the distribution from which we sample $\xi$ by $P_\xi$.

For the rough Heston model, we, as noted, first and foremost assume that $\xi_0$ is parameterised of the form (6) in terms of $(V_0, \psi)$ assuming also that $\psi(t) \, dt + V_0 L(dt)$ defines a non-negative measure.† For our implementation, we further assume $\psi$ piecewise constant as

$$\psi(t) = \sum_{i=1}^{n} 1_{(t_{i-1} \leq t < t_i)} \psi_i, \quad 0 \leq t < t_n, \tag{15}$$

where $n \in \mathbb{N}$, $\{t_i\}_{i=0}^{n} \subset \mathbb{R}_+$, $0 = t_0 < t_1 < \cdots < t_{n-1} < t_n$, $\psi := [\psi_1, \ldots, \psi_n] \subset \mathbb{R}_+$. We extend the curve flat as $\psi(t) = \psi_n$ for $t \geq t_n$. The measure $\psi(t) \, dt + V_0 L(dt)$ is non-negative under our setup if

$$\psi_i \geq -\frac{V_0}{\Gamma(\frac{1}{2} - H)} t_i^{-\frac{1}{2} - H}, \quad i = 1, \ldots, n - 1, \tag{16}$$

and $\psi_n \geq 0$ since the density of $L(dt) = \Gamma(\frac{1}{2} - H)^{-1} t^{-\frac{1}{2} - H} \, dt$ is decreasing in $t$. Now $\xi_0$ is parameterised in terms of $(V_0, \psi)$ more specifically. As it will be more natural, we will parameterise in terms of a set of variables $\xi := [\xi_0, \xi_1, \ldots, \xi_n] \subset \mathbb{R}_+$

† Technically $\xi_0$ also depends on $H$, though, we shall consider the Hurst parameter given in this context.
that will be the forward variances with maturities \( \{ t_i \}_{i=0}^{n} \). To this end, note that if we insert (15) into (6), we obtain, at the grid points,

\[
\xi_0(t_i) = V_0 + \sum_{k=1}^{i} w_{i,k} \tilde{\psi}_k, \quad i = 0, 1, \ldots, n,
\]

where we interpret the sum as zero when \( i = 0 \) and have defined

\[
w_{i,k} := \frac{1}{\Gamma(H + \frac{1}{2})} \left( (t_i - t_{k-1})^{H + \frac{1}{2}} - (t_i - t_k)^{H + \frac{1}{2}} \right), 1 \leq k \leq i \leq n.
\]

Define then

\[
\tilde{\xi}_i := V_0 + \sum_{k=1}^{i} w_{i,k} \tilde{\psi}_k, \quad i = 0, 1, \ldots, n,
\]

so \( \tilde{\xi} \) precisely are the forward variances with maturities \( \{ t_i \}_{i=0}^{n} \). The variables \( \tilde{\xi} \) constitute a valid reparameterisation as we may uniquely recover \( (V_0, \tilde{\psi}) \) iteratively from the equations

\[
\tilde{\psi}_i = \frac{\tilde{\xi}_i - V_0 - \sum_{k=1}^{i-1} w_{i,k} \tilde{\psi}_k}{w_{i,i}}, \quad i = 1, \ldots, n,
\]

and \( V_0 = \tilde{\xi}_0 \). For our rough Heston implementation, we also set \( n = 27 \) and let \( \{ t_i \}_{i=0}^{n} \) be given by (13). To sample \( \tilde{\xi} \) for the datasets, we take first as given a sample of \( H \). We then keep resampling \( \tilde{\xi} \) similarly to how we do it for the rough Bergomi models until we get a sample where both (16) and \( \tilde{\psi}_n \geq 0 \) holds. The reader is again referred to the publicly available code for the details. We denote the distribution from which we, conditionally on \( H \), sample \( \tilde{\xi} \) for rough Heston by \( D^\text{rh}_{\tilde{\xi}|H} \).

### 3.4. Sampling the test and training data

In what follows, we explain how we sample and compute the datasets: Prices are computed under the assumption of \( S_0 = 1 \) and \( r(t) = q(t) = 0 \) which as discussed suffices. For each model, we generated 136 000 samples for the training dataset and an additional 24 000 samples for a test dataset which we use to validate the final approximation error. This is double the amounts used in Horvath et al. (2021) for the rough Bergomi model. In table 1, we show our sampling distributions (distr.) for all models and parameters (par.). By \( \mathcal{U} \) we denote the uniform distribution. Columns \( a \) and \( b \) signify the sampling bounds. For the rough Bergomi models, we found that we could sample \( H \), respectively \( \beta \), from an only approximately uniform distribution and thereby roughly halve the total computation time. We use the symbol \( \mathcal{U}^* \) to refer to this distribution, though, the reader must consult the code for the details. To sample a parameter vector for a given model, we sample each individual parameter independently from the distributions shown in the table, though, with the following nuances and exceptions: (1) As noted, we sample \( \tilde{\xi} \) under rough Heston conditionally on \( H \). (2) We sample all parameters except \( \tilde{\xi} \) with the Sobol sequence. Since quasi-random numbers are often more regularly spaced than pseudo-random numbers, the generalisation error (10) should then be better estimated by its empirical version. We expect this to lower the tendency of overfitting to the training data. (3) To ensure high-quality datasets, we discarded samples where option prices were not convex across strikes, where Merton’s tunnel was violated, or where numerical integration for the Heston models failed to converge. For each discarded sample we generated a replacement.†

### 3.5. Hardware and software

The training and test datasets were computed on a server running Intel Xeon Platinum 8175 3.1 GHz CPUs with 384 GB of RAM and 48 physical cores (96 logical). It took around a week to finish them all. The neural networks were thereafter trained in Python. For rough Heston we used Python 3.6.1 with the Keras 2.4.3 library and Tensorflow 2.3.4 as the backend. For the other models we used Python 3.7.1 with the Keras 2.2.4 library and Tensorflow 1.13.1 as the backend. Computational times reported in the remainder of the paper are recorded in Matlab 2019a on a laptop that runs a 1.6–3.4 GHz Intel Core i5 8250U CPU with 4 cores (8 logical processors) and 8 GB of RAM.

### 3.6. Hyperparameters

By hyperparameter optimisation we refer to the act of minimising the generalisation error by tuning all other aspects of a neural network and its training than the weights themselves. Examples of such aspects are the number of layers, the number of neurons per layer, the choice of and settings

<table>
<thead>
<tr>
<th>Par.</th>
<th>Distr.</th>
<th>( a )</th>
<th>( b )</th>
<th>Par.</th>
<th>Distr.</th>
<th>( a )</th>
<th>( b )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \kappa )</td>
<td>( \mathcal{U} )</td>
<td>0</td>
<td>25</td>
<td>( H )</td>
<td>( \mathcal{U} )</td>
<td>0</td>
<td>0.5</td>
</tr>
<tr>
<td>( \eta )</td>
<td>( \mathcal{U} )</td>
<td>0</td>
<td>10</td>
<td>( \nu )</td>
<td>( \mathcal{U} )</td>
<td>0.10</td>
<td>1.25</td>
</tr>
<tr>
<td>( \rho )</td>
<td>( \mathcal{U} )</td>
<td>-1</td>
<td>0</td>
<td>( \rho )</td>
<td>( \mathcal{U} )</td>
<td>-1</td>
<td>0</td>
</tr>
<tr>
<td>( \sqrt{V_0} )</td>
<td>( \mathcal{U} )</td>
<td>0.05</td>
<td>1</td>
<td>( \xi )</td>
<td>( D^\text{rh}_{\xi</td>
<td>H} )</td>
<td>0.052</td>
</tr>
<tr>
<td>( \sqrt{\psi} )</td>
<td>( \mathcal{U} )</td>
<td>0.05</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Rough Bergomi</th>
<th>Extended rough Bergomi</th>
</tr>
</thead>
<tbody>
<tr>
<td>Par.</td>
<td>Distr.</td>
</tr>
<tr>
<td>( H )</td>
<td>( \mathcal{U}^* )</td>
</tr>
<tr>
<td>( \eta )</td>
<td>( \mathcal{U} )</td>
</tr>
<tr>
<td>( \rho )</td>
<td>( \mathcal{U} )</td>
</tr>
<tr>
<td>( \xi )</td>
<td>( D^\text{rh}_{\xi} )</td>
</tr>
<tr>
<td>( \xi )</td>
<td>( D^\text{rh}_{\xi} )</td>
</tr>
</tbody>
</table>

† The lower volatility bound is set to 7.5% for the extended rough Bergomi model and to 5% for the others. The reason is that despite using 100 000 paths in the case of low volatility, we for the extended model found it particularly difficult to estimate prices with sufficient accuracy for volatilities below 7.5%. If we did not adjust the sampling bound we would have discarded too many samples to finish the datasets in a reasonable amount of time.
for the optimiser, the batch size, and the choice of activation and loss function. Hyperparameter optimisation is very costly as it requires one to retrain the network across many different configurations. We therefore fixed most hyperparameters based on common choices found in the literature that generally appear to work well: We choose 3 hidden layers as used in a preprint version of Horvath et al. (2021), the Adam algorithm of Kingma and Ba (2015) as our optimiser, Elu as our activation function except for a linear output layer, and root-mean-squared-error as the loss function. We scale the inputs and outputs as in Horvath et al. (2021) and use 200 neurons per layer which we found to be sufficient. For the training, we first let the optimiser run for 500 epochs with a batch size of 32 at which point both the training and test losses stabilised. However, by increasing the batch size to 5000 and continuing for another 200 epochs, we found that we could reduce the error by an additional moderate amount.† The final errors on the training datasets turned out similar to those on the training datasets which indicates that overfitting was not a problem.

3.7. Accuracy and speed

We examine the accuracy and speed of our networks. Throughout we measure the accuracy in terms of implied volatility. In table 2 we show percentiles of the absolute relative errors between the trained networks and the test datasets. We note that the errors generally are below a few per cent and mostly within a single per cent. In table 3 we for the rough Bergomi models show the relative standard errors; by this we refer to the standard errors of implied volatility divided by the estimated implied volatility. We see that also these errors are comfortably low. The errors versus the test datasets are generally larger than the standard errors which is unsurprising. On our filtered SPX dataset, the 25th and 75th percentiles of the relative bid-ask spreads are 1.36% and 4.25%; we here refer to the bid-ask spread measured in implied volatility divided by the implied volatility of the mid quote. The approximations are mostly within the bid-ask spreads and we are therefore confident in using our networks for the calibrations.

In terms of speed, we find that we can evaluate all networks for a given model once in about $7.1 \cdot 10^{-4}$ seconds (average of 10 000 runs under rough Bergomi). When we calibrate, we however need to compute prices many times on a scattered set of points anywhere in the contract domain. This will cost more time as we will need to interpolate. As noted, the points are though fixed and we therefore find it possible to perform pre-computations to speed up repeated evaluation of the interpolation scheme. If we fix the 4166 contracts we have available on May 15, 2019, perform the pre-computations, and evaluate both the neural networks and the interpolation scheme 10 000 times, we obtain for rough Bergomi an average running time of $1.8 \cdot 10^{-3}$ seconds per evaluation. The cost of interpolation is therefore small when spread across many evaluations.

4. Historical calibration to SPX options

In this section, we present part one of our empirical work. We use a dataset obtained from https://datashop.cboe.com which consists of bid and ask quotes on SPX European call and put options on trading days between May 3, 2004, and May 15, 2019. The quotes are recorded at 15:45 Eastern time, and we apply a number of filters to remove unreasonable and low liquidity quotes and to ensure a minimum number of strikes and expiries on each date. Interest rates and dividends are implied from the available put-call parities. In-the-money contracts and those outside the domain of figure 3 are removed. After filtering, the dataset consists of 4 643 880 bid-ask pairs spread over 3775 trading days which corresponds to an average of 1230 observations per day.

To state the calibration problem, consider a given trading day and let $\sigma_{i, \text{bid}}$, $\sigma_{i, \text{ask}}$, $\sigma_{i, \text{mid}}$, denote the implied volatility of the bid, ask, and mid quote for the $i$th observed option. Similarly, let $\sigma_{\text{model}}(\theta)$ denote the implied volatility of the option under the given model with parameter vector $\theta$. We then define the

### Table 2. Distribution of absolute relative errors between the trained networks and the test datasets measured in implied volatility.

<table>
<thead>
<tr>
<th>Model</th>
<th>50th%</th>
<th>75th%</th>
<th>95th%</th>
<th>99th%</th>
<th>99.9th%</th>
<th>Max.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Heston</td>
<td>0.09%</td>
<td>0.16%</td>
<td>0.51%</td>
<td>1.40%</td>
<td>4.97%</td>
<td>15.63%</td>
</tr>
<tr>
<td>Rough Heston</td>
<td>0.08%</td>
<td>0.19%</td>
<td>0.63%</td>
<td>1.54%</td>
<td>4.60%</td>
<td>11.39%</td>
</tr>
<tr>
<td>Rough Bergomi</td>
<td>0.18%</td>
<td>0.37%</td>
<td>1.03%</td>
<td>2.44%</td>
<td>7.52%</td>
<td>18.19%</td>
</tr>
<tr>
<td>Extended rough Bergomi</td>
<td>0.40%</td>
<td>0.70%</td>
<td>1.38%</td>
<td>2.47%</td>
<td>5.69%</td>
<td>11.17%</td>
</tr>
</tbody>
</table>

Note: Numbers in the header represent percentiles.

### Table 3. Distribution of relative standard errors on the training datasets measured in implied volatility.

<table>
<thead>
<tr>
<th>Model</th>
<th>50th%</th>
<th>75th%</th>
<th>95th%</th>
<th>99th%</th>
<th>99.9th%</th>
<th>Max.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rough Bergomi</td>
<td>0.13%</td>
<td>0.23%</td>
<td>0.44%</td>
<td>0.85%</td>
<td>2.06%</td>
<td>3.98%</td>
</tr>
<tr>
<td>Extended rough Bergomi</td>
<td>0.51%</td>
<td>0.60%</td>
<td>0.72%</td>
<td>1.14%</td>
<td>2.47%</td>
<td>4.63%</td>
</tr>
</tbody>
</table>

Note: Numbers in the header represent percentiles.

† We hypothesise that a batch size of 32 may allow for fast convergence initially, but as one nears a minimum, the gradient estimates may be too noisy for full convergence.
weighted root-mean-square-error (wRMSE) by

\[
\text{wRMSE}(\theta) := \sqrt{\sum_i w_i (\sigma_i^{\text{mid}} - \sigma_i^{\text{model}}(\theta))^2}
\]  

where the sum is over all contracts from the given date and \(w_i\) are weights that are normalised so \(\sum w_i = 1\). We use the weights to make the error measure more robust. There is e.g. a considerable amount of time variation in the dataset in that the amount and location of the quoted expiries changes a lot from 2004 to 2019. We therefore allocate 15 % of the weights to expiries within 1 month, 35 % to expiries between 1 and 6 months, and the rest to longer expiries. Additionally, we allocate the same total weight to each distinct expiry within each expiry group. To account for differences in liquidity, we further, up to normalisation, weigh each contract by the factor

\[
\frac{1}{0.01 + \sigma_i^{\text{ask}} - \sigma_i^{\text{bid}}}
\]

To calibrate Heston, we minimise the wRMSE. For the rough models, we often find that \(\xi\) is overparameterised which can result in calibrated curves that look unrealistic. The main culprit is that there may be multiple grid points for the curve between each observed expiry. For the rough Bergomi models, we therefore use the below algorithm to merge \(\xi\)-parameters before calibrating:

**Merging \(\xi\)-parameters:** Loop \(i = 1, 2, \ldots, n - 1\): If there are no expiries observed in \((t_{i-1}, t_i]\) or \((t_i, \infty)\), we merge \(\xi_i = \xi_{i+1}\)

We use the same algorithm before we calibrate rough Heston, except we keep \(\xi\)-values that correspond to forward variance maturities at or below 0.28 unmerged. The reason for the latter is that we find merging too many of the parameters in the short end of the curve can significantly limit the flexibility in fitting the volatility term structure as we for this model also have to satisfy the non-negativity requirements (16) and \(\psi_n \geq 0\) which we also impose when we calibrate.

Unfortunately, even merging \(\xi\)-parameters as explained, we yet find example dates where the calibrated curves look unrealistic. Besides not merging parameters for the short end of the curve under rough Heston, another possible explanation is noise coming from the bid-ask spread. We therefore additionally use penalisation when we calibrate and minimise instead wRMSE(\(\theta\))^2 + \(\lambda C(\xi)\) with respect to \(\theta\) where \(\lambda \in \mathbb{R}_+\) and 

\[
C(\xi) := \sum_{i=1}^n (\sqrt{\xi_{i-1}} - \sqrt{\xi_i})^2
\]

measures the non-smoothness of \(\xi\); we here set \(\xi_0 = \xi_1\) for the rough Bergomi models by convention. We find that \(\lambda = 0.002\) works well without worsening the fits too much. Calibrating the models across the entire dataset results in average differences of only 4–5 bps (basis points) in wRMSE between using \(\lambda = 0.002\) and \(\lambda = 0\). We are therefore comfortable using \(\lambda = 0.002\) for our analysis.

### 4.1. Calibration results

We present the calibration results in figures 4–6, though, we have left out most of the Heston parameters for brevity. Daily closing values of the VIX index are provided for reference in figure 4 (bottom).‡ The reader should note that for a model of the form (1), the VIX index squared is, under mild conditions, essentially defined by

\[
\text{VIX}_t^2 = 100^2 \left[ \frac{1}{\Delta} \int_{t-\Delta}^{t+\Delta} \xi_t(u) \, du \right]. \quad t \geq 0, \quad \Delta = \frac{1}{12},
\]

and thus, up to scale, represents the risk-neutral expected average spot variance over the next month; see e.g. Gatheral (2006) for details.

We start with a discussion of the calibration errors which we show in figure 4 as centralised 20-day moving averages. The first thing we note is that the rough models outperform classical Heston substantially overall. While the average error is around 80 bps for Heston, it is close to 50 bps for the rough models. The error for Heston also deteriorates rapidly around the financial crisis of 2008–2009, remains elevated for several years thereafter, and at one point even reaches values as high as 160 bps. In contrast, the errors for the rough volatility models mostly stay below 80 bps and also appear less sensitive to the volatility level. In terms of the latter, note that we for these models observe average errors in the ranges 52–60, 51–55, and 46–50 bps, when the VIX index respectively is in the ranges 0–15, 15–25, and above 25. Under Heston the average errors are 69, 80 and 100 bps for the same VIX levels. It follows also that the relative errors for, at minimum, the rough models generally are larger when volatility is low. Evidence from sections 4.3 and 5 suggest that the volatility surface displays an increasingly complex structure at lower volatility levels. We believe this, at least partly, explains it. Another possible explanation is that we due to our fixed moneyness bounds can expect fewer contracts to be filtered when volatility is low.

While the classical Heston model clearly performs worst, it is less obvious which of the rough models is better. If we compare rough Bergomi and rough Heston, we obtain an average difference of 6 bps in favour of rough Heston, though, this is dwarfed by the standard deviation of the differences which is 11 bps. Likewise, pitting the extended and ordinary rough Bergomi models against each other, we compute an average difference of only 1 bps and a standard deviation of 4 bps. It therefore appears that there are no noteworthy improvements to be made in choosing between the tested one-factor rough models and that there neither are any notable gains to be made in separating the Hurst exponents between the two independent Brownian motions that drive volatility. This, however, does not mean that the fits are perfect or that one cannot construct better models. Additional results presented later will make this clear.

In the following, we comment on figures 5–6. Because \(\rho\) and \(\eta\) are effectively equal between the rough Bergomi

‡ A single observation is missing from our VIX index dataset and is therefore excluded from any figures and calculations; the dataset is downloaded from https://www.cboe.com/tradable_products/vix/vix_historical_data on May 30, 2021.
models as calibrated, we leave out the extended model when we comment on these parameters, though, not for the Hurst exponents where a non-trivial observation can be made.

We start with the correlation parameters. Note first how $\rho$ for both Heston models mostly fluctuate in the rather narrow range from $-0.8$ to $-0.6$ and stay a good distance away from the lower bound of $-1$. This is in contrast to $\rho$ under rough Bergomi which sometimes calibrates very close to $-1$ and whose time evolution is more unstable; the standard deviation of daily changes in $\rho$ is 0.027 for rough Heston while it is 0.042 for rough Bergomi. In terms of the level, we believe extreme values such as $\rho \approx -1$ suggest unrealistic dynamics for the index price as it implies that the volatility surface is driven by essentially a single underlying factor. If we compare with figure 4, we also see that the error often deteriorates relative to rough Heston when $\rho$ is near $-1$. This is especially true around the years 2017–2018 where the gap widens considerably to 20–30 bps. All of this hints at some structural problems with the rough Bergomi model.

With regards to the Hurst exponents, we observe a strong relation between the values calibrated for rough Bergomi and rough Heston. This is hardly surprising given that they both control the explosion rate of at-the-money skew. In addition, with values mostly below 0.25 across the entire time series, and averages at respectively 0.09 and 0.10, it is clear that option prices, as viewed through these models, consistently suggest that volatility is very rough. Interestingly enough, the Hurst exponents correlate positively with volatility; the correlation between $H$ and VIX is 0.51 under rough Bergomi and 0.10 under rough Heston. That volatility is less rough in periods of high volatility is a finding that also appears in Bennedsen et al. (2021) under the realised measure. Because $H$ controls the speed at which volatility’s dependence on the history of $W_{2,t}$ dissipates, with lower $H$ implying a faster dissipation, it suggests that the SPX market implies weaker mean reversion when volatility is high. We believe this is meaningful from an economic point of view: typical high volatility events (think e.g. of the financial crisis) arguably tend to influence markets for longer than events that correspond to smaller volatility increases.

† We refer to Bayer et al. (2016) for a result saying that the at-the-money implied volatility skew is of the form $\sim e^{TH^{-\frac{1}{2}}}$ under rough Bergomi and to remark 1.8 of Bayer et al. (2020) for the same under rough Heston.
Figure 5. Calibrated correlation and volatility-of-volatility parameters. Solid lines show centralised 20-day moving averages. Dots show individual observations.

We could also interpret the calibrated $H$-values as reflecting the volatility smoothness implied by the market: By theorem A.1 of Abi Jaber and El Euch (2019a) and example 2.3 of Abi Jaber et al. (2019) volatility is locally Hölder continuous of all orders less than $H$ for the rough Heston and rough Bergomi models, that is, up to discontinuities in $\xi_0$ for the latter. This is a consequence of the rate of singular decay of the kernel function, or in other words the speed of ‘mean-reversion’
across very small time-scales.† It is then possible that a deeper explanation for the level dependence could be found by examining market microstructure models. We e.g. note that El Euch et al. (2018) shows a connection between certain features of high frequency trading and roughness. Nevertheless, a critique of interpreting the calibrated $H$-values as representing the implied volatility smoothness is that $H$ for the fractional kernel is responsible for ‘mean-reversion’ at both short and long time scales. Thus, unless prices truly are generated by a model with exactly the fractional kernel, the calibrated values are bound to reflect an imperfect trade-off between the mean-reversion implied at short and long time horizons. In fact, in Bennedsen et al. (2021) it is suggested to decouple the short and long time behaviour of the volatility autocorrelations.

It should be pointed out that while rough Bergomi sometimes calibrates extreme $\rho$’s, rough Heston at times calibrates extreme values of $H$ near zero. The time series of $H$ for rough Heston also appears less stable than for rough Bergomi; this could also explain why the computed correlation between $H$ and VIX is lower for rough Heston. The extreme values of $\rho$ (rough Bergomi) and $H$ (rough Heston) tend to occur in the same time periods which indicates that, in fact, both models may lack some flexibility and that the problems likely are related.

Consider now $\alpha$ and $\beta$ under the extended rough Bergomi model: Note that the time series of $\alpha + 1/2$ largely resembles that of $H$ for rough Bergomi while that of $\beta + 1/2$ is somewhat different. The first observation is consistent with the fact that our calibrated rough Bergomi models are very similar. More precisely, for values of $\rho$ near $-1$, as we do observe, the parameter $\lambda = \eta \sqrt{1 - \rho^2}$ is small in absolute value compared to $\xi = \eta \rho$ and therefore, as calibrated, the extended rough Bergomi model is very similar to the ordinary one but with Hurst exponent $\alpha + 1/2$. It follows also that we should be careful in drawing conclusions based on the time series of $\beta + 1/2$ as the effect of $\beta$ on the extended model is small for such $\rho$’s. However, that we with relative consistency observe $\alpha > \beta$ does at least indicate that the short-term smiles are more symmetric than the long-term ones. We back this observation up

† We generally use the expression ‘mean-reversion’, later also ‘auto-correlation’, liberally as e.g. rough Bergomi is not stationary.
while rough Heston on average calibrates better in-sample by 6 bps compared to rough Bergomi, its predictions are almost 10 bps worse at the 20-day horizon. Like with the in-sample calibrations, there neither in this case are any meaningful differences between the extended and ordinary rough Bergomi model.

In figure 7 (right), we show the time evolution of the prediction errors at the 5-day horizon (shown as 20-day centralised moving averages). The plot largely resembles the evolution of the in-sample errors, though, with the key difference that the performance of rough Heston often deteriorates rapidly in periods of high volatility with errors reaching as high as 150 bps. In contrast, the errors under the rough Bergomi models are more stable and rarely go above even 100 bps. This also explains why the predictive quality deteriorates faster in figure 7 for rough Heston. We suspect that the culprit is the elasticity parameter \( \gamma \) which likely is far too low in that model.

### 4.3. Decoupled term structures of skew and curvature

In what follows, we analyse the in-sample calibrations in more detail. In figure 8, we show the fits for a subset of the expiries on September 4, 2012, and January 13, 2017. The calibration errors on the first date are 64, 44, 51, and 49 bps for, respectively, Heston, rough Heston, rough Bergomi and the extended rough Bergomi model, and, listed in the same order, are 70, 70, 81, and 89 bps on the second date.‡ If we compare with the top of figure 4, we see that in terms of the errors, and for the rough models, September 4, 2012, represents a typical example, whereas January 13, 2017, represents one of the more problematic dates. In figure 9, we show at-the-money skews computed from the market data. Power-law fits are added for comparison and we have used the definition:

\[
\text{Skew}(T) := \frac{\partial \sigma_{BS}(k,T)}{\partial k} \bigg|_{k=0}, \quad T > 0.
\]

We consider first the fits on September 4, 2012, where the term structure of at-the-money skew is reasonably well represented by a power-law consistent with what typical one-factor rough volatility models display. The volatility smiles shown in figure 8 are also fitted relatively well by the rough models on this date, though, improvements can still be made. The Heston model, however, cannot reproduce the power-law term structure of skew—see e.g. the functional form derived in Gatheral (2006, p. 35)—and we believe this is why it results in a worse fit, especially to the very short expiry.

In contrast, on January 13, 2017, even the rough models calibrate quite poorly. The main reason is that the volatility surface, on this date, displays a pronounced term structure of (a)symmetry as the short-term smiles are significantly more symmetric than the long-term ones. Unsurprisingly this feature is not reproduced by the one-factor models rough

---

‡ Note that \( d \xi_t(u)/\xi_t(u) = \eta \sqrt{2 \mathcal{H}(u-t)^{H-\frac{1}{2}}} dW_2 \) under rough Bergomi which corresponds to \( \gamma = 1 \).
Bergomi and rough Heston, though less obviously is neither captured by the extended rough Bergomi model. Figure 9 shows that the term structure of at-the-money skew also far from resembles a power-law. The very short-term skews even flatten as the smiles become increasingly symmetric.† On a side-note, we remark that the very short-term smile on September 4, 2012, also is just slightly more symmetric than what our rough volatility models could produce. This hints at the possibility that the term structure of smile (a)symmetry is a structural feature of the volatility surface.

The fits on January 13, 2017, especially, and the associated non-power-law term structure of observed skews, demonstrate that typical one-factor rough volatility models are not always consistent with the SPX volatility surface. A likely explanation is that two volatility factors with different temporal properties and correlations to the index price are required. This view is precisely the reason why we included the extended rough Bergomi model in our analysis, though, as can be observed, it is apparently insufficient to only separate the Hurst exponents for each of the two underlying independent Brownian motions. The results of section 5 will show that better fits can be achieved with proper two-factor volatility, i.e. using three Brownian motions to model \((S, V_1, V_2)\).

We provide now a systematic investigation of the rough volatility fits across the entire historical dataset. We exclude the extended rough Bergomi model from our analysis as it calibrates effectively the same as the ordinary one. We then do the following for each trading day and model: First, we fix the Hurst exponent \(H\) as already calibrated. Separately for each expiry we then recalibrate the correlation parameter \(\rho\), the volatility-of-volatility parameter either \(\eta\) or \(\nu\), and the forward variance curve \(\xi_0\) which here will be assumed flat. In this way, we achieve almost perfect fits to each expiry slice. We can then use the recalibrated correlation and volatility-of-volatility parameters to study in closer detail how the models should be adjusted for a better fit.

We present the results in figure 10, where we for various quantities show percentiles, overall means, and means split by the level of the VIX index. The expiries are placed into groups for the computations and the first axes are log-scaled. The plots in the top row show the wRMSE before recalibration minus that after.‡ We note that the recalibrations have generally lowered the errors by a good amount. The improvement is most notable for short and long expiries which is unsurprising as a full calibration will seek to balance both ends. In the second row, we show values for the relative wRMSE before recalibration minus that after. The relative wRMSE is defined by:

\[
\text{Relative wRMSE}(\theta) = \sqrt{\sum_i w_i \frac{\sigma_i^{\text{mid}} - \sigma_i^{\text{model}}(\theta)}{\sigma_i^{\text{mid}}}^2}.
\]

We note that the fits are improved by a good amount in relative terms also, and we therefore believe that the recalibrations can meaningfully be used for our analysis.

Let \(\rho\) be the correlation parameter obtained from the full calibration for a given model on a given day and let \(\tilde{\rho}(T)\) denote the recalibrated version for an expiry \(T\). Likewise, let \(\eta\) and \(\nu\) denote the calibrated volatility-of-volatility parameters and let \(\tilde{\eta}(T)\) and \(\tilde{\nu}(T)\) denote their recalibrated versions. To structure our analysis, we then look at the ratios \(\tilde{\rho}(T)/\rho\), \(\tilde{\eta}(T)/\eta\), and \(\tilde{\nu}(T)/\nu\), to see in which direction we should shift the distribution of \(S_T\) for different time horizons \(T\). The reader can find the results for the ratios in the bottom two rows of figure 10. As can be observed, we for both models, on average, need less correlation (more symmetry) and more volatility-of-volatility (more smile effect) at short expiries, vice versa at long expiries, and all relative to what the models could produce in the full calibration experiment. The observations are statistically significant as the standard errors of the means are all at or below 0.01.

The first observation shows that it is a structural feature of the SPX volatility surface that short expiry smiles are more symmetric. On the second observation, note that a faster decaying volatility autocorrelation function tends to increase the smile effect at short expiries relative to long expiries. See e.g. the expansion formula of Bergomi and Guyon (2012). There it is also noted that ‘…a slow decay of the ATM skew (respectively curvature) can be traced, in the context of a stochastic volatility model, to the existence of

† The non-exploding skew on January 13, 2017, though, need not imply that volatility is not rough (recall figure 1).

‡ For a proper comparison we always rescale the weights \(w_i\) so they sum to one for a given expiry.
long-range spot/variance (respectively variance/variance) correlations...†. A natural conclusion is then that the volatility autocorrelations implied by the calibrated rough Bergomi and stronger separation of short and long lag autocorrelations, here controlled by $H$, creates a more pronounced term structure of smile effect. As the January 13, 2017, smiles exemplify, we should though be careful to interpret the term structure of skew directly as a measure

†That $\text{Skew}(T) \approx cT^{H-\frac{1}{2}}$ for many one-factor rough models is just one example of how ‘mean-reversion’ and thus presumably a

Figure 8. Example calibrations from the historical SPX analysis. Only a subset of the expiries are shown.
rough Heston models fail to sufficiently separate the short and long time-scale properties of volatility. We can think of two immediate possible reasons for this: Either the fractional kernel does not have enough flexibility to capture the implied autocorrelation structure, or it does but fails in our calibration experiment as a side-effect of the models’ inability to reproduce the term structure of (a)symmetry. We believe the first explanation is most likely, though both could hold simultaneously. The reason is that we in section 5 calibrate a comparable one-factor rough Bergomi type model jointly to SPX and VIX options on a date where the term structure of (a)symmetry is negligible and still conclude that the short and long time-scale properties are not adequately separated. It is, at a glance, surprising that the fractional kernel, at least for these models, supposedly lacks flexibility as it already has an apparently rich structure by inducing mean-reversion at multiple time scales; we refer to Abi Jaber and El Euch (2019b) and Abi Jaber (2019) for the latter.†‡ The results of section 5 suggest that the volatility autocorrelation structure is better captured by a classical but two-factor volatility model or a quadratic rough Heston model.

Let us suggest another reason for the term structures of residual smile effect: the log-normal distribution and that implied by rough Heston may not be heavy-tailed enough to reproduce the short term behaviour of volatility. On the former, the authors of Bennedsen et al. (2017a) e.g. show that log-volatility is better described by a normal inverse Gaussian (NIG) distribution with heavier tails than a normal distribution. It is likewise a common observation that Heston type models are too light-tailed, see e.g. Gatheral (2008). The results of section 5 will though show that, while there does appear to be a distributional problem in some market scenarios in fitting to SPX options for at least the log-normal distribution, most of the residual calibration error can be eliminated by using a two-factor but yet log-normal model. We therefore believe that the poor SPX fits are mainly explainable by some combination of an inflexible volatility autocorrelation structure and the lack of a term structure for the smile (a)symmetry. The distributional problem is more apparent when we consider VIX options where log-normal models tend to produce almost flat smiles in contrast with the upward sloping ones typically observed in the market; see e.g. Horvath et al. (2020).§

Although the term structures of correlation and smile effect are robust across the different volatility levels, there is evidence that at least some of the effects become more pronounced when volatility is low. This is especially true of $\tilde{r}(T)/\nu$ and $\tilde{\rho}(T)/\nu$ under rough Bergomi or slightly of $\tilde{\rho}(T)/\rho$ under rough Heston. It is harder to spot any meaningful level dependence for $\tilde{r}(T)/\nu$ under rough Bergomi or $\tilde{v}(T)/\nu$ under rough Heston. However, in either case, the relative wRMSE improves significantly more for both models when volatility is low indicating that the problems are much more visible in those scenarios. This is reflected in figure 8 where the VIX index is at 17.98 on September 4, 2012, and much lower at 11.23 on January 13, 2017, where the fits are notably worse.

To summarise, we have found evidence that the fractional kernel as used in the rough Bergomi and rough Heston models is not flexible enough to separate the short and long time scale

---

† One can check that $H^{1/2} = \int_0^\infty e^{-y} \mu(dy)$ where $\mu(dy) = y^{-H-1/2} \Gamma(1/2-H)^{-1} dy$. As described in the cited papers, we may then express rough volatility as a superposition of an infinite set of semi-martingales that mean-revert at both very slow and fast exponential rates with weights set by a finite set of semi-martingales that mean-revert at both very slow and long time-scale properties. We believe the first explanation is most likely, though both could hold simultaneously.

‡ Related to the previous footnote, note also that rough Bergomi, at least under certain assumptions, tends to Black-Scholes in the limit $H \to 0$ as shown in Forde et al. (2022). The limit $H \to 0$ is precisely in which we can further decouple the smile effect at short and long expiries and the result therefore highlights again the limitations of the fractional kernel.

§ To solve this problem, the authors of Horvath et al. (2020) introduce a class of modulated Volterra processes for volatility and show that the VIX smiles can be captured using such a model with stochastic volatility-of-volatility.
properties of volatility that is implied by quoted SPX options. Furthermore, the term structure of smile (a)symmetry that we observe, suggests to model volatility two-factor where one factor should be less negatively correlated with the S&P 500 index and have relatively more influence on short expiries. The latter suggests that this factor should also be noisier and mean-revert faster.

5. Calibration of more advanced models

In search of a solution to the skew-curvature term structure problem and to examine the ability of rough volatility for the joint SPX-VIX calibration problem, we in this section calibrate a series of mostly more advanced models, including two-factor volatility models, to SPX options and jointly to
SPX and VIX options. However, with the increased model complexity, we find it is considerably more challenging to find reasonable moneyness bounds to train neural networks. Moreover, it is unclear how many extra training samples are needed when we add many more parameters to our models. In our experience, the time needed to compute the training datasets, although done ‘offline’, cannot be completely disregarded; recall that we spent around a week to compute the datasets for part one of our analysis. For these reasons, we therefore in this section perform the calibrations directly with Monte Carlo and only calibrate to three dates, though, they will reflect different market scenarios. We leave it for future work to see if neural networks can be implemented robustly and in a reasonable time for the more advanced models that we consider.†

5.1. Model selection

We assume yet that the S&P 500 index has risk-neutral dynamics of the form (1). For the volatility models of the present section, we introduce a third Brownian motion \((W_j)_j\geq 0\) and now assume that \(dW_1,dW_2 = \rho_{12} dt, dW_1dW_2 + \rho_{23} dt, dW_2dW_3 = \rho_{32} dt\), where \(\rho_{12}, \rho_{13}, \rho_{23} \in [-1,1]\) are so the associated correlation matrix is positive semi-definite. Moreover, we let \((F_j)_{j\geq 0}\) be generated by \((W_1, W_2, W_3)_{j\geq 0}\) and augmented. We will not always use all three Brownian motions.

All volatility models except one will be driven by Gaussian processes of the form

\[
Y_t = \int_0^t K(t-s) \, dW_s, \quad t \geq 0,
\]

where \(W_t\) represents either \(W_{2,t}\) or \(W_{3,t}\) and \(K \in L^2_\text{loc}(\mathbb{R}_+, \mathbb{R})\). In the most flexible case, we consider the so-called gamma kernel defined by

\[
K(t) = e^{-\frac{t}{2^2 \rho^2}}, \quad t > 0, \lambda, \alpha \geq 0, \alpha \in (-1/2, 0],
\]

nesting the rough fractional \((\lambda = 0)\) and exponential \((\alpha = 0)\) kernels. The latter results in an Ornstein-Uhlenbeck process if used in (19). We consider the gamma kernel for two reasons: Firstly, with \(\lambda > 0\), we get bounded asymptotic variance in that \(\lim_{t \to \infty} \text{Var}(Y_t) = \int_0^\infty e^{-2\lambda s^2} \, ds < \infty\). If \(\lambda = 0\), we have \(\text{Var}(Y_t) = \int_0^\infty e^{-2\alpha s^2} \, ds = \frac{1}{2\alpha^{1/2} \Gamma(2\alpha+1)} \to \infty\) in the same limit. Asymptotic bounded variance is desirable for volatility which reasonably can be assumed stationary. Secondly, the kernel allows some separate control over the singular part (via \(\alpha\)) and the long term behaviour (via \(\lambda\)).

In what follows, we outline four general volatility models. We consider then several ones nested therein. We provide an overview of the nested models that we consider in table 5. For each we show an identifier (i.e. label) and specify its definition from a general model. Furthermore, we have introduced simplified parameter notation where we have deemed it more natural. For some of the models, we will restrict the parameters when we calibrate to SPX options. Also, some of them will not be calibrated to the joint problem. Nevertheless, we believe our model selection for both calibration problems is more than rich enough for a detailed and meaningful analysis.

The first general volatility model that we consider is a shifted mixture two-factor rough Bergomi type model defined by

\[
V_t = \xi_0(t) \left( \mu X_{i,t} + (1-\mu)X_{2,t} \right) + c \quad (21)
\]

\[
X_{i,t} = E \left( \eta \delta_i \left( \theta_i Y_{1,t} + (1-\theta_i)Y_{2,t} \right) \right) \quad (22)
\]

\[
Y_{i,t} = \int_0^t K_i(t-s) \, dW_{i,t+1}, \quad i = 1, 2, t \geq 0, \quad (23)
\]

where \(\xi_0: \mathbb{R}_+ \to \mathbb{R}_+\) is an appropriate deterministic function, \(K_i(t) = e^{-\frac{t^2}{2\rho_i^2}}, t > 0, \lambda_i \geq 0, \alpha_i \in (-1, 0], i = 1, 2, \eta_1, \eta_2, c \geq 0, \mu, \theta_1, \theta_2 \in [0, 1]\). Note that \(\xi_0(t) = \xi_0(t) + c\) for \(t \geq 0\). We choose the constants \(\delta_1\) and \(\delta_2\) so \(\eta_1\) and \(\eta_2\) represent normalised volatility parameters for \(X_{1,t}\) and \(X_{2,t}\). To explain how, define first

\[
g(t; \theta, \alpha, \lambda, \alpha, \lambda, \rho_{23}) := \theta^2 \int_0^t K_1(s)^2 \, ds + (1 - \theta)^2 \int_0^t K_2(s)^2 \, ds \quad (24)
\]

\[
+ 2 \rho_{23} \theta (1 - \theta) \int_0^t K_1(s) K_2(s) \, ds,
\]

\[
t \geq 0, \theta \in [0, 1]. \quad (25)
\]

Let then \(i \in \{1, 2\}\) and recall for the next part that

\[
\text{Var}(Z_1 + Z_2) = \text{Var}(Z_1) + \text{Var}(Z_2) + 2 \text{Cov}(Z_1, Z_2) \quad (26)
\]

for sufficiently integrable random variables \(Z_1\) and \(Z_2\). Note by the Ito isometry that

\[
\text{Var}(\log(X_{i,t})) = (\eta_i \delta_i)^2 g(t; \theta_i, \alpha_i, \lambda_i, \alpha_i, \lambda_i, \rho_{23}).
\]

We then set

\[
\delta_i := g(1; \theta_i, \alpha_i, \lambda_i, \alpha_i, \lambda_i, \rho_{23})^{-\frac{1}{2}} \quad (27)
\]

such that \(\text{Var}(\log(X_{i,t})) = \eta_i^2\) always. It is worth noting that \(g\) can be written on semi-explicit form: Let \(i,j \in \{1, 2\}\) and assume that \(\lambda_i \neq 0\) or \(\lambda_j \neq 0\). Then

\[
\int_0^t K_i(s) K_j(s) \, ds = \int_0^t e^{-(\lambda_i + \lambda_j) t} \, ds^+ \quad (28)
\]

\[
= (\lambda_i + \lambda_j)^{-\alpha_i - \alpha_j - 1} \gamma(\alpha_i + \alpha_j + 1, \lambda_i + \lambda_j t)
\]

where \(\gamma(s, x) = \int_0^x u^{-1} e^{-u} \, du\) denotes the lower incomplete gamma function. If \(\lambda_i = \lambda_j = 0\) we get \(\int_0^t K_i(s) K_j(s) \, ds = \frac{1}{2} \).
expression for $g$.

For Monte Carlo pricing under (21)–(23), we simulate $Y_{1,t}$ and $Y_{2,t}$ with the hybrid multifactor scheme of Rømer (2022). Plugging into (21)–(22), we obtain then values of $V_t$. We compute the VIX index as described in Rømer (2022) (up to adding the shift $c$) and simulate $S_t$ with a log-Euler scheme. For the other models of this section, we likewise use a log-Euler scheme. For the models of this section, we use $S_t$ with the hybrid multifactor scheme of Rømer (2022).

We justify the generality of the model (21)–(23) as follows: We have included two stochastic factors as the results of section 4 suggest. Furthermore, to create a skew for VIX options we allow $\mu \in (0, 1)$ (i.e. a mixture distribution); the works (Bergomi 2008, De Marco 2018, Guyon 2018) also use this idea. As illustrated in figure 11, a simple shift ($c > 0$) can though also generate a skew and we therefore include both features for most flexibility.† The Heston++ model of Pacati et al. (2014) and Pacati et al. (2018) with success also uses a volatility shift, though time-dependent.

We will test six models nested in (21)–(23), that is, up to restricting $c = 0$ or not; we refer to rows 1–6 of table 5. The idea behind our labelling is as follows: We write ’$S$’ for a shifted model ($c \geq 0$ is unrestricted), ’$M$’ for a mixture model ($\mu \in [0, 1]$ is unrestricted), ’‘RB’ for a rough Bergomi type model, ’‘B’ for a non-rough Bergomi type model. Also, by ’$1F$’ and ’$2F$’, we refer to, respectively, one- and two-factor volatility. For the rough models, our labelling implicitly assumes that the (rough) gamma kernel (20) is used. That is, unless the letter ’‘F’’ is used, in which case we refer to the pure fractional kernel ($\lambda = 0$). A careful inspection of the labels of table 5 show that we do not always use all relevant letters. This is to limit the length of the names. We encourage the reader to become familiar with the model definitions, labels, and the simplified parameter notation as it will greatly enhance the reading of the rest of the paper.

For the models nested in (21)–(23), we fix $c = 0$ when we calibrate to only SPX options so as to avoid overfitting the shift parameter to that market. We then drop the S-prefix in the labels. Also, to simplify our analysis, we do not calibrate to the joint problem the one-factor models S-RB-F and S-RB or the shifted two-factor Bergomi model S-2F-B. These models, however, are nested in the remaining ones, which include a shifted two-factor rough Bergomi type model (S-2F-RB) and shifted one- and two-factor mixture rough Bergomi type models (S-M-1F-RB and S-M-2F-RB).

When it comes to the models nested in (21)–(23) with mixture terms, i.e. S-M-1F-RB, S-M-2F-RB, and their $c = 0$ restrictions, some of our calibrations result in distributions of $V_t$ that are too heavy tailed for accurate price estimation. To get around this problem, we borrow an idea from Kahl and Jäckel (2006) by considering the hyperbolic transformation $f_{hyp}(x) := x + \sqrt{x^2 + 1}$ as an alternative to the exponential transformation $f_{exp}(x) := e^x$ used in (21)–(23). The two functions are similar in that they both are monotone mappings from $\mathbb{R}$ onto $\mathbb{R}_+$ and behave alike near the origin; see their equations (41), (42), and figure 1. Importantly, however, the hyperbolic transformation grows much slower at large positive values and also decays slower at very negative values. Because of this, the authors’ hyperbolic model for $\sigma := \sqrt{\gamma}$, and which is defined as $\sigma_t = \sigma_{\text{hyp}}(Y_t)$ where $Y_t$ is an Ornstein-Uhlenbeck process, has thinner tails than the otherwise comparable log-normal model $\sigma_t = \sigma_{\text{exp}}(Y_t)$ proposed in Scott (1987); see e.g. their figure 2.

In our context, a natural model based on the hyperbolic transformation is

$$\begin{align*}
V_t &= \mu_{\text{hyp}}(X_{1,t}) + (1 - \mu)_{\text{hyp}}(X_{2,t}) + c \\
X_{1,t} &= \eta_1 \delta_1 \left( \theta_1 Y_{1,t} + (1 - \theta_1) Y_{2,t} \right) \\
X_{2,t} &= \xi_{\text{hyp}}(t) + \int_0^t K_i(t - s) \, dW_{i+1,s}, \quad i = 1, 2, \; t \geq 0,
\end{align*}$$

where $\mu, c, \eta_1, \eta_2, \theta_1, \theta_2, K_1, K_2$ are as for the model (21)–(23), the constants ($\delta_1, \delta_2$) yet defined by (27), and $\xi_{\text{hyp}} : \mathbb{R}_+ \rightarrow \mathbb{R}$, $i = 1, 2$, are appropriate deterministic functions. There are no problems with the moments of $V_t$ since $f_{\text{hyp}}(x)$ grows linearly in the limit $x \rightarrow \infty$ so those of $V_t$ are bounded by appropriate moments of the Gaussians $X_{1,t}$ and $X_{2,t}$; the same logic applies to the quadratic hyperbolic model that we define on pages 22–23. Let now

$$\begin{align*}
\xi_{\text{hyp}}(t) := \xi_{\text{hyp}}(u) + \int_0^t K_i(t - s) \, dW_{i+1,s}, \\
i = 1, 2, \quad 0 \leq t \leq u,
\end{align*}$$

†Large shifts relative to the volatility level can though flatten the smiles for options on $S$; c.f. the top right plot.
and note that
\[ Y_{i,t} = \xi_{i,t}(u) + \int_{t}^{u} K_i(u-s) dW_{i+1,s}, \quad i = 1, 2, \ 0 \leq t \leq u, \]
where the first term is measurable with respect to \( \mathcal{F}_t \), the second term independent.

We briefly justify the time-dependence in \( \xi_{i,0} \) and \( \xi_{i,0} \): Let \( i \in \{1, 2\} \) and define for \( t, t_0 \geq 0 \): \( Y_{i,t}^{t_0} := Y_{i,t+t_0}, \ W_{i+1,t}^{t_0} := W_{i+1,t+t_0} - W_{i+1,t_0}, \mathcal{F}_{i,t}^{t_0} := \mathcal{F}_{i,t+t_0} \). Fix \( t_0 \geq 0 \). By (32) then
\[ Y_{i,t}^{t_0} = \xi_{i,t_0}(t_0 + t) + \int_{t_0}^{t} K_i(t + t_0 - s) dW_{i+1,s}^{t_0} \]
\[ = \xi_{i,t_0}(t_0 + t) + \int_{t_0}^{t} K_i(t - s) dW_{i+1,s}^{t_0}, \quad t \geq 0. \]

Since \( (W_{i+1,t}^{t_0})_{t \geq 0} \) is Brownian motion with respect to \( (\mathcal{F}_{i,t}^{t_0})_{t \geq 0} \) and \( \xi_{i,t} \) is \( \mathcal{F}_{i,t} \)-measurable, the distribution of \( (Y_{i,t}^{t_0})_{t \geq 0} \) conditionally on \( \mathcal{F}_{t_0} \) is equivalent to that at time zero but with an updated initial term structure \( t \mapsto \xi_{i,t_0}(t_0 + t) \). In particular, even if \( \xi_{i,t_0}(t_0 + \cdot) \) is flat at \( t_0 = 0 \), it generally is not for \( t_0 > 0 \); note (31). Heuristically, we can therefore think of any time-dependence in \( \xi_{i,0} \) as an expression of the historical path-dependence that has occurred before time zero. It also means that movements in the curves \( \xi_{1,0}(t_0 + \cdot) \) and \( \xi_{2,0}(t_0 + \cdot) \) in theory can be hedged under the model.

**Remark 1** If we apply the same logic to (21)–(23) we can justify both a time-dependent initial forward variance curve \( \xi_0 \), equivalently \( \xi_0 \), and a time-dependent mixing parameter \( \mu \). That we keep \( \mu \) constant in the definition is a simplification to avoid overfitting to the time-dependency. Similar arguments will justify any time-dependencies in the remaining models that will be defined.

We consider a single model nested in (28)–(30) for our calibrations; we refer to the label S-M-2F-RHyp in Table 5. To avoid overfitting to the time-dependency, we have restricted \( \xi_{2,0}(t) = \xi_{1,0}(t) + \epsilon \) for a number \( \epsilon \in \mathbb{R} \). We again fix \( c = 0 \) when we calibrate to SPX options only.

For (28)–(30), we likewise simulate \( Y_{1,t} \) and \( Y_{2,t} \) with the hybrid multifactor scheme. Plugging into (28)–(29), we obtain then the instantaneous variance and may thereafter simulate \( S_t \) with a log-Euler scheme. Computing the VIX index as part of the simulations is however less trivial and not covered by the discussions in Rømer (2022). We therefore explain our approach in the following.

We start with a trapezoidal rule applied to (18) as
\[ \text{VIX}^2 \approx \frac{100^2}{n_t} \sum_{t=0}^{n_t} a_t \xi(t + \tau_t), \quad t \geq 0, \quad (33) \]
with $n_r \geq 2$ an integer and $a_0 = a_{n_r} = \frac{1}{2}$, $a_i = 1$, $i = 1, \ldots, n_r - 1$, $\tau_i = \frac{i}{n_r} \Delta$, $i = 0, \ldots, n_r$. To compute $VIX$ as part of the simulations it then suffices to compute $\xi_i(u)$ for specific $u$’s. Note that

$$\xi_i(u) = \mu E_i \left( f_{hyp}(X_{1,u}) \right) + (1 - \mu) E_i \left( f_{hyp}(X_{2,u}) \right) + c,$$

$$0 \leq t \leq u. \quad \text{(34)}$$

Define

$$\chi_{i,t}(u) := \eta_i \delta_i \left( \theta_i \xi_{1,t}(u) + (1 - \theta_i) \xi_{2,t}(u) \right)$$

$$v_i(u - t) := \eta_i \delta_i \sqrt{g(u - t; \theta_i, \alpha_1, \alpha_2, \lambda_1, \lambda_2, \rho_{23})},$$

$$i = 1, 2, 0 \leq t \leq u. \quad \text{(35) - (36)}$$

By (29) and (32), for $i \in \{1, 2\}$ and $(u, t)$ such that $0 \leq t \leq u$ have

$$E_i \left( f_{hyp}(X_{1,u}) \right) = E_i \left( f_{hyp}(\eta_i \delta_i (\theta_i Y_{1,u} + (1 - \theta_i) Y_{2,u})) \right)$$

$$= E_i \left( f_{hyp} \left( \eta_i \delta_i \left( \theta_i \xi_{1,u}(u) + (1 - \theta_i) \xi_{2,u}(u) \right) \right) \right)$$

$$+ \eta_i \delta_i \left( \theta_i \int_0^u K_1(u - s) dW_{2,s} + (1 - \theta_i) \int_0^u K_2(u - s) dW_{3,s} \right) \right) \right). \quad \text{(37) - (38)}$$

Recall that $\xi_{1,t}(u)$ and $\xi_{2,t}(u)$ are $\mathcal{F}_t$-measurable and that the stochastic integrals of (39)–(40) are independent of $\mathcal{F}_t$ and therefore are conditionally normally distributed as they are unconditionally. By this, (26), the Ito isometry, (35)–(36), we conclude that

$$E_i \left( f_{hyp}(X_{1,u}) \right) = E \left( f_{hyp}(x + v_i(u - t)Z) \right) \bigg|_{x=\chi_{i,t}(u)},$$

$$i = 1, 2, 0 \leq t \leq u, \quad \text{(41)}$$

where $Z \sim \mathcal{N}(0, 1)$. Given knowledge of the terms in (35)–(36), the problem then reduces to that of computing unconditional expectations of a transformed standard normal variable. Note that values of $v_i(u - t)$ are readily computable via (36) and the previously stated expressions for $g$. As the variables are deterministic, the cost of evaluating them is small when spread across many paths. Even better as $v_i(u - t)$ only depends on the time-to-maturity $u - t$, we can reuse them when computing $VIX$ at multiple time points $t$. In contrast, values of $\chi_{i,t}(u)$ require knowledge of $\xi_{1,t}(u)$ and $\xi_{2,t}(u)$ which depend on $\mathcal{F}_t$. Fortunately, however, these terms are relatively easy to compute under the hybrid multifactor scheme; we refer to Rømer (2022) for the details.

Let us then discuss how to evaluate (41) given knowledge of (35)-(36). Define

$$h(x, y) := \int_{\mathbb{R}} f_{hyp}(x + yc) \phi(z) dz, \quad (x, y) \in \mathbb{R}^2,$$

$$\phi(z) := (2\pi)^{-\frac{1}{2}} e^{-z^2/2}, \quad z \in \mathbb{R}. \quad \text{(42)}$$

where

$$h(\chi_{i,t}(u), v_i(u - t)) = E_i \left( f_{hyp}(X_{1,u}) \right) = (1 - \mu) E_i \left( f_{hyp}(X_{2,u}) \right) + c,$$

$$0 \leq t \leq u, \quad \text{which reduces the problem to evaluating $h$. To our knowledge, no analytical expression exists. We therefore use numerical integration with Matlab’s integral function. However, evaluating $h(\chi_{i,t}(u), v_i(u - t))$, $i = 1, 2$, with numerical integration across multiple time points $t$, forward variance maturities $u$, and sample paths, quickly becomes very time consuming. For our implementation, we therefore, given a set of simulated paths, for each $i \in \{1, 2\}$ and relevant time-to-maturity $u - t$, compute $h(t, v_i(u - t))$ on a smaller grid of points that cover the necessary range and then use linear interpolation. We find that this can greatly speed up the computations.}$$

Next, we consider a quadratic rough Heston model defined by

$$V_i = a(Z_i - b)^2 + c \quad \text{(43)}$$

$$Z_i = \xi_0(t) + \int_0^t K(t - s) \eta \sqrt{V_i} dW_{2,s}, \quad t \geq 0, \quad \text{(44)}$$

where $a, c, \eta \geq 0$, $b \in \mathbb{R}$, $K(t) = e^{-\lambda t} \rho^2$, $\lambda \geq 0$, $\rho \in (-\frac{1}{2}, 0]$, and $\xi_0 : \mathbb{R}_+ \rightarrow \mathbb{R}$ is locally Hölder continuous of all orders strictly less than $\alpha + \frac{1}{2}$. A unique continuous strong solution exists by Abi Jaber and El Euch (2019a, Theorem A.1).‡

Define $f^{a,b}(t) := \lambda \rho^2 e^{-\lambda t} E_{a,b}(-\lambda \rho^2)$, $t > 0$, $\alpha \in (\frac{1}{2}, 1)$, $\lambda > 0$, where

$$E_{a,b}(z) = \sum_{n \geq 0} \frac{z^n}{(a + \beta)^n}, \quad z, \alpha, \beta \in \mathbb{C}, \quad \text{Re}(\alpha), \text{Re}(\beta) > 0, \quad \text{(45)}$$

is the so-called Mittag-Leffler function. The original model of Gatheral et al. (2020) then fits into the formulation (43)-(44) with $K(t) = f^{a,b}(t)$, $\xi_0(t) = \int_0^t f^{a,b}(t - s) \theta_0(s) ds$, $t > 0$, where $\theta_0$ is a deterministic function. We believe our version has comparable generality as $\xi_0$ in both cases control the term structure of $(Z_i)_{t \geq 0}$ (directly or via $\theta_0$) and since the $a$’s (which are equivalent up to a shift) both control the singular part of $K$ while the $\lambda$’s control the decay at larger values. We use the hybrid multifactor scheme of Rømer (2022) to simulate the model. To compute the VIX index, we solve equation (105) of that paper, also with the hybrid multifactor scheme.‡

¶ For normalisation we set $\eta = 1$ as suggested in Gatheral et al. (2020) for the original model. The version we calibrate is stated in table 5 with the label QRH. In keeping somewhat with the original formulation, we allow $c \geq 0$ also when we calibrate to SPX options only.

Inspired by (28)-(30) and (43)-(44), we consider lastly a two-factor model that uses both the quadratic and hyperbolic transformations. Specifically, we consider the model

$$V_i = \mu X_{1,t} + (1 - \mu) X_{2,t} + c \quad \text{(45)}$$

† To use the theorem we must check: (1) That $K$ satisfies hypothesis (H9) of the paper with their $\gamma = 2\alpha + 1$. This follows from parts (ii) and (iv) of Abi Jaber et al. (2019, example 2.3). (2) That the diffusion coefficient of (44) is Lipschitz continuous in the value of $Z_r$. We here refer to Rømer (2022).

‡ A more efficient computational method for the VIX index is devised in also Rømer (2022) which involves discretising equation (109) of the paper. However, our quadratic rough Heston implementation was written at the time of an earlier version of Rømer (2022) where this equation did not appear. This is why we compute the VIX index as described instead.
where \( \mu, \theta_1, \theta_2 \in [0, 1], \eta_1, \eta_2, c \geq 0, d_1, d_2 \in \mathbb{R}, (\delta_1, \delta_2) \) is defined by (27), and we for \( i \in \{1, 2\} \) have \( K_i(t) = e^{-\lambda t^2} \), \( t > 0, \lambda_i \geq 0, \alpha_i \in (\frac{-1}{2}, 0) \), with \( \xi_{i,0} : \mathbb{R}_+ \rightarrow \mathbb{R} \) an appropriate deterministic function. The parameters \( d_1 \) and \( d_2 \) are introduced to allow control over the minima of the terms \( Z_{i}^2 - d_i \), \( i = 1, 2 \). The processes \( X_i \) and \( X_2 \), are shifted so the minimum value they can attain is zero. We simulate the model akin to (28)–(30) and likewise use the approach outlined on pages 21–22 for computing the VIX index—it carries over with only trivial changes. We calibrate a version with gamma kernels and one with pure exponential kernels; they are defined with labels S-M-2F-QRHyp and S-M-2F-QHyp in table 5. We also restrict \( \xi_{i,0}(t) = \xi_{i,0}(t) + \epsilon \) for a number \( \epsilon \in \mathbb{R} \). We also fix \( c = 0 \) when we calibrate to SPX options only.

Remark 2 As noted, we use the hybrid multifactor scheme of Rømer (2022) to simulate the models of this section. There are several reasons for this: Firstly, the scheme convergences reasonably fast for the Gaussian case and for the quadratic rough Heston equation; evidence from the paper suggest that this is also true for Hurst exponents reasonably close to zero. Secondly, the scheme is, at least slightly, faster than the hybrid scheme of Bennedsen et al. (2017b) that we used in part one of our analysis and facilitates easy computation of so-called forward values such as (31) and which are needed to compute the VIX index for our models.† We refer to Rømer (2022) for more details.

5.2. Calibration results

We calibrate to the dates October 14, 2011, September 4, 2012, and January 13, 2017; the last two were also considered in figure 8. The VIX index is respectively at 28.24, 17.98, and 11.23, and we therefore cover the case of high, typical, and low volatility. Our VIX options dataset is, like our SPX dataset, obtained from https://datashop.cboe.com. We filter both datasets as we filtered the SPX dataset in section 4 (in-the-money options are e.g. removed) except we do not filter the range of monyness but instead the set of expiries. To select expiries, we consider the intervals defined by the time points \([0, 0.01, 0.02, 0.03, 0.05, 0.1, 0.2, 0.3, 0.4, 0.5, 0.75, 1, 1.5, 2, 2.5, 3]\) and in each select the expiry, if any, closest to the midpoint. This gives respectively 10, 12, and 13 SPX expiries and 6, 5, and 7 VIX expiries for each of the dates. To compute Black-Scholes implied volatility for VIX options, we use the same expiry VIX futures as the underlying. We extract the futures prices from the observed VIX option put-call parities.

For the joint problem, we find that it works better to measure the error in terms of deviations from the bid-ask bounds. We therefore change to such an error measure: Consider a given date and let \( N_i \) and \( N_f \) denote the number of observed SPX options, respectively, VIX options. Let \( \sigma_{i,0}^{\text{bid}}, \sigma_{i,0}^{\text{ask}}, \sigma_{i,0}^{\text{model}} \), respectively, \( \sigma_{i,j}^{\text{bid}}, \sigma_{i,j}^{\text{ask}}, \sigma_{i,j}^{\text{model}} \) denote the bid, ask and model implied volatility for the \( i \)’th observed SPX option, respectively, VIX option. We then measure the calibration error by the number

\[
\sqrt{\theta \sum_{i=1}^{N_f} \left( \sigma_{i,j}^{\text{bid}} - \sigma_{i,j}^{\text{ask}} - \sigma_{i,j}^{\text{model}} \right)^2 + (1 - \theta) \sum_{i=1}^{N_i} \left( \sigma_{i,0}^{\text{bid}} - \sigma_{i,0}^{\text{ask}} - \sigma_{i,0}^{\text{model}} \right)^2}
\]

where \( \theta \in [0, 1] \) and we for a set of numbers \( x, y \) and \( z \) so \( x < y \) have defined

\[
F(x, y, z) := \begin{cases} 
    x - y, & z < x \\
    z - y, & x < y \\
    0, & \text{otherwise}
\end{cases}
\]

The terms \( \{w_{i,j}\}_{i=1}^{N_f}, \{w_{i,0}\}_{i=1}^{N_i} \) are weights which we choose so each expiry carries the same total amount but otherwise normalise them so \( \sum_{i=1}^{N_f} w_{i,j} = \sum_{i=1}^{N_i} w_{i,0} = 1 \). Stated in words, we measure the error as the square root of a weighted average of squared deviations of the model implied volatilities from the bid-ask bounds. The \( \theta \)-parameter allows control of the relative weight of each market.

When we calibrate to SPX options, we set \( \theta = 1 \). We then choose three initial guesses and minimise (49) under each; we here assume that \( \xi_{0,0}, \xi_{1,0}, \) and \( \xi_{2,0} \). Whichever relevant, are flat. We use that of the solutions with the lowest error as an initial guess for a final calibration whose results we present and for which we assume that the relevant curves are piecewise constant between the observed SPX expiries.‡ For the joint problem, we set \( \theta = 0.9 \) which we find leads to a reasonable balance between the two markets. We then run a single optimisation with the solution from the final SPX calibration as an initial guess. The final calibrations are run with 50 000 paths.

We present the calibration results in tables 6, 7, and 9. Fits are shown in figures 12–16. For brevity and visibility only a small selection of the expiries and models are included in the plots. However, since the chosen expiries include the shortest and longest ones on each date, and because the models that are included more or less represent the different error levels that can be found in the tables, it will suffice for our discussion. The reader may also note that we do not report calibration errors for some of the log-normal mixture type models. The reason is, as alluded to earlier, that it sometimes is difficult to estimate prices with sufficient accuracy under these models. We discuss the issue in detail below. Only thereafter do we analyse the calibration results.

To illustrate the estimation problem, we examine under the calibrated models Monte Carlo estimation of the 1-year fair variance swap strike, i.e. the value of \( K_{vs} := E_0 \left( \int_0^1 \sigma(t)^2 V(t) dt \right) \)

\[\text{\footnotesize{\textsuperscript{†}}It is due to the timing of the papers that we have used the scheme of Bennedsen et al. (2017b) for part one of our analysis.} \]

\[\text{\footnotesize{\textsuperscript{‡}Although we need \( \xi_0 \) locally Hölder continuous of all orders less than \( \alpha + \frac{1}{2} \) for a solution to (44), we find no meaningful price differences when we replace the calibrated \( \xi_0 \) curves with approximating C\textsuperscript{1} curves.}}\]
Monte Carlo sample with the hybrid multifactor scheme. To construct a single trapezoidal rule and compute values of \( \hat{V}_t \) with a trapezoidal rule, and then average the numbers. The statistics in table 8 are based on 100 samples of \( \hat{K}_{vs}^{mc} \). We use a fine discretisation with 2500 equidistant steps for the trapezoidal rules and to simulate \((V_t)_{t\in[0,T]}\). We can then in particular expect \( \hat{K}_{vs}^{det} \) computed with all the deterministic methods to closely approximate the true values \( K_{vs} \); for the models nested in (21)–(23) we of course have equality regardless. Moreover, we can for \( \hat{K}_{vs}^{mc} \) expect a small distributional error and therefore that the Monte Carlo sampling error should dominate.

In terms of the results, note that the median estimates are all lower than the values computed with the deterministic methods. We believe this is a consequence of \( V_t \) being right-skewed which is natural given that it lies close to but is bounded below by zero. However, for some of the models with log-normal mixture terms, the differences are substantial. For example, S-M-2F-RB calibrated to the joint problems on September 4, 2012, has \( \hat{K}_{vs}^{mc} \) equals \( K_{vs} \), which equals \( K_{vs} \) for this example, at 0.1385 whereas the median of \( \hat{K}_{vs}^{mc} \) is 0.0950. The 5–95 percentile interval is 0.0833–0.1506 which shows that \( \hat{K}_{vs}^{mc} \) also has a very wide distribution. We believe the problems are worse under the log-normal mixture type.

<table>
<thead>
<tr>
<th>RB-F</th>
<th>( \eta )</th>
<th>( \rho )</th>
<th>( \alpha )</th>
<th>( \hat{\xi}_0 )</th>
<th>Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>2011-10-14</td>
<td>2.00</td>
<td>-1.00</td>
<td>-0.43</td>
<td>0.0845</td>
<td>35</td>
</tr>
<tr>
<td>2012-09-04</td>
<td>1.90</td>
<td>-0.80</td>
<td>-0.41</td>
<td>0.0347</td>
<td>41</td>
</tr>
<tr>
<td>2017-01-13</td>
<td>2.63</td>
<td>-1.00</td>
<td>-0.45</td>
<td>0.0145</td>
<td>86</td>
</tr>
<tr>
<td>RB</td>
<td>( \eta )</td>
<td>( \rho )</td>
<td>( \lambda )</td>
<td>( \alpha )</td>
<td>( \hat{\xi}_0 )</td>
</tr>
<tr>
<td>2011-10-14</td>
<td>1.85</td>
<td>-0.88</td>
<td>0.88</td>
<td>-0.36</td>
<td>0.0848</td>
</tr>
<tr>
<td>2012-09-04</td>
<td>1.84</td>
<td>-0.75</td>
<td>1.00</td>
<td>-0.33</td>
<td>0.0354</td>
</tr>
<tr>
<td>2017-01-13</td>
<td>2.26</td>
<td>-0.65</td>
<td>14.79</td>
<td>-0.12</td>
<td>0.0127</td>
</tr>
<tr>
<td>2F-B</td>
<td>( \theta )</td>
<td>( \eta )</td>
<td>( \rho_{12} )</td>
<td>( \rho_{13} )</td>
<td>( \rho_{23} )</td>
</tr>
<tr>
<td>2011-10-14</td>
<td>0.90</td>
<td>2.03</td>
<td>-0.50</td>
<td>-0.96</td>
<td>0.27</td>
</tr>
<tr>
<td>2012-09-04</td>
<td>0.90</td>
<td>2.03</td>
<td>-0.35</td>
<td>-0.93</td>
<td>-0.02</td>
</tr>
<tr>
<td>2017-01-13</td>
<td>0.88</td>
<td>2.34</td>
<td>-0.29</td>
<td>-0.97</td>
<td>0.05</td>
</tr>
<tr>
<td>M-1F-RB</td>
<td>( \mu )</td>
<td>( \eta_1 )</td>
<td>( \eta_2 )</td>
<td>( \rho )</td>
<td>( \lambda )</td>
</tr>
<tr>
<td>2011-10-14</td>
<td>0.82</td>
<td>1.61</td>
<td>7.17</td>
<td>-0.84</td>
<td>1.18</td>
</tr>
<tr>
<td>2012-09-04</td>
<td>0.65</td>
<td>1.58</td>
<td>9.98</td>
<td>-0.75</td>
<td>2.08</td>
</tr>
<tr>
<td>2017-01-13</td>
<td>0.22</td>
<td>1.99</td>
<td>7.58</td>
<td>-1.00</td>
<td>0.46</td>
</tr>
<tr>
<td>M-2F-RB</td>
<td>( \theta_1 )</td>
<td>( \theta_2 )</td>
<td>( \eta_1 )</td>
<td>( \eta_2 )</td>
<td>( \rho_{12} )</td>
</tr>
<tr>
<td>2011-10-14</td>
<td>0.22</td>
<td>0.27</td>
<td>0.80</td>
<td>0.87</td>
<td>2.37</td>
</tr>
<tr>
<td>2012-09-04</td>
<td>0.69</td>
<td>0.80</td>
<td>0.90</td>
<td>1.37</td>
<td>4.94</td>
</tr>
<tr>
<td>2017-01-13</td>
<td>0.18</td>
<td>0.00</td>
<td>0.08</td>
<td>1.55</td>
<td>8.11</td>
</tr>
<tr>
<td>QRH</td>
<td>( a )</td>
<td>( b )</td>
<td>( c )</td>
<td>( \rho )</td>
<td>( \lambda )</td>
</tr>
<tr>
<td>2011-10-14</td>
<td>0.09</td>
<td>0.78</td>
<td>0.0120</td>
<td>1.00</td>
<td>0.23</td>
</tr>
<tr>
<td>2012-09-04</td>
<td>0.11</td>
<td>0.42</td>
<td>0.0115</td>
<td>1.00</td>
<td>0.83</td>
</tr>
<tr>
<td>2017-01-13</td>
<td>0.21</td>
<td>0.08</td>
<td>0.0024</td>
<td>1.00</td>
<td>8.82</td>
</tr>
</tbody>
</table>

Notes: Bar-notation denotes average values till 1 month. Errors are reported in basis points, though, some are left out where price estimation is deemed too difficult; we refer to the main text.
models because the tails are heavier which should amplify the effects.

For evidence of the last point, we refer to tables 6 and 9, where we note that \( \eta_1 \) or \( \eta_2 \) typically are relatively large whenever we observe an estimation problem in table 8. For example, for the problematic model S-M-2F-RB calibrated to the joint problem on September 4, 2012, we have \( \eta_1 = 2.00 \) and \( \eta_2 = 5.84 \), whereas the maximum value of \( \eta \) for any of the non-mixture log-normal models, and for which no such estimation problems are observed, is \( \eta = 3.03. \)† We believe the reason that we do not observe the same estimation problems for the hyperbolic models despite also being mixtures, is that the tails decay faster under the hyperbolic transformation. This, of course, was precisely our motivation for introducing the hyperbolic transformation.

We turn our attention to the SPX calibrations and start with a discussion of the one-factor models. We note first that there is a very limited improvement, if any, when we extend rough Bergomi (RB-F) to that with the more general gamma kernel (RB); the calibration errors in fact only change from 35, 41, and 86 bps, to 32, 36, and 87 bps. The results are only slightly better under quadratic rough Heston (QRH) which result in the errors 29, 30, and 70 bps.‡ We can then choose a correlation term structure. The reason why the model does not capture the observed (a)symmetry term structure is likely because \( \zeta_0 \) also controls the mean term structure, i.e. \( \xi_0 \), and thus there is not enough flexibility overall.§

We consider now the two-factor models. To this end, we note first that the two-factor Bergomi model (2F-B) calibrates much better than any of the one-factor models with errors of 7, 11, and 39 bps.¶ As we can observe in figures 12 and 13, the improvement is especially noticeable on the low volatility. For the first volatility factor, we calibrate \( \rho_{12} \) in the range from \(-0.50 \) to \(-0.29 \) and \( \lambda_1 \) in the range from 71.73 to 92.81. For the second factor, we calibrate \( \rho_{13} \) in the range from \(-0.97 \) to \(-0.93 \) and \( \lambda_2 \) in the range from 1.17 to 2.89. Since we have \( \theta \approx 0.90 \) on all three dates, the first factor is much more volatile. The parameters are then in line with the hypothesis that we gave in section 4.3, where we suggested the need for two volatility factors, one of which should mean-revert faster, be more volatile, and less negatively correlated with the S&P 500 index. The version with the gamma kernel (2F-RB) resulted in essentially the same errors (7, 11, and 38 bps).

† We find that it generally is for \( \eta > 3 \) that it becomes difficult to estimate the mean of \( Y := \exp(yX - \frac{1}{2}y^2) \) where \( X \sim N(0, 1) \). To illustrate the problem for the example of the main text note this: Let \( \eta = 5.84 \) and \( N \in \mathbb{N} \). \( \mu := \frac{1}{N} \sum_{i=1}^{N} Y_i \), where \( Y_i, i = 1, \ldots, N, \) are i.i.d. and distributed as \( Y \). Sampling 10000 values of \( \mu \) where \( N = 50,000 \), we get a median of 0.0812 and a 5–95 percentile interval of 0.0257–1.0627. This should be compared to the true mean which is 1. Convergence is also very slow in \( N \): Sampling 10000 values of \( \mu \) where \( N = 10^5 \), we get a median of 0.2202 and a 5–95 percentile interval of 0.0985–1.4136.

‡ We refer the reader to Forde and Smith (2021) for the original version of the model.

¶ A similar observation is made in Forde and Smith (2021) another potential drawback of the model relating the martingale property of \( S \) is discussed.

§ In Guyon (2022) there is also an example of the market at-the-money term structure of skew that is more consistent with a two-factor Bergomi model than with a power-law.

### Table 7. Calibration to SPX options (more results).

<table>
<thead>
<tr>
<th></th>
<th>( \mu )</th>
<th>( \theta_1 )</th>
<th>( \theta_2 )</th>
<th>( \eta_1 )</th>
<th>( \eta_2 )</th>
<th>( \rho_{12} )</th>
<th>( \rho_{23} )</th>
<th>( \lambda_1 )</th>
<th>( \lambda_2 )</th>
<th>( \alpha_1 )</th>
<th>( \alpha_2 )</th>
<th>( \hat{\zeta}_{1,0} )</th>
<th>( \hat{\zeta}_{2,0} )</th>
<th>Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>2011-10-14</td>
<td>0.38</td>
<td>0.50</td>
<td>0.00</td>
<td>4.87</td>
<td>25.45</td>
<td>-1.00</td>
<td>0.00</td>
<td>9.96</td>
<td>-0.44</td>
<td>0.04</td>
<td>-0.04</td>
<td>4.07</td>
<td>-0.75</td>
<td>27</td>
</tr>
<tr>
<td>2012-09-04</td>
<td>0.17</td>
<td>0.74</td>
<td>0.05</td>
<td>10.54</td>
<td>9.64</td>
<td>-0.99</td>
<td>1.00</td>
<td>1.08</td>
<td>0.95</td>
<td>-0.44</td>
<td>0.00</td>
<td>4.61</td>
<td>-2.34</td>
<td>15</td>
</tr>
<tr>
<td>2017-01-13</td>
<td>0.94</td>
<td>0.01</td>
<td>0.71</td>
<td>47.80</td>
<td>17.66</td>
<td>-0.86</td>
<td>0.67</td>
<td>0.19</td>
<td>2.07</td>
<td>0.54</td>
<td>-0.40</td>
<td>-0.01</td>
<td>2.34</td>
<td>65</td>
</tr>
</tbody>
</table>

|                | \( \mu \) | \( \theta_1 \) | \( \theta_2 \) | \( \eta_1 \) | \( \eta_2 \) | \( \rho_{12} \) | \( \rho_{13} \) | \( \rho_{23} \) | \( \lambda_1 \) | \( \lambda_2 \) | \( \alpha_1 \) | \( \alpha_2 \) | \( \hat{\zeta}_{1,0} \) | \( \hat{\zeta}_{2,0} \) | Error |
|----------------|---------|--------------|--------------|------------|------------|--------------|--------------|--------------|------------|-------------|-------------|--------------|--------------|--------|
| 2011-10-14     | 0.42    | 0.15         | 0.07         | 0.43       | 1.03       | 1.68         | 15.00        | 0.51       | 0.50        | 1.35         | 91.46       | -0.70        | -0.09        | 4      |
| 2012-09-04     | 0.64    | 0.12         | 0.05         | 0.62       | 0.89       | 3.48         | 8.19         | 0.90       | 0.32        | -0.01       | 1.99        | 232.77       | -0.45        | 12     |
| 2017-01-13     | 0.02    | 0.09         | 0.06         | 1.30       | 0.78       | 8.13         | 6.78         | 0.99       | 0.72        | 0.65         | 1.45        | 108.85       | -0.71        | 20     |

|                | \( \mu \) | \( \theta_1 \) | \( \theta_2 \) | \( \eta_1 \) | \( \eta_2 \) | \( \rho_{12} \) | \( \rho_{13} \) | \( \rho_{23} \) | \( \lambda_1 \) | \( \lambda_2 \) | \( \alpha_1 \) | \( \alpha_2 \) | \( \hat{\zeta}_{1,0} \) | \( \hat{\zeta}_{2,0} \) | Error |
|----------------|---------|--------------|--------------|------------|------------|--------------|--------------|--------------|------------|-------------|-------------|--------------|--------------|--------|
| 2011-10-14     | 0.97    | 0.08         | 0.18         | 0.98       | 0.96       | 11.79        | 5.07         | 0.99       | 0.59        | 0.47         | 2.09        | 133.36       | 0.00        | 200    |
| 2012-09-04     | 0.19    | 0.27         | 0.49         | 1.00       | 0.48       | 8.43         | 4.12         | 0.91       | 0.26        | -0.07       | 0.69        | 45.36        | -0.16        | 142    |
| 2017-01-13     | 0.93    | 0.02         | 0.17         | 0.98       | 0.96       | 11.79        | 5.07         | 0.99       | 0.59        | 0.47         | 2.09        | 133.36       | 0.00        | 200    |
For the log-normal mixture models, we report only a single error in table 6 and that for M-2F-RB calibrated on October 14, 2011. As it nests the two-factor Bergomi model, the error is unsurprisingly low at 3 bps. For the hyperbolic models, we note that M-2F-QHyp and M-2F-QRHyp performs well on all three dates with errors of 4, 12, and 20 bps, respectively, 9, 5, and 22 bps. Given that M-2F-QRHyp calibrates much better than M-2F-RHyp but uses the same kernel parameterisations, the poorer results for the latter model likely reflects a distributional problem and not a lack of flexibility for the log-normal distribution is too light-tailed; c.f. the commentary on page 17. Another possible explanation is that the distributional and possibly is related to the observation that volatility autocorrelations.

Our results show that substantial gains can be made with an extra factor, especially when volatility is low. If we compare 2F-B and M-2F-QHyp in figure 12, we see that they both achieve essentially perfect fits on October 14, 2011, and September 4, 2012. We can report that 2F-RB and M-2F-QRHyp likewise do although we, as noted, leave out the fits for visibility. However, on January 13, 2017, differences emerge. Even if 2F-B reproduces some of the decoupled term structures of skew and curvature on this date, there is yet a very visible residual error; see figure 13 in particular. In contrast, M-2F-QHyp attains an almost perfect fit on this date also. While not shown, we can report that also on January 13, 2017, are the volatility smiles for M-2F-QRHyp, respectively, 2F-B. 2F-RB, almost indistinguishable from those of M-2F-QHyp, respectively, 2F-B. Since the model M-2F-QHyp, respectively, M-2F-QRHyp, uses the same kernel parameterisations as the model 2F-B, respectively, 2F-RB, but calibrates almost perfectly on the low volatility date, we find it unlikely that the poorer fits for 2F-B and 2F-RB result from a lack of flexibility for the volatility autocorrelations. Rather we believe the problem is distributional and possibly is related to the observation that the log-normal distribution is too light-tailed; c.f. the commentary on page 17. Another possible explanation is that the poorer fits result from a misspecified elasticity of variance-of-variance which part one of our analysis suggested for the volatility autocorrelations.
Table 9. Calibration to SPX and VIX options.

<table>
<thead>
<tr>
<th></th>
<th>θ</th>
<th>η</th>
<th>ρ_1</th>
<th>ρ_2</th>
<th>λ_1</th>
<th>λ_2</th>
<th>α_1</th>
<th>α_2</th>
<th>c</th>
<th>ξ_0</th>
<th>Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>2011-10-14</td>
<td>0.93</td>
<td>2.50</td>
<td>-0.70</td>
<td>-0.94</td>
<td>0.41</td>
<td>106.66</td>
<td>0.83</td>
<td>0.00</td>
<td>0.00</td>
<td>0.197</td>
<td>0.0940</td>
</tr>
<tr>
<td>2012-09-04</td>
<td>0.86</td>
<td>2.57</td>
<td>-0.59</td>
<td>-0.94</td>
<td>0.83</td>
<td>39.92</td>
<td>3.65</td>
<td>0.00</td>
<td>0.00</td>
<td>0.0134</td>
<td>0.0305</td>
</tr>
<tr>
<td>2017-01-13</td>
<td>0.93</td>
<td>3.03</td>
<td>-0.39</td>
<td>-0.97</td>
<td>0.15</td>
<td>56.55</td>
<td>1.94</td>
<td>0.00</td>
<td>-0.19</td>
<td>0.0083</td>
<td>0.0157</td>
</tr>
<tr>
<td></td>
<td>S-2F-RB</td>
<td>θ</td>
<td>η</td>
<td>ρ</td>
<td>λ</td>
<td>α</td>
<td>c</td>
<td>ξ_0</td>
<td>Error</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2011-10-14</td>
<td>0.65</td>
<td>0.73</td>
<td>2.59</td>
<td>-1.00</td>
<td>0.03</td>
<td>-0.30</td>
<td>0.0000</td>
<td>0.1038</td>
<td>197</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2012-09-04</td>
<td>0.90</td>
<td>2.13</td>
<td>9.23</td>
<td>-0.97</td>
<td>1.41</td>
<td>-0.43</td>
<td>0.0134</td>
<td>0.0322</td>
<td>*</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2017-01-13</td>
<td>0.69</td>
<td>1.99</td>
<td>7.68</td>
<td>-0.96</td>
<td>0.46</td>
<td>-0.43</td>
<td>0.0129</td>
<td>0.0469</td>
<td>*</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>S-M-1F-RB</td>
<td>θ</td>
<td>η</td>
<td>ρ</td>
<td>λ</td>
<td>α</td>
<td>c</td>
<td>ξ_0</td>
<td>Error</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2011-10-14</td>
<td>0.33</td>
<td>0.79</td>
<td>0.93</td>
<td>0.79</td>
<td>2.80</td>
<td>-0.89</td>
<td>-0.99</td>
<td>0.83</td>
<td>141.87</td>
<td>0.90</td>
<td>0.00</td>
</tr>
<tr>
<td>2012-09-04</td>
<td>0.44</td>
<td>0.75</td>
<td>0.97</td>
<td>2.00</td>
<td>5.84</td>
<td>-0.51</td>
<td>-0.99</td>
<td>0.59</td>
<td>68.56</td>
<td>1.97</td>
<td>-0.05</td>
</tr>
<tr>
<td>2017-01-13</td>
<td>0.24</td>
<td>0.28</td>
<td>0.34</td>
<td>1.30</td>
<td>8.48</td>
<td>-1.00</td>
<td>-0.85</td>
<td>0.86</td>
<td>174.34</td>
<td>2.88</td>
<td>-0.35</td>
</tr>
<tr>
<td></td>
<td>S-M-2F-RB</td>
<td>θ</td>
<td>η</td>
<td>ρ</td>
<td>λ</td>
<td>α</td>
<td>c</td>
<td>ξ_0</td>
<td>Error</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2011-10-14</td>
<td>0.09</td>
<td>0.93</td>
<td>0.0075</td>
<td>1.00</td>
<td>0.16</td>
<td>-0.43</td>
<td>0.1550</td>
<td></td>
<td>54</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2012-09-04</td>
<td>0.07</td>
<td>0.74</td>
<td>0.0032</td>
<td>0.82</td>
<td>0.33</td>
<td>-0.44</td>
<td>0.3541</td>
<td></td>
<td>81</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2017-01-13</td>
<td>0.07</td>
<td>0.23</td>
<td>0.0009</td>
<td>0.94</td>
<td>2.21</td>
<td>-0.46</td>
<td>0.0417</td>
<td></td>
<td>89</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>S-M-2F-RHyp</td>
<td>θ</td>
<td>η</td>
<td>ρ</td>
<td>λ</td>
<td>α</td>
<td>c</td>
<td>ξ_0</td>
<td>Error</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2011-10-14</td>
<td>0.13</td>
<td>1.00</td>
<td>0.10</td>
<td>5.10</td>
<td>7.14</td>
<td>-0.98</td>
<td>-0.56</td>
<td>0.36</td>
<td>1.05</td>
<td>-0.43</td>
<td>0.00</td>
</tr>
<tr>
<td>2012-09-04</td>
<td>0.26</td>
<td>0.77</td>
<td>0.15</td>
<td>18.00</td>
<td>7.35</td>
<td>-1.00</td>
<td>-1.00</td>
<td>1.00</td>
<td>2.28</td>
<td>0.03</td>
<td>-0.43</td>
</tr>
<tr>
<td>2017-01-13</td>
<td>0.93</td>
<td>0.00</td>
<td>0.71</td>
<td>48.36</td>
<td>19.98</td>
<td>-0.98</td>
<td>-0.58</td>
<td>0.42</td>
<td>2.64</td>
<td>1.42</td>
<td>-0.40</td>
</tr>
<tr>
<td></td>
<td>S-M-2F-QHyp</td>
<td>θ</td>
<td>η</td>
<td>ρ</td>
<td>λ</td>
<td>α</td>
<td>c</td>
<td>ξ_0</td>
<td>Error</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2011-10-14</td>
<td>0.31</td>
<td>0.06</td>
<td>0.11</td>
<td>0.54</td>
<td>0.98</td>
<td>3.47</td>
<td>14.80</td>
<td>0.96</td>
<td>0.70</td>
<td>0.46</td>
<td>1.46</td>
</tr>
<tr>
<td>2012-09-04</td>
<td>0.56</td>
<td>0.17</td>
<td>0.06</td>
<td>0.72</td>
<td>0.84</td>
<td>5.37</td>
<td>7.19</td>
<td>1.00</td>
<td>0.48</td>
<td>0.48</td>
<td>4.78</td>
</tr>
<tr>
<td>2017-01-13</td>
<td>0.02</td>
<td>0.31</td>
<td>0.04</td>
<td>1.41</td>
<td>0.73</td>
<td>22.47</td>
<td>6.24</td>
<td>0.88</td>
<td>0.72</td>
<td>0.32</td>
<td>3.66</td>
</tr>
<tr>
<td></td>
<td>S-M-2F-QRhyp</td>
<td>θ</td>
<td>η</td>
<td>ρ</td>
<td>λ</td>
<td>α</td>
<td>c</td>
<td>ξ_0</td>
<td>Error</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2011-10-14</td>
<td>0.95</td>
<td>0.10</td>
<td>0.07</td>
<td>1.11</td>
<td>0.71</td>
<td>20.96</td>
<td>3.38</td>
<td>0.96</td>
<td>0.73</td>
<td>0.53</td>
<td>1.29</td>
</tr>
<tr>
<td>2012-09-04</td>
<td>0.19</td>
<td>0.29</td>
<td>0.23</td>
<td>1.04</td>
<td>0.74</td>
<td>9.90</td>
<td>6.53</td>
<td>1.00</td>
<td>0.46</td>
<td>0.45</td>
<td>1.03</td>
</tr>
<tr>
<td>2017-01-13</td>
<td>0.95</td>
<td>0.04</td>
<td>0.43</td>
<td>1.01</td>
<td>0.86</td>
<td>11.05</td>
<td>5.64</td>
<td>0.80</td>
<td>0.68</td>
<td>0.10</td>
<td>3.46</td>
</tr>
</tbody>
</table>

Notes: Bar-notation denotes average values till 1 month. Errors are reported in basis points, though, some are left out where price estimation is deemed too difficult; we refer to the main text.
get the effective volatility-of-volatility right at both short and long time horizons. Indeed, we find that the volatility term structure is more marked on January 13, 2017: the values of $\frac{1}{T} \int_0^T \xi_0(t) \, dt$ with $T = 1$ (1 year) divided by those with $T = 52$ (1 week) are 2.14, 2.49, and 5.82 on respectively October 14, 2011, September 4, 2012, and January 13, 2017; the reported numbers are based on $\xi_0$ as calibrated for the model 2F-B.

It is worth highlighting again that 2F-RB and M-2F-QRHyp, which both use the gamma kernel, calibrate about equally well to each of their non-rough counterparts 2F-B and M-2F-QHyp. Since M-2F-QHyp calibrates almost perfectly on all three dates, the conclusion then appears to be that while we do need two volatility factors to calibrate to SPX options, their autocorrelation structure need not be very complicated as even exponential kernels seemingly suffice. We believe this is a non-trivial observation given all the evidence for roughness, mostly notably in Gatheral et al. (2018), and also the generally optimistic view of rough volatility that one is inclined to take on based on existing literature. The apparent success and popularity of one-factor rough volatility is likely a consequence of the fact that the rough fractional kernel generates mean-reversion at multiple time-scales even if driven by a single Brownian motion and which is in contrast to classical one-factor models whose autocorrelation structure likely is much too simple. It is then somewhat meaningful that the differences disappear, or at least significantly diminish, when we consider two-factor volatility models where
even non-rough ones allow mean-reversion at both short and long time-scales. However, as two factors seemingly are needed in any case to capture the decoupled nature of the volatility surface, and because computational costs are much worse under rough volatility, we find it hard to justify modelling volatility rough based on our results so far. As the reader will see, the remaining results are in line with this conclusion.

Before we move on to the joint calibrations, let us though stress that we cannot from our results conclude whether or not volatility truly is rough as that can only be finally answered in the asymptotic limit of very small time-scales. Rather the point to be made is that, when viewed in a two-factor framework, roughness does not appear to matter at the time-scales relevant to the pricing of SPX options and, as the reader will see, VIX options. We note that the debate of roughness in many ways resembles that of long-memory which deals with the other asymptotic limit and for which the authors of Gatheral et al. (2018) make a comparable observation noting that while their Rough Fractional Stochastic Volatility (RFSV) model does not truly display long-memory as is found in many works (see e.g. Bennedsen et al. 2021) common statistical
In what follows, we discuss the joint calibrations. We focus on the models with log-normal terms first and start with October 14, 2011, where errors are reported for them all. With S-M-1F-RB we get an error of 197 bps which is significantly worst. The reason is evident from figure 14, where we note that although the VIX smiles are fitted reasonably, too little skew is produced for short term SPX options. We take it as evidence that the model does not sufficiently decouple the variability of the spot variance (which drives $S_t$) from the remainder of the forward variance curve on which the VIX
Empirical analysis of rough and classical stochastic volatility models

Figure 16. Joint calibration to SPX and VIX options (selected models and expiries). Date: 2017-01-13.

We note that the model struggles to reconcile both markets despite that it calibrates a correlation parameter of $\rho = -1^{\dagger}$ and uses the gamma kernel which nests the rough fractional kernel and allows mean-reversion at multiple time-scales. We find it unlikely that the problem arises from the inability of the model to create a term structure of asymmetry of which there is little on this date, or that the problem is distributional as the VIX smiles are fitted fairly well. In line with the results of section 4.3, a more plausible explanation is indeed that the gamma kernel, the fractional kernel especially, as used in this model, lacks flexibility in decoupling the short and long lag volatility autocorrelations.‡

$^{\dagger}$ $\rho$ allows us to influence the SPX skews independent of the VIX smiles.

$^{\ddagger}$ Note that the volatility autocorrelation (or mean-reversion) structure tends to influence the relative variability of $V_t = \xi_t(t)$ vs. $\xi_t(u)$ for larger $u - t$. The rough Bergomi dynamics $d\xi_t(u)/\xi_t(u) =$
The same problem is reflected in Guyon (2018) where a similar ‘skewed’ rough Bergomi model is calibrated.

The models S-2F-RB and S-M-2F-RB perform much better with roughly half the errors at 84 and 88 bps. In figure 14, we see that the fit for S-2F-RB also visually is very decent. We do not show S-M-2F-RB in the plot but can report that the fit is comparable to that of S-2F-RB. For September 4, 2012, we only report errors for S-2F-RB among the log-normal type models. It though again performs well with an error of 70 bps and a very decent fit (figure 15). It is worth noting that the model only has six parameters besides the curve \( \phi \) and \( \theta \) and only one Brownian motion driving volatility. It is somewhat surprising that it performs so much better than S-M-1F-RB on October 14, 2011, (the only date we can compare on) which is also one-factor with a gamma kernel. We suspect that QRH calibrates fairly well to the joint problem because of the squaring operation. More precisely, we believe it might increase mean-reversion by amplifying the relative differences between small and large values thereby helping to decouple the SPX skews from the level of the VIX implied volatilities. However, regardless of this, the model is yet unable to reproduce the term structure of smile (a)symmetry that is very visible on January 13, 2017. We conclude that the model, perhaps, is a bit too simple.

Lastly, we consider the hyperbolic models. We note first that S-M-2F-RHyp calibrates poorly overall with errors of 157, 78, and 120 bps. This is unsurprising given the also somewhat unsatisfactory calibrations of M-2F-RHyp to SPX options. Much better results are instead achieved with the quadratic but non-rough model S-M-2F-QHyp which results in the errors 73, 75, and 40 bps. Figures 14–16 also show that the fit for S-M-2F-QHyp are very decent visually on all three dates. Compared to quadratic rough Heston, we note that the fit is just slightly worse on the high volatility date, though still fairly decent, but notably better on the low volatility date. The rough version S-M-2F-QRHyp performs similarly with the errors 79, 61, and 46 bps.

The very decent and robust calibrations of S-M-2F-QHyp suggest that the joint calibration problem is largely solvable with classical two-factor volatility. This goes against the idea that jumps or roughness are needed to calibrate jointly. Other works in the literature contain similar conclusions in that simpler models may do equally well to, or even better than, more sophisticated and complex ones. We especially note this in relation to jump models. In Kaeck and Alexander (2013) the authors e.g. find that a simple GARCH diffusion model outperforms jump diffusions.

Figure 17. Simulation of S-M-2F-QHyp as calibrated to SPX and VIX options on January 13, 2017. The curves \( \eta_{1,0} \) and \( \eta_{2,0} \) are extended flat and \( \phi \) is simulated without drift.
As the analysis of the present section is based on a somewhat small sample size, the conclusion should nevertheless be taken with some moderation. We leave a more extensive historical calibration of S-M-2F-QHyp and the other models for future work.

We end our discussion with a simulation of S-M-2F-QHyp as calibrated to the joint problem on January 13, 2017; we refer to figure 17 where we show a trajectory of $S_t$ and VIX, across 15 years. Despite that volatility is driven by two Ornstein-Uhlenbeck processes, the model is able to generate jump-like behaviour for the S&P 500 index characteristic of rough volatility. The trajectory of the VIX index also qualitatively resembles the historical trajectory of figure 4.

6. Conclusion

We have in this paper shown that the one-factor rough Bergomi and rough Heston models fail to create a pronounced enough term structure of smile effect for SPX options. Moreover, we have discovered that short expiry SPX smiles generally are more symmetric than long expiry smiles, a feature we neither found that these models could recreate. To calibrate to SPX options with a continuous-path stochastic volatility model our results suggests that two factors are needed for volatility, three for the S&P 500 index. One volatility factor should be less negatively correlated with the index, more noisy, and mean-revert faster. Once extended to a two-factor volatility framework, we found no meaningful differences between comparable rough and classical non-rough models and obtained decent fits with even a two-factor Bergomi model. The two-factor Bergomi model was though still not fully aligned with SPX prices on a date with low volatility. Moreover, we were for several reasons unable to calibrate, across volatility levels, jointly to SPX and VIX options with more general models based on the log-normal distribution.

We therefore considered several alternatives, including a two-factor volatility model based on the quadratic and hyperbolic transformations and which is driven by two ordinary Ornstein-Uhlenbeck processes. We demonstrated that this model can calibrate almost perfectly to SPX options and very decently to the joint problem, also across volatility levels. From this we conclude that the SPX and VIX options markets can largely be reconciled with classical two-factor volatility, all without roughness and jumps.
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