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ABSTRACT
Annotated videos are commonly produced for documenting assembly and maintenance processes in the manufacturing industry. However, according to a semi-structured interview we conducted with industrial experts, the current process of creating annotated assembly videos, in which the annotator annotates the video capturing the expert’s demonstration of assembly and maintenance process, is cumbersome and time-consuming. The key challenges include three key problems in annotation: (1) unnecessary extra communications between field workers and annotators, (2) lack of suitable camera gear, and (3) wasting time in the manual removal of non-informative portions of captured videos. Because annotation always follows video capture, the problem 1 remains out of scope for state-of-the-art video annotation tools. And making the assumption of a perfect captured video, which covers no occlusion and contains only relevant assembly or maintenance information, causes problem 2 and 3. As a result, we have developed ARiana, a wearable augmented reality-based in-situ video annotation tool that guides field experts to create annotations efficiently while conducting the assembly or maintenance tasks. ARiana has three key features that include context-awareness enabled by hand-object interaction, multimodal interaction for annotation on the fly, and real-time audiovisual guidance enabled by edge offloading. We have implemented ARiana on Android-based smart glasses, equipped with first-person camera and microphone. In a usability test based on attempting to assemble a toy model and to annotate the recorded video simultaneously, ARiana demonstrated higher efficiency and effectiveness compared to one of the state-of-the-art video annotation tools, in which the assembling process is followed by the annotation process. In particular, ARiana helps users finish annotation tasks four times faster, and increase the annotation accuracy by 23%.

INDEX TERMS
Augmented reality, first-person videos, multimodal interaction, process documentation, video annotation, workflow extraction.

I. INTRODUCTION
Knowledge preservation and transfer are increasingly pressing problems in work across domains. According to [1], expertise and experience are two of main losses of a company when an employee retirement process is executed. An economy blog titled What if an expert retired? [2] puts this in numbers: it mentions a report of a loss of over 27000 years of experience due to the retirement of 700 experts. Besides retirement, the high turnover rate and the trend towards digitization and automation of industrial work have further increased the need for efficient knowledge preservation and transfer.

Video is considered one of the richest mediums for capturing activities or processes. It has been increasingly used for documenting and demonstrating industrial operations.
Compared with traditional face-to-face training, video-based training saves time of training supervisors and allows learners to move at their own pace [3]. However, certain information (e.g., the amount of force to apply, the operating temperature, or the product model number) may be missing or difficult to extract from videos even with the state-of-the-art computer vision techniques. Therefore, videos captured by cameras need to be annotated with instructions and hints before they can be used for training employees [4], [5].

Since automatic image or video annotation [6], [7], [8] is still in its infancy, manual labeling through crowdsourcing [9], [10] has been the most common way of producing annotated visual data on a large scale. The drawback of crowdsourcing-based annotation [11], [12], [13] arises from the fact that the annotators are typically amateurs and have little knowledge regarding the video contents, which leaves the domain-specific, personalized, and expertise-based knowledge inaccessible.

This paper describes ARiana, a wearable augmented reality-based (AR-based) video annotation tool that allows field workers with domain knowledge to efficiently create high-quality annotated videos on site. To define design goals of the tool, we first explore the key problems in the current practice of creating annotated video in the manufacturing industry through a literature survey and a formative interview with ten industrial experts from an international elevator company.

According to our study, current problems are mainly related to setups of camera gear (e.g., occlusions caused by third-person camera setups or frustration due to the wearing of bulky cameras during maintenance work) and manual efforts required for creating annotations (e.g., filtering out irrelevant content from video or communicating with field workers to create or refine descriptions of operations in the videos in case annotations are made afterwards by others). The communications costs for discussing the content of the video are removed automatically when the videos are recorded and annotated by the same person, who is the operator of the assembly and maintenance process in this case. This confirms benefits of integrating the video annotation process into the assembly or maintenance process, which also includes the process of video recording, instead of separating them as is practiced in the conventional approach.

To address these problems, we propose three key features of ARiana, including context awareness enabled by hand-object interaction, multimodal interaction for annotation on the fly, and real-time audiovisual guidance. With these features, ARiana has proven to accomplish the following three design goals according to a usability test with 18 participants.

1) Minimising the time and effort wasted in identifying and removing non-informative parts of the recorded video.
2) Providing high-quality annotation with minimal cognitive overhead.
3) Providing real-time (i.e. low latency) feedback in the annotation process.

The results of the usability test showed that ARiana is easy to use for annotating three types of workflow information, including the starting and ending points, associated objects (e.g., tools, materials, machinery components) and instruction for each work step. Compared with Ajalon [14], a state-of-the-art video annotation tool that supports semi-automatic work step segmentation and object association list extraction, ARiana guided participants to annotate workflow information at least 60% faster without inflating the level of experienced cognitive load in the annotation process. Moreover, the quality of object annotation is significantly higher with ARiana than with Ajalon.

To the best of our knowledge, ARiana is the first AR-based in-situ annotation tool for industrial assembly and maintenance work. Although it has been built based on existing techniques such as object detection, speech recognition, and gesture recognition, it has gone beyond the state-of-the-art and has created the following scientific contributions.

1) Context awareness based on hand-object interaction to automatically identify the associated objects used to complete a work step, to remove redundant video segments, and to eliminate noninformative video segments by idle stage detection.
2) A novel multimodal interface that uses speech and pointing gestures to label objects, improving the accuracy of annotating associated objects.
3) An edge-offloading-based architecture design to support real-time guidance for on-the-fly video annotation process.

The rest of this paper is structured as follows. We introduce the background and the related work in Section 2. Section 3 presents the current issues in the existing video annotation tools. The design goals for a new video annotation tool are defined in Section 4. Section 5 describes the design and development of two main components of ARiana, including context awareness and multi-modal interaction. The system evaluation including a comparison with Ajalon [14] is presented in Section 6. We discuss the implications of the design goals and the findings from the evaluation in Section 7 before we conclude the work in Section 8.

II. BACKGROUND AND RELATED WORK

In this section, we first introduce different granularity and types of annotations for assembly and maintenance videos. Different features or functions are often needed to implement different types of annotations. Next, we describe the landscape of different types of video annotation tools. The analysis of the advantages and disadvantages of the existing tools has provided the background for our studies of the current challenges in the video annotation process as well as for derivation of the design goals for new tools, including ARiana.

Footnote 1: Note that a maintenance process in practice consists of assembly and/or disassembly operations. In the rest of this paper, we choose maintenance as an example to study the video annotation solution that would work for both assembly and maintenance process.
A. GRANULARITY AND TYPES OF VIDEO ANNOTATIONS

Video can be annotated at different granularity level, depending on the intended use of video annotations. For example, a how-to video or a segment of it can be annotated with a sentence that describes the task demonstrated in the video or the segment [17], [18]. Compared with such video-wise or segment-wise annotations, annotations with a finer granularity, such as bounding boxes outlining objects of interest [11], [19], [20] or even pixel-wise object annotations [21], [22], are needed for training machine learning models for computer vision tasks such as object recognition. We summarize the following types of annotations that are desired for assembly videos below, based on a literature survey on instructional videos (e.g., [18], [23]).

Starting and ending points of each work step. Assume that a video captures the whole assembly or maintenance process demonstrated by a field expert step by step. Given such a video, annotators are expected to divide the video into segments, with each segment representing a work step. As shown in Figure 1, given a piece of video that contains three steps of a tire changing process, annotations can be added to the corresponding frames that represent the starting and ending point of each segment (i.e., work step). Instead of work step segmentation, separation points are defined because the ending of one step may not necessarily be the starting of the next step due to irrelevant content in between. For example, workers take a rest or leave to find tools.

Object association list. After segmenting a video into work steps, the next step is to understand the operations in each step. To describe the operations, it is necessary to know which tools, materials, or components are needed for completing the operations. This is typically implemented using object recognition techniques. Each video segment representing a work step can be annotated with an object association list. An example is provided in Figure 2. In the list, the locations of relevant objects (e.g., tools, machinery parts, or materials) in each video frame are annotated in the format of bounding box. Note that three-dimensional (3D) locations of objects in the working environment may be calculated and annotated using 3D object localization techniques, such as simultaneous localization and mapping (SLAM) [24], [25], and marker-based tracking [26], [27]. However, due to the low robustness of these techniques in industrial environment, we have left the annotation of 3D locations for future work, and have focused on locations of objects in two-dimensional (2D) images in this work. Besides locations, the objects may be annotated with names in text, 2D images, or even 3D models of the objects [27], [28].

Instruction. The objects association list alone is not sufficient to explain the operations in each work step. In how-to video sets [15], [17], each work step is commonly described with a sentence in human-written or human-spoken language. For example, in [15], “Start by loosening each bolt” is annotated for the bolt-loosening work step in the car tire replacement video. Such description can be considered as instruction for completing the work step. It contains both objects (e.g. names of objects) and verbs (e.g. actions). In some cases, the instruction also includes tips or tricks to avoid common mistakes, for example a recommendation to apply moderate force when screwing into the wood to avoid breaking. We have focused on text-based instructions in this work, although the instructions may also be provided in the form of audio, video, or animation [26].

B. VIDEO ANNOTATION TOOLS

Many video annotation tools have been developed and used since 1990s, for instance in creating instructional videos [4], [29], analyzing video experiments [30], sharing comments on videos through social networks [31], and generating labeled data for training machine learning models [14]. These tools are typically used for annotation after the video has been captured. In contrast to these tools, our proposed solution, ARiana, focuses on annotating videos on the fly.

From the interaction perspective, the mouse and keyboard were the most commonly used input devices before tablets and smartphones with touchscreen become popular. In case of
annotating pre-recorded video, it is preferred to use a mouse and a keyboard to achieve precise pointing and fast typing, although users have reported that they become fatigued when using these devices to annotate lengthy video [14]. When users need to use their hands to conduct other tasks simultaneously, hands-free interaction with the annotation tool becomes an essential requirement. Early work has been conducted on speech interaction [32] or gaze-based [33]. For example, speech interaction and mouse interaction were combined in [32] to achieve a significantly faster annotating speed. On the other hand, in [34], the authors observed that the inconsistent eye-tracking of the sensor made gaze-based interaction unreliable in mixed reality based annotation application. In this work, we propose to combine speech interaction with gestural interaction to enable effortless in-situ annotation of first-person videos during maintenance field work.

Instead of designing a novel interaction model to improve user experience, several video annotation tools [14], [35], [36] have focused on developing intelligent features that can reduce manual effort and speed up the annotation process. For example, the video annotation tool presented in [35] used automatic object segmentation to save 78% of manual effort, although the results of the object segmentation algorithms still needed to be manually corrected occasionally. Similarly, the authors in [36] make the annotating process 11.3% faster by using automatic gesture segmentation and recognition for annotating video events. For assembly video annotation, the recently published tool Ajalon [14] advanced further to support automatic detection of objects of interest as well as work step segmentation. As illustrated in Figure 3, Ajalon provides a web-based interface for users to edit the results of work step segmentation and object detection.

Similarly to Ajalon, ARiana applies computer vision techniques to enable real-time work step and object detection. In addition, ARiana is a wearable cognitive assistance application that provides context-aware guidance for video annotation during field work, with the aim of improving annotation performance with minimal cognitive overhead.

In other words, ARiana focuses on multi-tasking scenarios (i.e., annotation as a secondary task in parallel to the primary task of assembly or maintenance operation) and addresses challenges related to the use of wearable interfaces like smart glasses.

Previous interaction design for smart glasses [37], [38], [39], [40] has not focused on multitasking scenarios and therefore cannot be applied directly in our work, while other works on interaction design for multitasking scenarios have not addressed wearable devices. For example, Liu et al. [41] proposed a novel way of taking notes while watching learning videos online. Their design focused on the achieved learning outcomes, and the length and appropriateness of the taken notes; however, it did not consider the cognitive load of users. Compared with previous wearable cognitive assistance systems like Jarvis and Gabriel, ARiana involves the same concept of edge offloading that Gabriel does but extends the support from single-tasking to multi-tasking.

Regarding the quality and productivity of video annotation, previous works [9], [30], [42], [43] have focused on impacting factors from the perspective of the annotators, ignoring the impact from the quality of the recorded video [18], [23], [44], [45]. In the design of ARiana, we have considered the video recording process and its impact on the quality and efficiency of video annotation.

III. CURRENT ISSUES

To identify the key problems and challenges in the current practice of video annotation in the manufacturing industry, we conducted a literature survey and a formative interview at an international elevator company. In this section, we present the implementation of the interview and the problems that were identified, with references from the literature.

A. PARTICIPANTS

At the elevator company, field experts often demonstrate maintenance methods and record the demonstration with video cameras for training purposes. The videos are annotated afterwards by a technical documentation team. To gain a better understanding about the annotation process and the tools in use, we invited five field experts with a role of maintenance-method developer and five annotators from the technical documentation team to join the interview. The results of our interview, presented below, also confirmed the need for involving both parties in the study.

B. INTERVIEW PROCEDURE

The formative interview was conducted as a group interview with all 10 participants. The participants were interviewed in a neutral environment, a meeting room in this case, instead of at the maintenance work site, to promote innovative thinking about their work processes as well as to accommodate the annotators. The interview lasted one hour.

The participants were first informed about the purpose of the interview which was to investigate both sides of the annotation process and to discover issues that are experienced...
on either side during the process. They were instructed to freely answer, discuss, and complement one another’s observations about the annotation process. The interviewer presented questions about the phases of the annotation process, following a semi-structured interview protocol. The questions are included in Appendix A. The interviewer engaged with the participants in the discussion and took notes of key observations regarding the annotation process as well as direct references to the problems experienced in that process.

C. PROBLEMS IN THE CURRENT ANNOTATION PROCESS

After the interview, the interviewer summarized the discussions based on the observation and collected notes. Combined with the results of a literature survey, the following three problems were identified:

1) PROBLEM 1: EXTRA COMMUNICATIONS BETWEEN FIELD WORKERS AND ANNOTATORS

As described in Figure 4, both the video annotator and the field expert must sit together for re-checking, discussing, and annotating ambiguous parts in the video. Therefore, the video annotation process is often delayed due to repetitive discussions. As a result, time of both the field expert and the annotator is consumed. Two out of the five field experts in our interviews expressed feelings of annoyance in discussing events that occurred in the video afterwards. This problem occurs not only in annotation of elevator maintenance works but also in other domain-specific video annotation, such as that of surgical videos in [46].

2) PROBLEM 2: LACK OF SUITABLE CAMERA GEARS

In the context of maintenance fieldwork, we found three disadvantages of third-person camera setups (as illustrated in Figure 5a, including occlusion, space requirement, and safety risk. These are detailed in the following accounts: 1) All video annotators considered occluded camera viewpoint a frequent and serious problem in the annotation process. Information loss due to occlusions may prevent the annotators from understanding events that occurred in a video. However, due to the limited working space, it is hard to position a third-person camera distant enough to capture the entire work area with no occlusion. 2) As one field expert pointed out, the working environment in an elevator shaft requires a high safety level. For example, it is absolutely forbidden to climb on a balustrade to mount a camera, and the walls in the shaft are made mainly of concrete or other materials on which camera mounting is impossible. In summary, field experts and video annotators would prefer first-person cameras that are safe to use, easy to set up, and can be placed in such a way that the issue of occlusion would be minimized. Moreover, first-person camera setups can be more suitable for capturing hand-object interactions and for detecting the worker’s attention [47], [48], as people tend to focus on the objects being operated.

There are two types of camera setups for capturing first-person videos. One setup is to attach cameras to different parts of the body, such as forehead and chest as shown in Figure 5b. Adjusting the positions of cameras to make sure they capture the operations with minimal occlusions often takes considerable time. As reported in [50], users may also feel uncomfortable to wear such cameras. The other type of setup is to use the cameras embedded in augmented or mixed reality headsets, such as Microsoft Hololens, Google Glasses, or Vuzix smart glasses. However, these glasses either are so bulky that they impact the health and movement of the user [53] or do not provide a sufficiently wide field of view. Therefore, it has been challenging to find proper camera gear that is comfortable to wear and would not disturb the field work.

3) PROBLEM 3: MANUAL EFFORTS FOR REMOVING NON-INFORMATIVE PORTIONS OF CAPTURED VIDEOS

As a common procedure, field experts or annotators must analyze the video afterward to filter out non-informative portions. For example, one field expert stated, “The camera records video continuously without pausing while the field expert is doing irrelevant stuff, such as finding tools in another room, taking a phone call, or drinking coffee during the break time. As a result, the length of recorded video is significantly longer than expected.” To highlight that point,
another field expert shared the experience of recording a one-hour video but retaining with only 15 minutes of content that was informative and could be annotated. This aligns with findings from a study of the open video dataset COIN [17], which consists of 11,827 videos related to 180 different tasks. For most videos in the COIN dataset, the proportion of informative parts within each video is not higher than 50%.

**IV. DESIGN GOALS**

To address the three problems identified in Section III, it became necessary to invent new approaches and tools for annotating the videos of maintenance fieldwork, which would also require changes to the current process of video collection and annotation in the manufacturing industry. In this work, we have explored the feasibility of in-situ annotation, which integrates video annotation into the process of field work. In other words, the annotations are collected while recording the videos, and the field experts who conduct the maintenance work play the role of annotators as well. This removes the communications costs mentioned in Section III.C by default. However, field experts may not know how to annotate a video or demonstrate a task. Therefore, we aimed to design a tool to solve the other problems mentioned in Section III and to fill the gap.

As discussed in Section III.C, first-person cameras are more suitable for capturing hand-object interactions than third-person cameras, given that they are comfortable to wear. With the rapid development of wearable technology, we envision that lightweight augmented or mixed reality glasses with embedded wide-angle lenses and microphones will become more widely available soon.

Therefore, we designed ARiana with the assumption that it will run on such glasses and use a head-mounted display to provide visual feedback for users. This design choice was made due to the following considerations. First, the cameras embedded in smart glasses allow ARiana to capture first-person video in a convenient and safe way. The video can be viewed in real time on the display of the glasses, which helps users to adjust the camera setup when necessary to ensure that operations and working environments are captured as desired. Second, annotations can be visualized as virtual content on top of related physical objects in the camera view. This allows annotators to review and edit the annotations while conducting the assembly or maintenance tasks. For the time being, we have used Vuzix M400 smart glasses for experimentation. Therefore, gaze-based interaction is not an option in designing the interface of ARiana.

To guide field workers in creating high-quality annotations in an efficient manner, ARiana has been designed to fulfill the following design goals (DGs).

**DG 1 - Minimise the time and effort spent in identifying and removing non-informative parts of recorded video.**

To solve problem 3 mentioned in Section III.C, one solution is to collect videos in a way that does not record breaks between work steps or any other irrelevant activities. This would require either hints given directly by users or algorithms that consider the relevance of activities in real time.

**DG 2 - Provide high-quality annotation with minimal cognitive overhead.**

The increase in cognitive load of field workers is a potential risk of multitasking required by in-situ video annotation because the worker needs to keep in mind when and how to annotate the video. Higher cognitive load may slow down the primary task and may cause errors. Therefore, it is essential that the tool can remind users of required annotations at the proper time in a natural way. This requires context-awareness and multimodal interaction to reduce cognitive load and to improve the productivity of annotation. Here, the productivity can be measured by the number of annotations, the time spent, and the number of annotation errors.

**DG 3 - Provide real-time audiovisual guidance.**

Low latency is a common requirement for interactive AR applications, as high latency would significantly degrade the user experience. Here, latency refers to the time taken from capturing the video, processing the video, and giving feedback to the user. It consists of both processing delay and data transmission delay, if applicable.

**V. SYSTEM DESIGN**

In this section, we describe the detailed design of ARiana and explain how it fulfills the design goals defined in Section IV.

### A. CONTEXT AWARENESS

Video annotation tools typically work in a passive way in that they simply provide an interface for users to create annotations (e.g., drawing bounding boxes and adding textual descriptions) but do not give hints or instructions regarding what and when to annotate. In this case, the quality and quantity of annotations depend on how active the users are and how accurate the user input is. We define this condition as a user-initiated annotation process. On the other hand, video annotation tools with awareness of context can be more active in collecting annotations by reminding and guiding users to create annotations. We call this concept context-aware guided annotation. ARiana is designed to support both working modes, as illustrated in Figure 6.

ARiana enables context awareness by implementing three features, including a hand-object interaction inference, associated-object detection, and speech recognition. With context-awareness enabled, ARiana can propose annotations online (e.g., bounding boxes of objects of interest or the starting and ending of each work step) and ask users to confirm or correct them. In this way, it can automatically remove the non-informative portions of videos, including breaks between work steps, to save time and effort (DG1). Moreover, it can remind users when and what to annotate (DG2). In general, instruction for each work step can be recorded while executing the work step. The relevant objects can be annotated at the beginning of the whole maintenance process (Option 1), at the beginning of each work step (Option 2), or when they appear (Option 3). We surveyed instructional video data
sets [17], [18] and found that it is common for experts to introduce the relevant objects at the beginning of each step (Option 2). This approach is more feasible for multi-step processes, concerning memorability. Therefore, we choose to follow Option 2 in the design of ARiana.

1) HAND-OBJECT INTERACTION
ARiana continuously monitors hand-object interaction. If a work step has not been completed if there is no break in terms of hand-object interaction. The objects refer to those declared by the user as relevant tools or materials at the beginning of each work step. The process enters an idle mode when no hand-object interaction has been detected for a period of time (typically 2 seconds, which was empirically chosen based on preliminary studies for an action in hand-gesture recognition [49]). Hand-object interaction detected after entering an idle mode indicates the starting of a new work step.

For learning to recognise hand-object interaction and detect regions of interactions, deep neural networks (DNN) such as FasterRCNN [50] or a hand-object holding detection method [51] are dominant approaches. However, DNN methods often suffer from the issue of overfitting. To avoid overfitting, we have used semantic information, including hand regions and object proposals, to detect hand-object interaction in the following three steps. Firstly, we have used the mediapipe framework [52] for implementing the detection of bare hand regions. Hand detection in the mediapipe framework consists of a palm detection model and a hand landmark model. The palm detection model trained with an in-the-wild data set [52] can achieve up to 95.7% accuracy. The hand landmark model has been trained on a real-world data set [52]. Secondly, object regions is detected by the SaliencyMDC algorithm [53] mentioned below. Thirdly, we calculate the overlaps between the regions of hands and those of objects. If the overlap exceeds 30% of a proposal box, a hand-interaction is detected. When an overlap between a hand and an object is detected in a video frame, we assume that the hand is interacting with the object in question.

2) ASSOCIATED OBJECTS
ARiana automatically detects the objects being operated by hands based on hand detection and object-proposal detection. This is the outcome of the hand-object interaction above where the interacted objects are recognized as associated objects. All the objects operated in a work step form a list of associated objects for the work step.

In ARiana, object-proposal detection is implemented with the SaliencyMDC algorithm [53], which yields a short response delay. In addition, the objects of interest are tracked with the KCF tracking algorithm [54] from the time the hand overlaps with the object’s box.

With associated-object detection, it becomes possible for ARiana to cue users to annotate objects, as illustrated in Figure 7b. Moreover, because the detection algorithm automatically produces bounding boxes for the objects of interest, the user does not need to draw bounding boxes manually and can simply give names to the objects through speech input.

B. MULTIMODAL INTERACTION
ARiana is designed to provide a multimodal interface that allows users to easily and precisely annotate videos using gestures and speech during fieldwork.

To design the multimodal interaction model for ARiana, we first conducted an elicitation study. An implementation plan was subsequently designed based on the results of the elicitation study.

1) ELICITATION STUDY
One way to explore the interaction model is to allow participants to think about their preferences, such as preferred hand
gestures, as done in [55]. This method is time-consuming and not effective if the participants have no prior knowledge about the tool to be developed. In this study, we conducted a literature review regarding mid-air gestures and voice commands. A list of mid-air gestures used in previous works [56], [57], [58], [59], [60], [61], [62], [63], [64] was selected based on the context of indoor working. In terms of voice interface design, there are no common standard commands; voice commands can include words, sentences, or conversations [65]. To determine suitable voice commands, we began with simple word commands instead of sentences.

a: SETUP

Eight postgraduate students with backgrounds in computer science and electrical engineering joined the user study. None of them had previous experience with smart glasses. The study was carried out in a laboratory environment simulating the experience of the assembly and maintenance processes. As illustrated in Figure 8, the test was arranged for one participant at a time. Before the test started, the participant was instructed to sit on a chair and to put on Vuzix M400 smart glasses. After that, the participant was introduced to the purpose of the study by a facilitator. The study contained three parts. The first part was to select preferred gestures and voice commands, the second one was to determine whether gesture or voice commands were more suitable for the different annotation tasks listed in Table 1, and the final part was to assemble a toy and use those gesture or voice commands for annotation.

b: SELECTED GESTURES AND VOICE COMMANDS

When the test began, the facilitator introduced the list of hand gestures shown in Figure 9 and voice commands as shown in Table 2 for use in creating annotations. Next, the participant would attempt all those gestures and voice commands and then select the ones they preferred or propose new ones they thought would be suitable for implementing the annotation tasks.

c: GESTURE VERSUS VOICE COMMANDS

After selecting gesture and voice commands, each participant was asked to assemble a toy set model (see Figure 10a) and to create annotations at the same time. They were instructed to complete the annotation tasks in two sessions using gestures and voice commands, respectively. They answered a survey after each session and were interviewed with open-ended questions after two sessions. The answers were used to analyze the ease-of-use and memorability of different commands. We also measured the agreement rate for each selected command following Eq. 1 proposed by Vatavu et al [66].

\[
AR(r) = \frac{|P|}{|P| - 1} \sum_{P_i \subseteq P} \left( \frac{|P_i|}{|P|} \right)^2 - \frac{1}{|P| - 1},
\]
FIGURE 9. List of hand gestures for the elicitation study of ARiana’s interaction design. (*) indicate gestures proposed by participants.

TABLE 2. List of voice commands.

<table>
<thead>
<tr>
<th>Annotating tasks</th>
<th>Voice commands</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Start annotating</td>
<td>Start</td>
</tr>
<tr>
<td></td>
<td>Open</td>
</tr>
<tr>
<td></td>
<td>Begin</td>
</tr>
<tr>
<td></td>
<td>Close</td>
</tr>
<tr>
<td></td>
<td>Finish</td>
</tr>
<tr>
<td></td>
<td>End</td>
</tr>
<tr>
<td></td>
<td>Shutdown</td>
</tr>
<tr>
<td>2. Stop annotating</td>
<td>Next step</td>
</tr>
<tr>
<td></td>
<td>New step</td>
</tr>
<tr>
<td></td>
<td>Start a new step</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>3. Start a new step</td>
<td>Instruction</td>
</tr>
<tr>
<td></td>
<td>Insert instruction</td>
</tr>
<tr>
<td></td>
<td>Add instruction</td>
</tr>
<tr>
<td></td>
<td>New instruction</td>
</tr>
<tr>
<td></td>
<td>Next instruction</td>
</tr>
<tr>
<td></td>
<td>The instruction is</td>
</tr>
<tr>
<td></td>
<td>The instruction for this step is</td>
</tr>
<tr>
<td>4. Start to give instruction</td>
<td>Undo</td>
</tr>
<tr>
<td></td>
<td>Remove</td>
</tr>
<tr>
<td></td>
<td>Cancel</td>
</tr>
<tr>
<td>5. Undo the latest annotating event</td>
<td>Undo</td>
</tr>
<tr>
<td></td>
<td>Remove</td>
</tr>
<tr>
<td></td>
<td>Cancel</td>
</tr>
</tbody>
</table>

where $r$ represents the selected command, $P$ represents the set of command selections, and $P_i$ represents the set of command selections for command $i$.

2) IMPLEMENTATION OF THE INTERACTION MODEL

The proposed interaction model consists of a voice interface and a mid-air-gesture interaction interface. We have implemented four voice commands using the IBM Watson speech-to-text cloud service [67]. These commands include start annotation, stop annotation, start a new step, and start to give instruction.

We have applied a vision-based approach for recognizing the pointing gestures and localizing the pointing position in two dimensions to locate designated objects, as shown in Figure 13. Two components of the pointing gesture recognition algorithm are hand-skeleton detection as in

Figure 11a shows that the difference between gesture and voice commands was small from the ease-of-use perspective. The advantage of voice commands was more obvious in terms of memorability, as shown in Figure 11b. Because hands were used for implementing both the primary and secondary tasks in case of in-situ video annotation, the memorability of gesture commands appeared to decrease. This was confirmed by six participants.

Regarding agreement rates, we defined three levels of agreement, from low to medium to very high. As shown in Figure 12, voice commands dominated all six annotating tasks listed. According to the study results, we chose voice commands for all the annotating tasks except selection of objects for annotation. In case of object annotation, the ease-of-use score for gesture-based object annotation was 4.75, while that of memorability was 4.875. In addition, five participants highly recommended using pointing gestures for selecting objects. Therefore, we chose to use pointing gestures for locating objects and speech for annotating object names. For this reason, the objects association list is not listed in Figure 11a or Figure 12.
of pointing-gesture classification, we use a thresholding technique for classifying pointing gestures based on the accumulated angles between joints, which are extracted from the heat maps of the hand skeleton. The accumulated angles between hand joints can be expressed following Eq. 2.

\[
AcuAngles = \sum_{j_i \in J} \arccos(\langle \vec{J}_{i+1}-\vec{J}_i, \vec{J}_{i+2}-\vec{J}_{i+1} \rangle),
\]

where \( J \) is the set of 3D locations of hand joints and \( j_i \) is the 3D location of hand joint \( i \). To classify the pointing gesture, ARiana only needs to check whether \( AcuAngles \) is within a range of \( [\alpha, \beta] \).

According to our best knowledge in prototyping voice-based interaction, speech recognition accuracy and speed is a key factor to impacting significantly on the user experience \[65\]. To achieve low latency and high accuracy, we have used the IBM Watson speech recognition service, which is implemented with DeepSpeech \[68\], to implement the speech recognition module for ARiana. In contrast to video data, audio streaming is rapid due to lightweight data. Moreover, IBM Watson has trained their machine learning model for speech recognition with a huge dataset; thus, it is one of the most reliable state-of-the-art speech recognition platforms. However, even if a highly accurate speech recognition algorithm can be used in the future, noisy environments and recognition of words spoken by surrounding people must be considered as a drawback. Noise-filtering algorithms or context-aware speech recognition may enhance the speech recognition result. However, in this study, we assumed that we have a qualified speech recognition that work accurately in the noisy industrial environment.

C. EDGE OFFLOADING

Although high-end smart glasses such as the Vuzix M400 model already use powerful mobile chip sets (e.g., the Snapdragon XR1: 8 Kryo-385 cores, graphics processing unit [GPU]: Adreno 630), they are still not sufficiently powerful to support real-time video analytics with a high frame rate. For example, Vuzix M400 glasses can execute the hand-skeleton detection and tracking \[52\], \[69\] tracking \[52\], \[69\] at 9.26 frames per second (fps) and object proposals detection at 10 fps. Offloading heavy computation from mobile devices such as smart glasses to more powerful computers has been widely used for shortening processing delays \[70\], \[71\]. In practice, the communication overhead caused by data transmission from smart glasses to remote computers must be considered when choosing the resources for data processing. Concerning the low latency requirement of wearable AR applications (DG 3), we propose to run computation-intensive computer vision algorithms at the edge of the Internet (e.g., base stations), closer to where the smart glasses are located than the remote cloud. In cases in which there is no Internet connection, the edge can be a portable computer (e.g., an HP Z VR Backpack v2 which is equipped with Intel® Core i7, NVIDIA GeForce RTX...
An example of a deployment scenario. Annotation requests are generated in the context-aware guided annotation mode. Annotated information is generated in the user-initiated annotation mode.

2080 and Realtec ac) connected to the smart glasses via a wireless local area network. An example of a deployment strategy for ARiana is shown in Figure 14. In this study, hand-object interaction detection and pointing-gesture recognition are deployed on powerful GPU edge server to optimise the performance. In contrast, the speech recognition processor is deployed on the cloud because the IBM Watson cloud service is used for speech recognition, and the recognition response is fast enough to capture the speech of users.

**D. THE VISUAL INTERFACE OF ARiana**

The visual interface of ARiana is shown in Figure 15. It highlights the work step index and shows two buttons (i.e., instruction, tools or materials) on the top. If the user is recording an instruction, or annotating tools or materials, the corresponding button is highlighted in green. If the user is providing an instruction or annotating tools or materials, the corresponding button is highlighted in green. As illustrated in Figure 7a, ARiana asks the user to confirm the automatically detected starting and ending points of a work step. With speech recognition, ARiana can automatically collect spoken instructions given by the field expert during the assembly or maintenance process. In addition, with automatic detection of work steps, ARiana can request users to record instructions in case no speech has been detected during the work step. Such a design can remind the user of the next annotation step and therefore reduce cognitive load.

As shown in Figure 15a, a designated object is overlaid with a yellow bounding box and its label. There are two problems that may occur in this labeling interaction. First, the label may be provided inaccurately due to a mistake by the user. Second, the bounding box may be placed in an incorrect position due to the inattention of the user while pointing. Therefore, instead of being visualized in only a few frames, the bounding box and label overlay on the objects remain for a maximum of 5 seconds or until the tracking is lost. This feature should allow users to check and fix the labeling. In practice, the pointing gesture is recognized at first. Next, the pointed object is localized. Finally, the KCF object tracking [54] is used for tracking the pointed object on the fly. With tracking, the bounding box and the label can follow the objects that the user annotates.

**FIGURE 15.** First-person view recording using ARiana. a) The graphical user interface for the user. The interface consists of three core elements including a see-through camera view as background, an annotation information bar on the top, and the bounding box with labeled text. b) The debugging interface of ARiana. In this interface, the extracted hand skeleton is visualized with circles for finger joints and lines for finger pose. The purple box represents the bounding box around the detected hand.

**VI. USABILITY TEST**

We conducted a user study to test the usability of ARiana and evaluate whether the design goals have been accomplished. Moreover, we compared ARiana with Ajalon, a state-of-the-art AI-powered tool for creating annotations of pre-recorded assembly videos, in terms of quality of annotations, annotation performance, and cognitive loads of users. Like ARiana, Ajalon also supports automatic object tracking and work-step detection. This section describes the study design, implementation, and the evaluation metrics of the study and analyzes its results.

**A. EVALUATION MEASURES**

To evaluate how well the design of ARiana had met the three DGs, we defined corresponding evaluation measures for each one. These measures are listed below and summarized in Table 3.

1) DG1

ARiana was expected to automatically remove non-informative segments, such as the breaks between work steps, from the recorded videos. We defined idle duration as the period during which the field worker was not conducting any
TABLE 3. Summary of evaluation measurements and results.

<table>
<thead>
<tr>
<th>Design goal</th>
<th>Sub Goals</th>
<th>Measures</th>
<th>Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>DG1</td>
<td>Reduce annotation time</td>
<td>Savings factor A</td>
<td>0.6 - 8.4</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Savings factor B</td>
<td>0.6 - 3.2</td>
</tr>
<tr>
<td></td>
<td>Automatically remove non-informative parts</td>
<td>Percentage of idle duration in the total duration of the recorded video</td>
<td>2.8% (&gt;60% half amount of videos in COIN dataset [17])</td>
</tr>
<tr>
<td>DG2</td>
<td>Quality of annotation</td>
<td>Annotation error rate</td>
<td>4.7%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Occlusion rate of annotated objects</td>
<td>39.7% of 234 annotations</td>
</tr>
<tr>
<td></td>
<td>Ease-of-use</td>
<td>Questionnaire (5-point Likert scale)</td>
<td>3.62 (Overall)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>4.17 (Work-step segmentation)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>2.59 (Objects association list)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>4.11 (Instruction)</td>
</tr>
<tr>
<td></td>
<td>Cognitive load</td>
<td>NASA-TLX (7-point Likert scale)</td>
<td>3.3 (Mental demand)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>2.3 (Physical demand)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>2.3 (Temporal demand)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>3.2 (Performance)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>3.8 (Effort)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>3.4 (Frustration)</td>
</tr>
<tr>
<td>DG3</td>
<td>Low latency response</td>
<td>Latency</td>
<td>1.46s (Smartglass only)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.85s (Cloud-based)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.68s (Edge-based)</td>
</tr>
<tr>
<td></td>
<td>User satisfaction regarding the delay in response (5-point Likert scale)</td>
<td>3.7 (Work-step segmentation)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>2.9 (Object association list)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>4.2 (Instruction)</td>
</tr>
</tbody>
</table>

maintenance or annotation task and calculated the percentage of idle duration in the total duration of the recorded video.

2) DG2
ARiana was expected to guide field workers to create high-quality annotations with minimal cognitive overhead. Regarding the quality of annotation, we measured the amount of collected annotations and computed the ratio of incorrect annotations to the total number of manual annotations. Ambiguity negatively affects the knowledge transfer process because it prevents the human or machine learning algorithms from understanding the knowledge correctly [72]. In case of object annotations, we considered an annotation as correct if a bounding box contained only one object and the object was not occluded by any other object. Examples of correct and incorrect object annotations are presented in Figure 16. In addition, ARiana was expected to save annotation time from the field workers. Therefore, in this study we defined two metrics, savings factor A and savings factor B (shown in Eqs.3 and 4) to study how quickly the user could use ARiana to complete annotation.

\[
\text{savings factor A} = \frac{\text{AjalonTime} - \text{ARianaTime}}{\text{ARianaTime}} \tag{3}
\]

where \(\text{AjalonTime}\) and \(\text{ARianaTime}\) represent the time spent annotating using Ajalon and ARiana, respectively. \(\text{ARianaTime}\) only counts the time when participants were creating annotations, such as giving voice commands, pointing to objects, and recording instructions. It includes the time when the user was providing voice input while conducting assembly tasks.

\[
\text{savings factor B} = \frac{(\text{task}1 + \text{AjalonTime}) - (\text{task}2 + \text{ARianaTime})}{(\text{task}2 + \text{ARianaTime})} \tag{4}
\]

where \(\text{task}1\) represents the time spent for completing the assembly process that had been demonstrated and recorded by an expert. The recorded video was used for the Ajalon tool. \(\text{task}2\) represents the time spent only for the same assembly process while using ARiana. The main reason that we defined savings factor B was to determine whether multitasking in ARiana slowed the entire process of collection and annotation.

From a user experience perspective, we measured ease-of-use and cognitive load. For the former, we used a custom questionnaire (5-point Likert scale) to evaluate the ease-of-use of ARiana in creating different types of annotations. For the latter, we selected NASA-TLX as a questionnaire and used it un-weighted with a 7-point Likert scale. More specifically, we explored the mental demand, physical demand, temporal demand, performance, effort, and frustration level of the participants during the test. We chose NASA-TLX because it has commonly been used for measuring both physical and cognitive workloads with tools [73], [74], [75].

3) DG3
ARiana provides low-latency responses through edge offloading. In addition to latency measurements, the satisfaction levels of users were collected to evaluate user expectations for ARiana’s latency of response.

B. STUDY DESIGN
The study was conducted in a laboratory environment simulating an assembly task in an industrial context using a wooden toy set (see Figure 10). The toy set was chosen for the following reasons:

First, it provided a representative task that could be generalised across use cases. ARiana was designed for capturing and annotation of manual maintenance and assembly
processes in general. Therefore, we chose a task that included both the use of hands and manipulation of graspable objects. The toy set was designed to simulate a real mechanical toolbox commonly used in industrial contexts. With nuts, bolts, screws, or the screwdriver shown in Figure 10, several industrial maintenance processes could be simulated easily. The toy set provided such and also allowed reflection of our results across use cases.

Second, the toy set allowed us to use novice participants to investigate how well ARiana could support new users in learning to annotate. Real maintenance tasks would have required field experts for those tasks. In addition, real maintenance tasks also contain physical risks. As a result, it did not suit this evaluation.

Third, the toy set allowed experimental control. For example, it allowed control of the length of the process, such as in evaluation of a 5-step process, a 10-step process, or even a 20-step process. Therefore, the task load measure was exposed to less bias than in a real assembly or maintenance case. In practical cases, the length of an assembly or maintenance process may vary due to continuous changes in the working environment, such as interactions other workers or with the system that is being maintained. The toy set was static and controllable for these aspects.

1) TASKS AND PARTICIPANTS
The study involved annotating videos of the same assembly process using either ARiana or Ajalon. The task with Ajalon in our study was to annotate a video pre-recorded by a field expert. The tasks with the two tools were conducted in separate sessions to avoid bias due to memory of the assembly process. There was a gap of at least 7 days between the two sessions. Each session lasted for approximately 45 minutes.

We recruited 18 participants, including six females, for the user study. All except one were graduate and post-graduate students from a local university. 94% of the participants had never used AR glasses or had used them only a few times. All of them had never used gestural interaction or had little experience with it. Before the study started, all the participants reviewed an informed consent form and gave their consent for participation. 13 participants conducted the tasks first with Ajalon and the remaining five first with ARiana.

2) PROCEDURES
Here we explain the procedures of video annotations using ARiana and Ajalon.

ARiana All participants were introduced to the role of a field expert. In that role, the participants were first asked to practice for 5 minutes to become familiar with the final product of the assembly tasks (see Figure 17f) and the five steps, as illustrated in Figure 17b-f, to build the product. Each participant attempted to build the same product but could freely change the assembly steps. They were told to use ARiana for recording and annotating the video with workflow information during the assembly process. After completing the assembly and annotation tasks, each participant completed the two questionnaires listed in Table 3. Finally, the participants engaged in a semi-structured interview to explore their experiences in creating the three types of annotations (defined in Section II.A) with ARiana.

Ajalon The participants were first introduced to the Ajalon user interface (see Figure 3) by explaining its main features for video annotation. For the task, the participants were introduced to a role of a video annotator, which they were to assume. They were then given a video that had captured the assembly process of a field expert and told that their task was to annotate it using Ajalon. The video had been uploaded to Ajalon’s server beforehand and the participants could access Ajalon via a URL.

The participants received the following three sub-tasks to perform the entire process of video annotating: 1) splitting the prerecorded video of a toy model assembly into different working steps, 2) labeling all tools used, and 3) providing an instruction for each working step. Participants were recommended to follow the tasks in the given order. At the beginning of the task, they were encouraged to think aloud, which involved verbalizing their thought processes throughout the entire task. The purpose of the think-aloud method was to help us to understand their behavior during the annotation process.

Upon task completion, participants completed two questionnaires, as in the test of ARiana. After that step, the participants were interviewed briefly with open-ended questions to reflect on the difficulty of each of the three tasks and the problems they had encountered.
Due to restrictions on physical meetings during the COVID-19 pandemic, some participants conducted the study with Ajalon remotely via a video call. Those participants were asked to share their screen during the study, and with their consent, audio and video were recorded.

### C. RESULTS OF USABILITY TESTS

#### 1) EASE-OF-USE

According to the results of the customized questionnaire, ARiana is in general a user-friendly in-situ video annotation tool, with the overall score of 3.62 over 5.00. When comparing ARiana with Ajalon, as shown in Figure 18, ARiana felt easier to use for labeling work steps and giving instructions.

However, participants felt it easier to use Ajalon to annotate objects, including tools and materials used in each step. According to the feedback received from the participants, 11 experienced a long delay in labelling objects using gesture and speech. The delay was mainly caused by varying network latency of video streaming in a public network (25 - 562 ms) as well as errors in recognition of pointing gestures due to the invisibility of hands. Figure 19 shows example scenarios in which the users did not notice that their hand was not captured by the camera, which resulted in failure of gesture recognition and further failure of locating and labeling objects of interest in time.

#### 2) EFFICIENCY

According to the time logs of the annotation sessions, the ratio of annotating time to the total length of the recorded video was 0.7, with a standard deviation of 0.15, when ARiana was in use. The time log also uncovered clear advantages of using ARiana over Ajalon. On average, participants spent 17.86 minutes to annotate the assembly process with Ajalon, compared with 5.2 minutes with ARiana. This time was measured as the total length of annotation activity of the participant in a session without the assembly time. In terms of savings factor A, as shown in Figure 20a, the value of savings factor A varied between 0.6 and 8.4. The variation between participants was large and correlated with the user’s prior experience with AR and gesture and voice commands. For example, the three participants with the highest savings factor A, namely, P1, P5, and P16, were all experienced with AR headsets, gesture commands, and voice commands. In contrast, participants P4, P8, and P9 had experience with voice commands or AR headsets only. For example, P9 had used AR headsets a few times but had never used gesture commands or voice commands before. P4 and P8 had only experienced voice commands.

As shown in Figure 20b, when considering the total amount of time spent on recording and annotation, ARiana still saved time significantly. Savings factor B values ranged between 0.6 and 5.2. With assembly time, which is significantly

---

**FIGURE 17.** The assembly task for the participants. (A) The initial stage. (B-E) Intermediate stages. (F) The final stage.

**FIGURE 18.** Ease-of-use: ARiana vs. Ajalon.

**FIGURE 19.** Example scenarios in which the users did not notice that their hand was not captured by the camera, which resulted in failure of gesture recognition and further failure of locating and labeling objects of interest in time.

**FIGURE 20.** Time logs showing the efficiency of ARiana and Ajalon.
greater than annotation time, ARiana still has a better performance. So, ARiana supported significantly the whole process of demonstrating the assembly and annotating video.

The time savings was achieved in two ways. One way was to detect idle states accurately in order to minimize the idle time included in the collected video. For the video collected using ARiana, only 2.8% of the duration contained non-informative content (i.e., idle period in this case). The other was to propose annotations with the support of context awareness in order to reduce the time spent creating annotations. The benefit of in-situ annotation was stated by participant P6, who stated that they did not need to re-watch the demonstration video and recall the process; rather, they only needed to demonstrate the task and annotate the workflow at the same time. Regarding the process of understanding, participant P4 mentioned that the annotation was simple, and they were able to annotate as naturally as they instructed other persons to complete the assembly process.

3) EFFECTIVENESS
Annotation accuracy was used to measure the effectiveness of ARiana. Because work-step identification and the instruction for each work step can be subjective, we decided to compare only the quantitative measurement of errors in object annotation (i.e., the creation of the object association list) between ARiana and Ajalon.

As illustrated in Figure 21, users tended to make fewer mistakes when editing the object association list using gestures and speech in the case of ARiana than mouse and keyboard in the case of Ajalon. It is noteworthy that here we only compare the annotations that were edited manually. Regarding the number of manually created annotations, participants created 234 using ARiana and 235 using Ajalon.

The difference in terms of the annotation quality was partially affected by the number of occlusions appearing in the videos. Out of the 234 manual annotations collected with ARiana, only 4.7% of the annotated objects had been partially occluded by other objects. However, in separating video recording from annotation, the objects had often been occluded by hands or other parts of the body in the video, as the field expert could not always pay attention to occlusions.

4) COGNITIVE LOAD
Figure 22 compares the cognitive load between ARiana and Ajalon based on the results of the NASA-TLX test. In general, there was no significant difference between these two cases.
Thus, ARiana appears to be able to maintain the cognitive load in a two-task scenario as low as that of a one-task scenario in the case of Ajalon.

The context-awareness module of ARiana contributed partially to reducing the cognitive load of participants. The qualitative findings revealed that approximately 13% of annotations had been proposed by the context-awareness module of ARiana. Seven out of 18 participants mentioned that ARiana reminded them to provide annotations. This made participants feel less anxious in remembering to produce annotation while demonstrating. Participants P5 and P6 also emphasized that it was easier for them to annotate information by answering the prompts of ARiana. Moreover, it took less time for them to provide annotation.

In addition, the elicited multimodal interface is another essential piece of ARiana that kept the mental and physical demand as that of Ajalon even though users had to carry out both demonstration and annotation of the task simultaneously. Ten out of 18 participants said that it felt comfortable to provide annotations for each step segment, object association list, and instruction at the time of demonstrating the task. In addition, they also mentioned that the visual feedback of the interface, including panels on the top and object bounding box, allowed them to continue tracking the annotation progress easily while demonstrating the assembly task. Moreover, four out of 18 participants emphasized they were confident in performing both demonstration and annotation at the same time with the designed multimodal interaction.

5) LATENCY

Figure 23 compares the response delay of in-situ annotation among three setups, including local processing on glasses, computation offloading to the edge (implemented in ARiana), and computation offloading to the cloud. The deployed hardware included an edge device (CPU: Intel Core i7-7820HK, GPU: NVIDIA GeForce GTX1070, RAM: 16GB), and a powerful cloud computer (CPU: Intel Xeon W-2133, GPU: Nvidia Quadro P5000, RAM: 64GB). ARiana consists of vision-related and speech-related processing. The vision-related component includes hand-object interaction detection and pointing-gesture recognition, while the speech-related component includes speech-to-text object-name extraction for labeling and recognition of voice commands. For local processing, both are run on smart glasses. In the edge-based setup, vision-related processing is performed at the edge device, while speech-related processing is offloaded to the IBM Watson cloud service [76]. In the cloud setup, both vision-related and speech-related components are implemented in the cloud. As a result, the edge-based deployment performed significantly better than the others, with an average end-to-end latency of 660 ms as shown in Figure 23. That level of latency is sufficient to assist users in completing state-flow tasks such as sandwich making and Lego assembly [70] because the expected latency for those applications is in the range of 600 – 2700 ms by user evaluation. However, Figure 24 shows that ARiana only achieved average satisfaction of users, which is below the average with 2.94, in annotating associated objects as compared with work steps and instructions. Over 70% of participants answered that they felt unsatisfied by the delay in annotating associated objects using pointing gestures and voice.

Based on latency logs, the network transmission of the vision-related component caused the latency of approximately 78 ms while the processing latency on the edge was
According to the summary of the results in Table 3, ARiana has proven to be an easy-to-use in-situ video annotation tool that guides users to create high-quality annotations in an efficient way. The design of ARiana has fulfilled the three DGs and has shown advantages over Ajalon. During the experiment, we have made the following observations about the variation in workload and interactivity of ARiana as opposed to Ajalon.

6) VARIATION IN WORKFLOW

Participants were supposed to complete the same task. In practice, the way they executed the task varied. Thus, they may have planned the workflow differently in terms of the number of steps and the order of steps. For example, Figure 25 compares the workflow taken by two different users to complete the same assembly task described in Figure 17. The green boxes represent the additional steps the user under the line added to the workflow.

![Figure 25. Comparison of workflow taken by two different users to complete the same assembly task described in Figure 17. The green boxes represent the additional steps the user under the line added to the workflow.](image)

Moreover, with upcoming 5G and beyond networks, it should be possible to reduce the wireless communication delays to further reduce network latency.

According to the summary of the results in Table 3, ARiana has proven to be an easy-to-use in-situ video annotation tool that guides users to create high-quality annotations in an efficient way. The design of ARiana has fulfilled the three DGs and has shown advantages over Ajalon. During the experiment, we have made the following observations about the variation in workload and interactivity of ARiana as opposed to Ajalon.

![Figure 26. Variation in workflow: ARiana versus Ajalon. Each color represents a variant.](image)

about 62 ms. Based on these observations, the cloud-based speech recognition appears to be a key obstacle. One way to reduce the latency would be to deploy the speech recognition platform on the edge as well to shorten the network delay. Moreover, with upcoming 5G and beyond networks, it should be possible to reduce the wireless communication delays to further reduce network latency.

In the evaluation of ARiana, we found that it improved performance and user experience in video annotation over a state-of-the-art tool in many aspects. Here, we summarize the evaluation results and the implications of these results in the design of novel video annotation tools.

Firstly, with Ariana, labeling is now integrated with demonstration of a task. This means the user can adjust the camera setup and move the objects to annotate information easily in order to obtain a high-quality video. With an unobscured first-person view, the machine is more reliable and efficient in object annotation than humans are with third-person-perspective recording.

Secondly, ARiana saves annotation time by automatically removing non-informative parts from recorded video and by proposing annotations of objects and work-step segmentation to reduce the manual efforts needed for adding annotations while maintaining the cognitive load moderate as Ajalon.

Thirdly, compared with Ajalon, ARiana improved the ease-of-use in two out of 3 types of annotation tasks due to its multimodal interaction design.

Fourthly, ARiana keeps latency low enough to achieve useful guidance for annotation.

To further refine the design goals, as well as to gain other important insights for improving ARiana, we recommend the following next steps:

- Implementing speech recognition at the edge to reduce the latency significantly;
- Detecting whether hands have come out of the viewpoint of the first-person camera view in real time and guiding the user to fix the problem by adjusting the camera pose or the body position;
- Improving the efficiency of the computer vision algorithms involved to reduce the response delay;
- Testing ARiana in real-world industrial environments to validate the findings from this laboratory study.

VIII. CONCLUSION

To address problems in the conventional process of recording and annotating assembly videos, we have developed ARiana, a novel in-situ video annotation tool running on smart glasses. ARiana allows field experts to efficiently annotate first-person videos with workflow information (i.e., starting and ending points of all work steps, tools and materials used, and instructions for each step) while conducting assembly or maintenance tasks. By conducting a user study with...
18 participants using a toy set model, ARiana proved to be more efficient and effective than a state-of-the-art video annotation tool. In particular, with context awareness enabled, ARiana is able to guide users to create annotations with less effort and higher accuracy. Furthermore, through the combination of voice and gestural interactions, ARiana provides a natural way for users to complete annotation tasks without causing excessive cognitive load. However, ARiana still needs to be evaluated more in several industrial environments to show its usability across several contexts. In addition, latency requires to be studied and improved for a better user experience when using ARiana.

**APPENDIX A QUESTIONS IN FORMATIVE INTERVIEW**
- What are the difficult problems you commonly have while annotating or documenting a maintenance video?
- How do you feel about those difficult problems?
- Have you ever thought about the solution for those problems? What are those solutions?
- How can you setup cameras for recording maintenance-task demonstration?
- How do you feel when annotating a long video?
- How do you feel about the impact of those videos on annotating or documenting process?

**APPENDIX B QUESTIONNAIRE FOR ELICITATION STUDY IN INTERACTION DESIGN OF ARiana**

### A. VOICE COMMANDS

1) It is easy to use selected voice command for “Start annotating” command.
   (a) strongly disagree (b) disagree (c) neutral (d) agree (e) strongly agree
2) It is easy to memorize selected voice command for “Start annotating” command.
   (a) strongly disagree (b) disagree (c) neutral (d) agree (e) strongly agree
3) It is easy to use selected voice command for “Stop annotating” command.
   (a) strongly disagree (b) disagree (c) neutral (d) agree (e) strongly agree
4) It is easy to memorize selected voice command for “Stop annotating” command.
   (a) strongly disagree (b) disagree (c) neutral (d) agree (e) strongly agree
5) It is easy to use selected voice command for “Start a new step” command.
   (a) strongly disagree (b) disagree (c) neutral (d) agree (e) strongly agree
6) It is easy to memorize selected voice command for “Start a new step” command.
   (a) strongly disagree (b) disagree (c) neutral (d) agree (e) strongly agree
7) It is easy to use selected voice command for “Start to give instruction” command.
   (a) strongly disagree (b) disagree (c) neutral (d) agree (e) strongly agree
8) It is easy to memorize selected voice command for “Start to give instruction” command.
   (a) strongly disagree (b) disagree (c) neutral (d) agree (e) strongly agree
9) It is easy to use selected voice command for “Undo the latest annotating event” command.
   (a) strongly disagree (b) disagree (c) neutral (d) agree (e) strongly agree
10) It is easy to memorize selected voice command for “Undo the latest annotating event” command.
    (a) strongly disagree (b) disagree (c) neutral (d) agree (e) strongly agree

### B. GESTURE

1) It is easy to use selected gesture for “Start annotating” command.
   (a) strongly disagree (b) disagree (c) neutral (d) agree (e) strongly agree
2) It is easy to memorize selected gesture for “Start annotating” command.
   (a) strongly disagree (b) disagree (c) neutral (d) agree (e) strongly agree
3) It is easy to use selected gesture for “Stop annotating” command.
   (a) strongly disagree (b) disagree (c) neutral (d) agree (e) strongly agree
4) It is easy to memorize selected gesture for “Stop annotating” command.
   (a) strongly disagree (b) disagree (c) neutral (d) agree (e) strongly agree
5) It is easy to use selected gesture for “Start a new step” command.
   (a) strongly disagree (b) disagree (c) neutral (d) agree (e) strongly agree
6) It is easy to memorize selected gesture for “Start a new step” command.
   (a) strongly disagree (b) disagree (c) neutral (d) agree (e) strongly agree
7) It is easy to use selected gesture for “Present an object” command.
   (a) strongly disagree (b) disagree (c) neutral (d) agree (e) strongly agree
8) It is easy to memorize selected gesture for “Present an object” command.
   (a) strongly disagree (b) disagree (c) neutral (d) agree (e) strongly agree
9) It is easy to use selected gesture for “Start to give instruction” command.
   (a) strongly disagree (b) disagree (c) neutral (d) agree (e) strongly agree
10) It is easy to memorize selected gesture for “Start to give instruction” command.
    (a) strongly disagree (b) disagree (c) neutral (d) agree (e) strongly agree
11) It is easy to use selected gesture for “Undo the latest annotating event” command.
(a) strongly disagree (b) disagree (c) neutral (d) agree (e) strongly agree

12) It is easy to memorize selected gesture for “Undo the latest annotating event” command.
(a) strongly disagree (b) disagree (c) neutral (d) agree (e) strongly agree

APPENDIX D QUESTIONNAIRE FOR THE EVALUATING EASE-OF-USE OF AJALON AND ARiana

C. AJALON

1) It is easy to annotate work step with Ajalon.
(a) strongly disagree (b) disagree (c) neutral (d) agree (e) strongly agree

2) It is easy to annotate objects association list with Ajalon.
(a) strongly disagree (b) disagree (c) neutral (d) agree (e) strongly agree

3) It is easy to annotate instruction with Ajalon.
(a) strongly disagree (b) disagree (c) neutral (d) agree (e) strongly agree

D. ARiana

1) It is easy to annotate work step with ARiana.
(a) strongly disagree (b) disagree (c) neutral (d) agree (e) strongly agree

2) It is easy to annotate objects association list with ARiana.
(a) strongly disagree (b) disagree (c) neutral (d) agree (e) strongly agree

3) It is easy to annotate instruction with ARiana.
(a) strongly disagree (b) disagree (c) neutral (d) agree (e) strongly agree

APPENDIX D QUESTIONNAIRE FOR THE SATISFACTION OF USERS FOR THE ARiana USAGE

1) ARiana easily caught your work step annotating command.
(a) strongly disagree (b) disagree (c) neutral (d) agree (e) strongly agree

2) ARiana easily caught your object annotating commands.
(a) strongly disagree (b) disagree (c) neutral (d) agree (e) strongly agree

3) ARiana easily caught your instruction commands.
(a) strongly disagree (b) disagree (c) neutral (d) agree (e) strongly agree

4) You felt satisfied with the latency of the visual feedback while using ARiana.
(a) strongly disagree (b) disagree (c) neutral (d) agree (e) strongly agree
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