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FLUCTUATION THEORY FOR ONE-SIDED LÉVY PROCESSES WITH A MATRIX-EXPONENTIAL TIME HORIZON

MOGENS BLADT AND JEVGENIJS IVANOVS

Abstract. There is an abundance of useful fluctuation identities for one-sided Lévy processes observed up to an independent exponentially distributed time horizon. We show that all the fundamental formulas generalize to time horizons having matrix exponential distributions, and the structure is preserved. Essentially, the positive killing rate is replaced by a matrix with eigenvalues in the right half of the complex plane which, in particular, applies to the positive root of the Laplace exponent and the scale function. Various fundamental properties of thus obtained matrices and functions are established, resulting in an easy to use toolkit. An important application concerns deterministic time horizons which can be well approximated by concentrated matrix exponential distributions. Numerical illustrations are also provided.

1. Introduction

A spectrally-negative Lévy process is a natural generalization of the classical Cramér-Lundberg risk process. This class of processes allows for a rich fluctuation theory, which has been extensively applied to various insurance risk and financial models. This theory, see [6] for a recent review, is crucial in the analysis of risk processes in a wide range of settings including alternative ruin concepts, dividends, capital injections, loss-carry-forward taxation, and optimal control. An important assumption here is that the time horizon \( T \) is either infinite or is given by an independent exponential random variable. Its rate \( q \geq 0 \) is often referred to as the killing rate of the Lévy process.

In applications a deterministic time horizon is often needed. In this case Erlangization [4] is a popular approach, where the deterministic time is approximated using the Erlang distribution. In fact, more general phase-type (PH) distributions can be used when the interest is in a random time horizon, and the analysis often goes via fluid flow models and Markov additive processes [32, 5]. Matrix exponential (ME) distributions, equivalently distributions with rational transforms, form yet a broader class which has been successfully employed in modeling claim sizes [27]. Some preliminary investigations concerning ME time horizons have been carried out in [29, Ch. 6]. Importantly, there exist much more concentrated ME distributions as compared to PH (read Erlang) distributions for the same order [20]. Such concentrated ME distributions have been recently suggested by [19] for a general purpose numerical transform inversion method, and in various scenarios it has outperformed some classical methods.

In this paper we provide a comprehensive fluctuation theory for spectrally-negative Lévy processes with an independent ME time horizon \( T \). Importantly, the classical formulas preserve their structure in this generalized context. The basic idea is to analytically continue a given formula in the rate \( q \) to the right half of the complex plane and then apply it to \(-T\), the negative of the ME generator matrix, using functional matrix calculus. In particular, we extend the positive root \( \Phi(q) \) of the Laplace exponent and the scale matrix \( W_q(x) \) which

\[ \Phi(q) = \int_0^{\infty} e^{-qx} dF(x) \]

\[ W_q(x) = \int_0^{\infty} e^{-qx} x dF(x) \]
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play a fundamental role in fluctuation identities, and establish their essential properties. We also consider the Wiener-Hopf factorization and generalize various known formulas for the supremum/infimum and the terminal value. Further identities can be extended in a rather straightforward way using the results and properties of this paper. In the common case when the ME generator is diagonalizable, an ME formula can be seen as a linear combination of the respective classic formulas but for possibly complex killing rates. This links to the inversion method of [19] when their concentrated ME distributions are used.

Our theory brings new insights also for PH time horizons. In particular, we show that \(-\Phi(-T)\) and \(W_{-T}(x)\) correspond to some fundamental objects in the theory of Markov additive processes, where the same level process is used in each phase. These convenient representations seem to be new. Furthermore, our analytic method results in neat formulas avoiding somewhat cumbersome time-reversed quantities as in [5].

The remainder of this paper is organized as follows. This introductory section is concluded by providing some basic notation for ME distributions and Lévy processes. In Section 2 we present the general idea and the essential tools from the theory of functional matrix calculus. The next three sections deal with the natural extension of the fundamental fluctuation theory including scale functions and a variety of exit problems. Section 6 presents the analogue of the classical Wiener–Hopf factorization and a suite of related identities. The next two sections contain examples and numerics, respectively. We conclude by discussing an open problem concerning Lévy processes observed at the epochs of an independent renewal process with ME inter-arrival times.

1.1. Matrix-exponential distributions. A positive random variable \(T\) is said to have a matrix–exponential (ME) distribution if it has a density on the form

\[ f_T(x) = \alpha e^{T^x t}, \quad x \geq 0, \]

where \(\alpha\) is a row vector (bold Greek) with \(p\) elements, \(T\) is a \(p \times p\) matrix called the ME generator, and \(t\) is a column vector (bold Roman); all being real valued. According to [12, Thm. 4.2.9] it is always possible to choose a (canonical) representation \((\alpha, T, t)\) satisfying \(t = -T^{-1}1\) and hence \(\alpha1 = 1\), where \(1\) is a vector of ones. Nevertheless, it may be convenient to allow for an arbitrary ME representation and so we write \(T \sim \text{ME}(\alpha, T, t)\). We also define a column vector \(l = (-T)^{-1}t\), which is \(1\) in the case of a canonical representation (this vector often appears as the last vector in the formulas below).

The eigenvalues of \(T\) must have strictly negative real parts, and the Laplace transform of \(T\) is a rational function:

\[ \mathbb{E}e^{-sT} = \alpha(sI - T)^{-1}t, \quad s \geq 0, \]

where \(I\) is the identity matrix. The opposite implication is also valid: any positive distribution with a rational Laplace transform is an ME distribution, [12, Thm. 4.1.17].

The class of ME distributions is strictly larger than the class of phase-type (PH) distributions, where \(\alpha\) and \(T\) can be seen as a probability vector and a sub-intensity matrix of a transient Markov chain \((J_t)_{t \geq 0}\). The density of the life time of this chain \(J\) started according to \(\alpha\) coincides with \(f_T\). In this case we write \(T \sim \text{PH}(\alpha, T)\). As mentioned before, a much better approximation of a positive deterministic number can be achieved using ME distributions as compared to Erlang or any other PH distribution for a fixed number of dimensions \(p\), see [20].

1.2. Lévy processes. Consider a Lévy process \((X_t)_{t \geq 0}\), that is, a process with stationary and independent increments. We assume that \(X\) is a spectrally-negative Lévy process, meaning that \(X\) has no positive jumps and its paths are not non-increasing a.s. Such a process
is characterized by the Lévy-Khintchine formula providing an expression for the Laplace exponent \( \psi(\theta) \):

\[
\mathbb{E} e^{\theta X_t} = e^{\psi(\theta)t}, \quad \psi(\theta) = \frac{1}{2} \sigma^2 \theta^2 + \gamma \theta + \int_{-\infty}^{\theta} \left( e^{\theta x} - 1 - \theta x 1_{|x|<1} \right) \nu(dx)
\]

with \( \Re(\theta) \geq 0 \) and parameters \( \gamma \in \mathbb{R}, \sigma \geq 0, \nu(dx) \), where the latter is a measure satisfying \( \int_{-\infty}^{\theta} (x^2 + 1) \nu(dx) < \infty \).

Define the running supremum \( \overline{X}_t = \sup_{s \leq t} X_s \) and analogously the running infimum \( \underline{X}_t = \inf_{s \leq t} X_s \) for \( t \geq 0 \). The first passage times are denoted by

\[
\tau_x^\pm = \inf\{ t \geq 0 : \pm X_t > \pm x \}, \quad x \geq 0.
\]

In some cases we start the Lévy process at \( x \neq 0 \) and then we write \( \mathbb{P}_x \) and \( \mathbb{E}_x \) to signify the starting value.

2. The toolkit

2.1. The basic idea. We start with a simple observation which is fundamental for this work. Let \( X_{[0,t]} = (X_s)_{s \in [0,t]} \) for \( t > 0 \) denote a restriction of the path of \( X \) to the time interval \([0,t]\). One may think of sending the path at time \( t \) to some isolated absorbing state. For an independent exponential random variable \( \epsilon_q \) of rate \( q > 0 \) and an arbitrary (measurable) non-negative functional \( \phi \) there is the identity:

\[
g(q) := \mathbb{E}\phi(X_{[0,\epsilon_q]}) = q \int_0^\infty e^{-qs} \mathbb{E}\phi(X_{[0,s]}) ds,
\]

which is essentially the Laplace transform of \( \mathbb{E}\phi(X_{[0,t]}) \) in time variable. Importantly, for a one-sided Lévy process \( X \) and a variety of functionals \( \phi \), this expression is explicit (often in terms of the scale function defined below), see [6] and references therein for a long list of formulas. The main reason is that killing at \( \epsilon_q \), by the memory-less property, preserves stationarity and independence of increments.

Letting \( T \sim \text{ME}(\alpha, T, t) \) be independent of \( X \) we get a similar matrix-form expression:

\[
\mathbb{E}\phi(X_{[0,T]}) = \alpha \left( \int_0^\infty e^{Ts} \mathbb{E}\phi(X_{[0,s]}) ds \right) t.
\]

Laplace transforms are analytic in their region of convergence, so the function in (1) is analytic for \( q \in \mathbb{C}_+ = \{ z \in \mathbb{C} : \Re(z) > 0 \} \). Since the eigenvalues of \( -T \) are all in \( \mathbb{C}_+ \), [12], we may then apply \( g \) to the matrix \( -T \), as we next explain in Section 2.2, to obtain

\[
\mathbb{E}\phi(X_{[0,T]}) = \alpha g(-T)(-T)^{-1}t = \alpha g(-T)l,
\]

where \( l = (-T)^{-1}t \) is \( 1 \) for a canonical representation. The main difficulty is to analytically continue the formula corresponding to \( g(q) \) to the half plane \( \mathbb{C}_+ \), and to establish some important properties of the involved components.

Furthermore, we allow \( T \) to be a defective ME in the sense that the total mass \( \mathbb{P}(T \in [0,\infty)) = \alpha t \in (0,1) \) may be strictly less than 1. It is still true that the eigenvalues of \( -T \) are in \( \mathbb{C}_+ \). The basic example is \( T = \widehat{T} - \delta \mathbb{I} \) for some \( \delta > 0 \) and a non-defective \( \widehat{T} \sim \text{ME}(\alpha, \widehat{T}, t) \), which allows to incorporate discounting into the formula:

\[
\mathbb{E}\phi(X_{[0,T]}) = \alpha \left( \int_0^\infty e^{-\delta s} e^{\widehat{T}s} \mathbb{E}\phi(X_{[0,s]}) ds \right) t = \mathbb{E}(e^{-\delta \widehat{T}} \phi(X_{[0,T]})).
\]

Here we have independent exponential killing of rate \( \delta > 0 \), whereas in phase-type setting it is natural to consider phase-dependent killing allowing to weigh time spent in each phase.
Lemma 1. Let $M \in \mathbb{C}^{p \times p}$ be a matrix and $f, g$ two analytic functions on their respective domains. Under the condition on eigenvalues belonging to the respective domain we have

- $f(M)$ commutes with $g(M)$,
- the eigenvalues of $f(M)$ are given by $f$ applied to the eigenvalues of $M$,
- $f(M) + g(M) = (f + g)(M)$ and $f(M)g(M) = (fg)(M)$,
- $f(g(M)) = (f \circ g)(M)$,
- for a power series $f(z) = \sum_{k=0}^{\infty} a_k z^k$ convergent on some domain it holds that $f(M) = \sum_{k=0}^{\infty} a_k M^k$,
- for a $\sigma$-finite measure $\mu$ and $f(z) = \int_{0}^{\infty} e^{zt} \mu(dt)$ convergent on some domain it holds that $f(M) = \int_{0}^{\infty} e^{Mt} \mu(dt)$.

The classic example of a matrix exponential is, of course, consistent with this theory.

2.2. Matrix calculus. For a function $f : \mathbb{C} \mapsto \mathbb{C}$ analytic on some open connected domain $D \subset \mathbb{C}$ and a matrix $M \in \mathbb{C}^{p \times p}$ with eigenvalues in $D$ it is standard to define $f(M)$ via Cauchy’s integral formula

$$f(M) = \frac{1}{2\pi i} \oint \gamma f(z)(zI - M)^{-1} dz,$$

where the closed simple curve $\gamma \in D$ contains the eigenvalues of $M$ in its interior [18]. An equivalent definition of $f(M)$ proceeds via the Jordan canonical form of $M$. In particular, in the diagonalizable case $M = P \text{diag}_k(\lambda_k) P^{-1}$ we have $f(M) = P \text{diag}_k(f(\lambda_k)) P^{-1}$. In fact, both definitions can be given without requiring $D$ to be connected. In the following we mostly work with the domain $\mathbb{C}_+$ and the matrix $-T$, where $T$ is an ME generator. For convenience we state some basic calculus rules, see [18, Ch. 1].

Lemma 1. Let $M \in \mathbb{C}^{p \times p}$ be a matrix and $f, g$ two analytic functions on their respective domains. Under the condition on eigenvalues belonging to the respective domain we have

- $f(M)$ commutes with $g(M)$,
- the eigenvalues of $f(M)$ are given by $f$ applied to the eigenvalues of $M$,
- $f(M) + g(M) = (f + g)(M)$ and $f(M)g(M) = (fg)(M)$,
- $f(g(M)) = (f \circ g)(M)$,
- for a power series $f(z) = \sum_{k=0}^{\infty} a_k z^k$ convergent on some domain it holds that $f(M) = \sum_{k=0}^{\infty} a_k M^k$,
- for a $\sigma$-finite measure $\mu$ and $f(z) = \int_{0}^{\infty} e^{zt} \mu(dt)$ convergent on some domain it holds that $f(M) = \int_{0}^{\infty} e^{Mt} \mu(dt)$.

The classic example of a matrix exponential is, of course, consistent with this theory.

2.3. The diagonalizable case and relation to an inversion method. Here we assume that $T$ is diagonalizable:

$$-T = P \text{diag}_k(\lambda_k) P^{-1},$$

where $\lambda_k \in \mathbb{C}_+$ are the eigenvalues of $-T$. Hence the ME($\alpha, T, t$) density $f(x)$ is a sum of exponential terms:

$$f(x) = \alpha P \text{diag}_k(e^{-\lambda_k x}) P^{-1} t = \sum_{k=1}^{p} c_k e^{-\lambda_k x}.$$

It is easy to see that every such density corresponds to some ME representation with a diagonalizable exponent matrix. According to (2) we then have

$$E\phi(X_{[0,T]}) = \alpha P \text{diag}_k(g(\lambda_k)/\lambda_k) P^{-1} t = \sum_{k=1}^{p} c_k \frac{g(\lambda_k)}{\lambda_k}.$$

Here again it is necessary to have a formula for $g$ analytically continued to $\mathbb{C}_+$, and this requires proving some basic properties of the involved terms.
Taking an ME distribution concentrated around some deterministic value, say 1, we may obtain an approximation of $\mathbb{E}\phi(X_{[0,1)})$. In [20] one particular family of such distributions was explored. They provided an efficient numerical procedure for determining the respective parameters $(c_k, -\lambda_k)$ in (4), and published online a list of such parameters up to the order $p = 1000$. As demonstrated by [19] this leads to a general procedure for numerical inversion of Laplace transforms.

The diagonalizable case may initially seem much simpler. With the right perspective and tools, however, the general case is not more difficult as we demonstrate below. Nevertheless the diagonalizable case is convenient for numerics and in some other special situations, see also Section 7.2.

3. The supremum and first passage

The first passage process is crucial to the analysis of fluctuations of $X$. By the strong Markov property of $X$ and absence of positive jumps we see that $(\tau_x^+ + x)_{x \geq 0}$ is a (possibly killed) subordinator, that is a Lévy process with non-decreasing paths a.s. Here we also use the well known fact $\tau_0^+ = 0$ a.s. Let $\Phi(-q)$ be its Laplace exponent:

$$\mathbb{P}(\tau_x^+ < e_q) = \mathbb{E}e^{-q\tau_x^+} = e^{-\Phi(q)x}, \quad x \geq 0, q > 0.$$  

It has the following Lévy-Khintchine representation:

$$\Phi(q) = \overline{q} + \overline{d}q - \int_0^\infty (e^{-qx} - 1)\nu(dx), \quad q \in \mathbb{C}_+,$$

where the parameters satisfy $\overline{q}, \overline{d} \geq 0, \int_0^\infty (1 \wedge x)\nu(dx) < \infty$. Note that the class of functions with such a representation coincides with the class of Bernstein functions [31, Thm. 3.2], and it is closely related to completely monotone functions. The parameters can be identified from the basic fact that $\Phi(q)$ is the unique positive solution of $\psi(\cdot) = q$ for $q > 0$ [9, Sec. VII].

The above Lévy-Khintchine representation of $\Phi(q)$ is analytic on $\mathbb{C}_+$ and hence we may apply it to a matrix $-T$ with eigenvalues in $\mathbb{C}_+$ to get

$$\Phi(-T) = \overline{q}I - \overline{d}T - \int_0^\infty (e^{Tx} - I)\nu(dx).$$

Here we use Lemma 1 and its slightly generalized version in regard to the integral. Now we can easily apply the basic idea in (2) to the functional $\phi(X_{[0,t)}) = 1_{\{\tau_x^+ < t\}}$ to get an explicit formula for $\mathbb{P}(\tau_x^+ < T)$ with an independent $T \sim \text{ME}((\alpha, T, t)$. In fact, quite a bit more can be said. In this regard we state the following Lemma which is proven in Appendix.

Lemma 2. For any $q \in \mathbb{C}_+$ it holds that $\Phi(q) \in \mathbb{C}_+$ and $\psi(\Phi(q)) = q$. Moreover, for $\theta \in \mathbb{C}_+$ with $\psi(\theta) \in \mathbb{C}_+$ it must be that $\Phi(\psi(\theta)) = \theta$. In particular, $\Phi(q)$ is the unique solution of $\psi(\cdot) = q$ in $\mathbb{C}_+$ for any $q \in \mathbb{C}_+$.

This result can also be useful when directly considering the diagonalizable case in (4). We are now ready to prove our main result concerning the supremum and first passage time for an ME time-horizon.

Theorem 3. Let $T \sim \text{ME}(\alpha, T, t)$ be independent of $X$. Then

$$\mathbb{P}(\overline{X}_T > x) = \mathbb{P}(\tau_x^+ < T) = \alpha e^{-\Phi(-T)x}l, \quad x \geq 0,$$

which amounts to

$$\overline{X}_T \sim \text{ME}(\alpha, -\Phi(-T), \Phi(-T)l).$$
Moreover, \( \Phi(-T) \in \mathbb{R}^{p \times p} \) given in (6) solves the equation \( \psi(\cdot) = -T \), and it is the unique solution among \( \mathbb{C}^{p \times p} \) matrices with eigenvalues in \( \mathbb{C}_+ \).

**Proof.** The equivalence between the probabilities is standard and follows form the fact that \( X \) does not jump at \( T \) a.s. The formula follows from (2) and the representation \( \mathbb{P}(\tau^+_x < e_q) \) of the transform, see (5). Differentiate to obtain the ME density of \( \overline{X}_T \) and thereby the stated ME representation.

From Lemma 2 we see that the eigenvalues of \( \Phi(-T) \) are all in \( \mathbb{C}_+ \) and according to Lemma 1

\[
\psi(\Phi(-T)) = \psi \circ \Phi(-T) = -T.
\]

Finally, we prove uniqueness by considering a \( p \times p \) matrix \( M \) with eigenvalues in \( \mathbb{C}_+ \) such that \( \psi(M) = -T \). Apply \( \Phi \) to get \( \Phi \circ \psi(M) = \Phi(-T) \), and so it is left to note that \( \Phi(\psi(\theta)) = \theta \) for some neighborhoods of the eigenvalues of \( M \), see also [18, Thm. 1.14]. \( \square \)

The case \( T \sim PH(\alpha, T) \) is well understood, as it can be analyzed in the framework of a Markov additive processes. Consider the Markov chain \( (J_{\tau^+_x} + x) \geq 0 \) formed by tracking the original phase at first passage times, and let \( G \) be its subintensity matrix. It is now immediate that the supremum \( \overline{X}_T \) is \( PH(\alpha, G) \). The following representation of \( G \) implied by Theorem 3 seems to be new.

**Corollary 4.** For \( T \sim PH(\alpha, T) \) the intensity matrix of the Markov chain \( (J_{\tau^+_x} + x) \geq 0 \) is given by \( G = -\Phi(-T) \).

**Proof.** It is well known that \( G \) is the unique solution of \( \psi(-G) = -T \) among \( p \times p \) matrices with eigenvalues in \( \mathbb{C}_+ \), see e.g. [14, Thm. 2] and also [21, Thm. 4.14] allowing for phase-dependent killing rates and not imposing irreducibility requirements. Now Theorem 3 shows that \( G = -\Phi(-T) \). \( \square \)

The fact that \( -\Phi(-T) \) is a sub-intensity matrix of some Markov chain also follows from the general theory for Bernstein functions in [31, 7].

### 4. The Scale Function and Two-Sided Exit

The so-called scale function \( W_q : [0, \infty) \mapsto [0, \infty) \) defined for all killing rates \( q \geq 0 \) plays a fundamental role in the fluctuation theory of one-sided Lévy processes. It is the unique continuous, non-decreasing function identified by its transform

\[
\int_0^\infty e^{-\theta x} W_q(x) dx = 1/(\psi(\theta) - q), \quad \theta > \Phi(q),
\]

see [9, Thm. VII.8]. The scale function is strictly positive for \( x > 0 \) and it solves the basic two-sided exit problem:

\[
\mathbb{E}(e^{-q\tau^+_x}; \tau^{-}_y < \tau^+_x) = W_q(y)/W_q(x+y), \quad x, y \geq 0, x + y > 0.
\]

It is well known that for any \( x \geq 0 \) the function \( q \mapsto W_q(x) \) may be analytically continued to \( q \in \mathbb{C} \) via the identity

\[
W_q(x) = \sum_{k \geq 0} q^k W_0^{*(k+1)}(x),
\]

where \( W_0^{*(k+1)} \) is the \( (k+1) \)-th convolution of \( W_0 \), see [11, 24] or [25, Sec. 3.3]. Furthermore, the transform (7) is still true for any \( q \in \mathbb{C} \) and all \( \theta > \Phi(|q|) \). The following Lemma extends
a basic property of the scale function to \( q \in \mathbb{C}_+ \), see Appendix for the proof. This result is not true for \( q \) with \( \Re(q) < 0 \) and, in fact, the zeros for negative \( q \) have been employed in [11].

**Lemma 5.** It holds that \( W_q(x) \neq 0 \) for all \( x > 0 \) and all \( q \in \mathbb{C}_+ \).

According to (9) we define

\[
W_{-T}(x) = \sum_{k \geq 0} (-T)^k W_0^*(k+1)(x), \quad x \geq 0
\]

for any square matrix \(-T\). In order to claim invertibility of \( W_{-T}(x) \) we must assume that the eigenvalues of \(-T\) are in \( \mathbb{C}_+ \). The above theory extends to the ME-time horizon in the following way.

**Theorem 6.** For a square matrix \(-T\) with eigenvalues in \( \mathbb{C}_+ \) the matrix-valued function \( W_{-T} : [0, \infty) \to \mathbb{R}^{p \times p} \) in (10) is continuous, invertible for positive arguments, and is uniquely determined by the transform

\[
\int_0^\infty e^{-\theta x} W_{-T}(x)dx = (\psi(\theta)I + T)^{-1}, \quad \theta > \Phi(\rho_T),
\]

where \( \rho_T \) is the spectral radius of \( T \).

Moreover, for \( T \sim ME(\alpha, T, t) \) independent of \( X \) there is the identity:

\[
P(\tau^+_x < \tau^-_y \wedge T) = \alpha W_{-T}(y)W_{-T}(x+y)^{-1}I, \quad x, y \geq 0, x + y > 0.
\]

**Proof.** Continuity in \( x \) readily follows from the power series representation of \( W_{-T}(x) \) and the dominated convergence theorem. It also yields the transform expression via Fubini’s theorem (cf. [25, Sec. 3.3])

\[
\sum_{k \geq 0} (-T)^k \int_0^\infty e^{-\theta x} W_0^*(k+1)(x)dx = \sum_{k \geq 0} (-T)^k/\psi(\theta)^{k+1}
\]

\[
= (I + T/\psi(\theta))^{-1}/\psi(\theta) = (\psi(\theta)I + T)^{-1},
\]

when \( \psi(\theta), \theta > 0 \) exceeds \( \rho_T \) which is equivalent to \( \theta > \Phi(\rho_T) \). Uniqueness is established by viewing this transform as a matrix of transforms of continuous (not necessarily positive) functions [33, Ch. II].

Invertibility of \( W_{-T}(x), x > 0 \) is an immediate consequence of Lemma 5 and Lemma 1. Finally, we rewrite (8) as \( P(\tau^+_x < \tau^-_y \wedge e_q) \) and apply (2) using the matrix calculus from Lemma 1. \( \square \)

The matrices \( W_{-T}(x) \) and \( W_{-T}(y) \) commute for any \( x, y \geq 0 \) and so the order of matrix multiplication \( W_{-T}(y)W_{-T}(x+y)^{-1} \) is arbitrary. Unlike the classical case, the matrix \( W_{-T}(x) \) does not need to have positive entries, see Section 8

**Remark 7.** Theorem 6 readily implies an expression for the transform \( \mathbb{E}(e^{-\delta \tau^+_x}; \tau^+_x < \tau^-_y \wedge T), \delta \geq 0 \) and it is only required to take the ME distribution of \( T \wedge e_\delta \) for an independent exponential random variable \( e_\delta \).

Finally, for \( T \sim PH(\alpha, T) \) the matrix valued function \( W_{-T}(x) \) coincides with the matrix valued scale function of the Markov additive process \((X_t, J_t)\), where \( J \) is an independent Markov chain defining the PH distribution, see [23]. This can be easily seen by comparing the transforms.
5. The second scale function and further identities

The Skorokhod reflection of $X$ at 0 starting from an arbitrary $x \geq 0$ is defined by

$$Y_t = X_t + R_t, \quad R_t = -(0 \wedge X_t),$$

where the non-decreasing process $R$ is often called a regulator. The first passage time of the reflected processes is denoted by

$$\eta_a = \inf\{t \geq 0 : Y_t > a\}.$$

Then the second scale function $Z_q(\theta, x)$, and three (closely related) basic identities are given by

$$Z_q(\theta, x) = e^{\theta x} \left( 1 - (\psi(\theta) - q) \int_0^x e^{-\theta y}W_q(y)dy \right) \neq 0,$$

(11)

$$\mathbb{E}_x \left( e^{-\theta \eta_a - \theta R_{\eta_a}} \right) = Z_q(\theta, x)/Z_q(\theta, a),$$

$$\mathbb{E}_x \left( e^{-\theta \tau^-_0 + \theta X^-_{\tau^-_0} ; \tau^-_0 < \tau_a^+} \right) = Z_q(\theta, x) - W_q(x)Z_q(\theta, a)/W_q(a),$$

$$\mathbb{E}_x \left( e^{-\theta \tau^-_0 + \theta X^-_{\tau^-_0} ; \tau^-_0 < \infty} \right) = Z_q(\theta, x) - W_q(x)\psi(\theta) - q \theta - \Phi(q),$$

for all $q, \theta, a \geq 0$ and $x \in [0, a]$, see [23, Thm. 2], [6], [25, Eq. (58)]. The last identity for $\theta = \Phi(q)$ is interpreted in the limiting sense.

**Lemma 8.** For any $x \geq 0$ and $\theta \in \mathbb{C}, \Re(\theta) \geq 0$ the function $q \mapsto Z_q(\theta, x)$ is analytic. It is non-zero for $q \in \mathbb{C}_+$.  

This result and our usual arguments based on (2) lead to the following extension of the above formulas.

**Theorem 9.** For a square matrix $-T$ with eigenvalues in $\mathbb{C}_+$ the matrix function

$$Z_{-T}(\theta, x) = e^{\theta x} \left( \mathbf{I} - (\psi(\theta)\mathbf{I} + T) \int_0^x e^{-\theta y}W_{-T}(y)dy \right), \quad x \geq 0, \Re(\theta) \geq 0$$

is continuous and invertible. Moreover, for $T \sim ME(\alpha, T, t)$ independent of $X$, there are the identities

$$\mathbb{E}_x \left( e^{-\theta R_{\eta_a} ; \eta_a < T} \right) = \alpha Z_{-T}(\theta, x)Z_{-T}(\theta, a)^{-1}l,$$

$$\mathbb{E}_x \left( e^{\theta X^-_{\tau^-_0} ; \tau^-_0 < \tau_a^+ \wedge T} \right) = \alpha \left( Z_{-T}(\theta, x) - W_{-T}(x)Z_{-T}(\theta, a)W_{-T}(a)^{-1}\right)l,$$

$$\mathbb{E}_x \left( e^{\theta X^-_{\tau^-_0} ; \tau^-_0 < T} \right) = \alpha \left( Z_{-T}(\theta, x) - W_{-T}(x)(\psi(\theta)\mathbf{I} + T)(\theta\mathbf{I} - \Phi(-T))^{-1}\right)l$$

for all $\theta, a \geq 0$ and $x \in [0, a]$, and in the last identity $\theta$ is such that the inverse is well-defined.

Furthermore, we may also obtain the distribution of $X$ with reflecting/terminating barriers at an independent $ME$ time. For example, $\mathbb{P}(X_T \in dx, T < \tau^-_a \wedge \tau_b^+) \frac{d\alpha(x)}{dx}$ has a density

$$u_{\tau^-_a, \tau_b^+}(x) = \alpha \left( W_{-T}(a)W_{-T}(a + b)^{-1}W_{-T}(b - x) - W_{-T}(-x) \right) l,$$

where $W_{-T}(\cdot)$ is a zero matrix for negative arguments, see, e.g., [11, Thm. 1] for the case of exponential killing.
6. The Wiener-Hopf factorization

6.1. The general case. The Wiener-Hopf factorization [9, Thm. VI.5] holds for a general Lévy process \(X\), not necessarily one-sided. It states that \(X_{e_q}\) is independent of \(X_{e_q} - X\) for an exponential random variable \(e_q\) of rate \(q > 0\) independent of \(X\). Furthermore, by time reversal the two quantities are equal in law to \(X_{e_q} - X\) and \(-X_{e_q}\), respectively. For an ME-horizon we have a vector factorization:

**Proposition 10.** Let \(T \sim ME(\alpha, T, t)\) be independent of a general Lévy process \(X\). Then for Borel sets \(A, B \subset [0, \infty)\) we have

\[
\mathbb{P}(X_T \in A, X_T - X \in B) = \mathbb{P}(X_T - X, -X \in B) = \alpha \int_0^\infty e^{Tt} \mathbb{P}(\bar{X}_t \in A)dt \cdot \int_0^\infty e^{Tt} \mathbb{P}(-X_t \in B)dt(-T)t,
\]

where both terms are finite vector-valued signed measures.

**Proof.** Just note that

\[
\int_0^\infty e^{-qt} \mathbb{P}(X_t \in A, X_t - X \in B)dt = \int_0^\infty e^{-qt} \mathbb{P}(\bar{X}_t \in A)dt \cdot q \int_0^\infty e^{-qt} \mathbb{P}(-X_t \in B)dt,
\]

extend this identity to \(q \in \mathbb{C}_+\) and apply the functions on both sides to \(-T\) using Lemma 1. By conditioning on \(T\) we get the result. Countable additivity and finiteness of each term is easy to see. \(\square\)

6.2. The factors in spectrally-negative case. In the case of a spectrally-negative Lévy process \(X\) both terms in Proposition 10 can be written in a more explicit form. Recall that \(X_{e_q}\) is exponential of rate \(\Phi(q)\), whereas the law of \(-X_{e_q}\) is given by

\[
\mathbb{P}(-X_{e_q} \leq x) = q \left( \frac{1}{\Phi(q)} W_q(x) - \int_0^x W_q(y)dy \right), \quad x \geq 0,
\]

see [11, Eq. (8)].

**Proposition 11.** For a square matrix \(-T\) with eigenvalues in \(\mathbb{C}_+\) we have

\[
\int_0^\infty e^{Tt} \mathbb{P}(X_t \geq x)dt = (-T)^{-1} e^{-\Phi(q)x}, \quad x \geq 0,
\]

\[
\int_0^\infty e^{Tt} \mathbb{P}(-X_t \leq x)dt = \Phi(-T)^{-1} W_{-T}(x) - \int_0^x W_{-T}(y)dy, \quad x \geq 0.
\]

**Proof.** The first statement follows by applying \(q \int_0^\infty e^{-qt} \mathbb{P}(X_t \geq x)dt = e^{-\Phi(q)x}\) to \(-T\). We get the second from the above representation of \(\mathbb{P}(-X_{e_q} \leq x)\). Recall that the function \(q \mapsto \int_0^x W_q(y)dy\) has been discussed in Section 5. \(\square\)

Note that the above expression can be written in terms of \(Z_{-T}\) using the obvious identity

\[
\int_0^x W_{-T}(y)dy = (Z_{-T}(0, x) - I)(-T)^{-1}.
\]

Let us mention that the known bivariate transform [9, Thm. VII.4] can also be easily extended:

\[
\mathbb{E}e^{-uX_T - v(X_T - X)} = \alpha (uI + \Phi(-T))^{-1} (vI - \Phi(-T)) (\psi(v)I + T)^{-1} t
\]

for \(u, v \geq 0\) such that the latter inverse is well-defined.
6.3. On the derivative of the scale function. It is well known that \( W_q(x), q \geq 0 \) is differentiable in \( x \) apart from countably many points with the right derivative well-defined for all \( x \geq 0 \). Furthermore, \( W_q(0) = c \)

\[
(12) \quad c = 1/d \text{ if } X \text{ is a b.v. process with linear drift } d > 0, \text{ and } c = 0 \text{ otherwise.}
\]

By convention we choose the right derivative \( W_q'(x) = \partial_+ W_q(x) \) and note that \( W_q(dy) = W_q(y)dy + c\delta_0(dy), y \geq 0 \). The following basic result is proven in Appendix.

**Lemma 12.** For any \( q \in \mathbb{C}, x \geq 0 \) it holds that

\[
W_q'(x) = \partial_+ \sum_{k \geq 0} q^k W_0^{*\{k+1\}}(x) = \sum_{k \geq 0} q^k \partial_+ W_0^{*\{k+1\}}(x),
\]

and the series is absolutely convergent.

Thus we may define \( W_q'(T)(x) \in \mathbb{R}^{p \times p} \) and using the bounds in the proof of Lemma 12 we readily find that

\[
W_q'(T)(x) = \sum_{k \geq 0} (-T)^k \partial_+ W_0^{*\{k+1\}}(x) = \partial_+(W_q(T)(x)).
\]

Finally, we obtain

\[
W_q(T)(x) = cI + \int_0^x W_q'(T)(y)dy, \quad x \geq 0,
\]

which in combination with Proposition 10 and Proposition 11 gives

\[
(13) \quad \mathbb{P}(X_T \in dx, X_T - X_T \in dy) = \mathbb{P}(X_T-X_T \in dx, -X_T \in dy)
\]

\[
= \alpha e^{-\Phi(-T)x}dx \times \left( cI\delta_0(dy) + (W_q'(T)(y) - \Phi(-T)W_q(T)(y))dy \right) t
\]

for \( x, y \geq 0 \) and \( c \) defined in (12).

6.4. An application to financial mathematics. Exponentials of Lévy processes are used extensively in financial mathematics to model stock prices. They also appear in so-called unit–linked (or equity linked) life insurance models where an option is exercised upon death of an insured. In this context it is important that one can specify the distribution of the time horizon \( T \) in a general and tractable way. In [16] the time horizon \( T \) is assumed to have a density which is a linear combination (not necessarily being a mixture) of exponential densities, the class of which is dense in the class of distributions on the positive reals. In this way the classical Wiener–Hopf decomposition can be employed for each of the terms in the combination. They further assume that jumps (in both directions) are also combinations of exponentials, leading to a rational Lévy exponent. Below we provide a respective formula for an arbitrary ME time horizon \( T \) and a spectrally-negative Lévy process.

In financial mathematics context, the following identity is well known:

\[
e^u\mathbb{E}(e^{-u - e^{X_q}}) = Z_q(0, u) - \frac{q}{\Phi(q)} \frac{\Phi(q) - 1}{q - \psi(1)} Z_q(1, u), \quad q > 0, u \geq 0.
\]

see [26, Cor. 9.3] and references therein. One may also derive this identity in a few different ways using the above presented formulas in the classical setting of \( q > 0 \). Now we can extend this result to ME time horizon, where we also include the second Wiener-Hopf factor. The following result can be proven using (13) and other related ME formulas, but it is much easier to simply extend the desired formula from exponential to ME time.
Lemma 13. Let $\beta \in \mathbb{R}$ and consider $T \sim ME(\alpha, T, t)$ independent of $X$, such that the real parts of the eigenvalues of $-T$ exceed $\psi(\beta)$ when $\beta > \Phi(0)$. Then for $u \geq 0$ we have

$$
eq T \Phi(-T) - \beta I)^{-1}Z_{-T}(0, u)$$

assuming that $\psi(1)$ is not an eigenvalue of $-T$.

Proof. Recall that $E \exp \left( \beta (X_{e_q} - X_{e_q}) \right) = \Phi(q)/(\Phi(q) - \beta)$ assuming $\Phi(q) > \beta$. If $\beta \leq \Phi(0)$ then this condition is always satisfied, and otherwise it is equivalent to $q > \psi(\beta)$. Now for $T = e_q$ we have

$$e^uE\left( e^{-u} - e^{X_T} \right)^{\beta^T/\beta} = \alpha \left( \Phi(-T)(\Phi(-T) - \beta I)^{-1}Z_{-T}(0, u) \right)$$

In the case $\beta \leq \Phi(0)$ this identity readily extends to $q \in \mathbb{C}_+$ and the result follows from (2). Otherwise, the formula is true for $q \in \mathbb{C}_+$ such that $\Re(q) > \psi(\beta)$ and we may use (2) by assumption on the eigenvalues of $-T$. Finally, if $\Phi(-T)$ had an eigenvalue $\beta > \Phi(0)$ then $\psi(\beta)$ would be an eigenvalue of $-T$ according to $\psi(\Phi(-T)) = -T$. Thus $\Phi(-T) - I$ is invertible. 

\[\square\]

7. Examples

7.1. Strictly stable Lévy processes. A strictly stable (or self-similar) Lévy process, $(X_t)_{t \geq 0}$, is characterized by the property that $(X_{ct})_{t \geq 0}$ has the law of $(e^{1/\alpha} X_t)_{t \geq 0}$ for any $c > 0$ and some $\alpha > 0$, see [30, Ch. 3]. In the spectrally-negative case it must be that $\alpha \in (1, 2]$, where $\alpha = 2$ corresponds to a Brownian motion. If we (without real loss of generality) fix the scale parameter so that $\psi(1) = 1$, then we readily get

$$\psi(\theta) = \theta^\alpha, \quad \alpha \in (1, 2], \quad \theta \geq 0.$$ 

Such processes have received a great deal of attention in the literature, see, for example, [10, 8, 13].

Here we derive explicit formulas for the basic objects appearing in the above fluctuation identities. Firstly, $\Phi(q) = q^{1/\alpha}, q \geq 0$ and thus

$$\Phi(-T) = (-T)^{1/\alpha}.$$ 

The other formulas are based on the Mittag-Leffler function:

$$E_{\alpha, \beta}(z) = \sum_{n=0}^{\infty} \frac{z^n}{\Gamma(\alpha n + \beta)}, \quad \alpha, \beta > 0,$$

which is analytic for $z \in \mathbb{C}$. The scale function $W_q(x)$ is given in terms of the derivative of the Mittag-Leffler function [11]: $W_q(x) = \alpha x^{\alpha-1}E'_{\alpha, 1}(qx^\alpha), \quad q, x \geq 0$. Noting that

$$E'_{\alpha, 1}(z) = \sum_{n=1}^{\infty} \frac{n z^{n-1}}{\Gamma(1 + \alpha n)} = \sum_{n=1}^{\infty} \frac{n z^{n-1}}{\alpha n \Gamma(\alpha n)} = \alpha^{-1}E_{\alpha, \alpha}(z),$$

we arrive at the formula

$$W_{-T}(x) = \alpha x^{\alpha-1}E'_{\alpha, 1}(-x^\alpha T) = x^{\alpha-1}E_{\alpha, \alpha}(-x^\alpha T), \quad x \geq 0.$$
From the well known identity [17, Sec. 4.3] we then obtain
\[ W'_T(x) = x^{\alpha-2} E_{\alpha,\alpha-1}(-x^\alpha T) \]

Results concerning the second scale function are formulated in the following lemma.

**Lemma 14.** In the stable case there are the identities for \( x \geq 0 \)
\[ Z_{-T}(0, x) = \left( I + E_{\alpha,1}(-T x^\alpha) \right), \quad Z_{-T}(\theta, x) = \theta^{\alpha} \sum_{n=0}^{\infty} (-\theta^{-\alpha} T)^n \frac{\gamma(x \theta; \alpha n + \alpha)}{\Gamma(\alpha n + \alpha)}, \]

where \( \gamma(y; \beta) = \int_0^y x^{\beta-1} e^{-z} dz \) denotes the lower incomplete Gamma function.

**Proof.** We readily find that
\[ \int_0^x W_q(y) dy = E_{\alpha,1}(q x^\alpha)/q \]
leading to the first formula. For the second identity, simply write \( E_{\alpha,\alpha}(-x^\alpha T) \) in terms of its series expansion and interchange summation and integration, which can be justified by a dominated convergence argument. \( \square \)

### 7.2. The scale function in the case of ME jumps

Here we assume that the generator matrix is diagonalizable, see (3), which readily gives
\[ W_{-T}(x) = P \text{diag}_k(W_{\lambda_k}(x)) P^{-1}. \]
Thus it is sufficient to obtain \( W_q(x) \) for \( q \in C_+ \).

Assume that \( X \) has finite jump activity and the jump distribution is ME. In other words we consider a Cramér-Lundberg process with ME jumps possibly perturbed by an independent Brownian motion. The classical \((q \geq 0)\) scale function is explicit in this case, see [15, 25]. It is given in terms of the zeros of the rational function \( \psi(\theta) - q \). Importantly, this result readily extends to any \( q \in C \):
\[ W_q(x) = \sum_{z \in C: \psi(z) = q} \frac{1}{\psi'(z)} e^{zx}, \quad x \geq 0, \]
assuming that the roots are distinct. Indeed, its transform is \( \sum \frac{1}{\psi'(z_i)(\theta - z_i)} \) which is a partial fraction decomposition of \( 1/(\psi(\theta) - q) \). The case of non-distinct roots, which is a bit more cumbersome, is also analogous to the case \( q \geq 0 \).

### 8. Numerics

For the purpose of illustration we consider a strictly stable Lévy process \( X \) with \( \psi(\theta) = \theta^\alpha \) and \( \alpha = 1.5 \) as discussed in Section 7.1, and an ME density
\[ f_T(x) = \frac{17}{9} e^{-x} \cos^2(2x), \quad x \geq 0. \]
This is a genuine matrix exponential distribution which is not of phase–type. A (canonical) representation is given by
\[ \alpha = \left( -\frac{8}{9}, -\frac{34}{9}, \frac{17}{3} \right), \quad T = \begin{pmatrix} 0 & -17 & 17 \\ 3 & 2 & -6 \\ 2 & 2 & -5 \end{pmatrix}, \]
and the eigenvalues for \( T \) are \(-1, -1 \pm 4i\). Some paths of \( X \) and the ME density \( f_T \) are depicted in Figure 1.

Our numerical experiments are carried out in R language. All the implemented formulas are checked against simulations, where the process \( X \) is sampled on the grid with step size 0.001. The time horizon \( T \) is simulated by inversion which uses a numerical root finding routine. The number of sampled paths is set to 3000. Note that there is both a systematic error due to sampling on the grid and a Monte Carlo error.
Firstly, we compute

\[ \Phi(-T) = (-T)^{1/\alpha} = \begin{pmatrix} 1.13 & 9.79 & -10.46 \\ -1.49 & 1.64 & 0.74 \\ -0.99 & 0.42 & 1.49 \end{pmatrix}. \]

Secondly, the scale function \( W_{-T}(x) \) is implemented using diagonalization and the standard Mittag-Leffler function, see Section 7.1. We provide its entries in Figure 2. Observe that these need not be positive or monotone. Note also that one may expect numerical issues for larger argument values, and so it may be useful to rewrite certain formulas in terms of a normalized version \( e^{-\Phi(-T)x}W_{-T}(x) \).

Having the basic constituents \( \Phi(-T) \) and \( W_{-T}(x) \), we may now illustrate our formulas. The one- and two-sided first passage probabilities, \( \mathbb{P}(\tau^+_T < T) \) and \( \mathbb{P}(\tau^+_T < \tau^+_{T-1} \wedge T) \), obtained using Theorem 3 and Theorem 6 are presented in Figure 3 (Left). For comparison, we also provide simulated values of these probabilities, and note that these are rather close to the exact values obtained from our formulas.

Next, we consider the density of \( -X_T \) which can be easily obtained from (13). Its expression involves \( W'_{-T}(x) \) and we refer to Section 7.1 for the corresponding formula. In Figure (Right) we plot this density over a histogram of simulated values of \( -X_T \). Again we observe an agreement between the exact formula and simulations.

9. ME INTER-OBSERVATION TIMES: AN OPEN PROBLEM

An important application of the fluctuation theory for an exponential time horizon concerns risk processes observed at the epochs of an independent Poisson process, see [3] a references therein for a suite of identities. Generalization of these identities to the case when observation epochs form an independent renewal process with ME inter-arrival times is not straightforward, and requires further study. In the case of PH inter-arrivals one may resort to the existing theory for Markov additive process, which we now demonstrate. For an alternative approach in the case of Erlang interarrival times see [1].
Figure 2. The entries of the matrix-valued scale function $W_{-T}(x)$ and its modified version $e^{-\Phi(-T)x}W_{-T}(x)$; colors correspond to rows and the diagonal elements are in bold.

Figure 3. Left: probabilities $P(\tau^+_x < T)$ (blue) and $P(\tau^+_x < \tau^-_{x-1} \wedge T)$ (red) for $x \in [0,1]$; simulated values in dots. Right: histogram of $-X_T$ and its density in red; truncated to the interval $[0,1]$.

Let $(\hat{T}_i)_{i \geq 1}$ be the epochs of an independent renewal process with PH($\alpha, T$) inter-arrival times. Define the ruin time as $\hat{\tau}_0 = \inf\{\hat{T}_i : X_{\hat{T}_i} < 0\}$, which corresponds to the first observation of the process while it is negative. A slight adaptation of [2, Thm. 4.1] and its proof to the present setting yields the following result.
Proposition 15. For any $x \geq 0$ and PH($\alpha, T$) interarrival distribution there is the formula

$$\mathbb{P}(\tau_x^+ < \tilde{\tau}_0) = \alpha e^{-\Phi(-T)x} \left( I - \int_0^x W_{-T-\tau\alpha}(y) t\alpha e^{-\Phi(-T)y} dy \right)^{-1} 1.$$ 

Note that $-\Phi(-T)$ is the transition rate matrix of the first passage Markov chain for the model with termination according to the given PH distribution, see Corollary 4. Furthermore, $T + t\alpha$ is the transition rate matrix of the Markov chain representing the PH distribution which is restarted according to $\alpha$ upon termination. It corresponds to a recurrent Markov chain, and without real loss of generality we may assume it is irreducible. Thus $T + t\alpha$ has a single eigenvalue at 0. Nevertheless $W_{-T-\tau\alpha}(y)$ coincides with the scale matrix of our Markov additive process, which can be seen by comparing the transforms.

An extension of Proposition 15 to an arbitrary positive initial capital can be obtained from the strong Markov property of the associated Markov additive process. Furthermore, the limit $\mathbb{P}(\tilde{\tau}_0 = \infty)$ obtained by $x \to \infty$ has an explicit form in terms of a solution to a certain Sylvester equation, which is derived analogously to [2, Thm. 4.2]. It is an interesting open question on how to generalize the above result to ME inter-arrival times where a probabilistic interpretation is not readily available.

Appendix A. Remaining proofs

Proof of Lemma 2. The first statement is well known, and it readily follows from (5). For any $x > 0$ a standard application of optional stopping yields

$$\mathbb{E}e^{\theta X_{\tau^+_x \wedge t} - \psi(\theta)\tau^+_x \wedge t} = 1, \quad t, \theta > 0.$$ 

Noting that $X_{\tau^+_x \wedge t} \leq x$ we may extend this identity to all $\theta \in \mathbb{C}_+$. Next, we assume that $\psi(\theta) \in \mathbb{C}_+$ and let $t \to \infty$. But the dominated convergence we readily obtain

$$\mathbb{E}(e^{\theta x - \psi(\theta)\tau^+_x}; \tau^+_x < \infty) = \mathbb{E}e^{\theta x - \psi(\theta)\tau^+_x} = 1,$$

which is a standard identity but now extended to $\theta \in \mathbb{C}_+$ such that $\psi(\theta) \in \mathbb{C}_+$. But now

$$e^{-\theta x} = \mathbb{E}e^{-\psi(\theta)\tau^+_x} = e^{-\Phi(\psi(\theta))x}$$

according to 5 continued to $\mathbb{C}_+$. Thus indeed $\psi(\Phi(\theta)) = \theta$ and the uniqueness result is obvious. \qed

Proof of Lemma 5. For any $q, p \in \mathbb{C}$ and $x > 0$ there is the identity (see [28, Eg. (6)] for $q, p \geq 0$):

$$(q - p) \int_0^x W_p(x - y) W_q(y) dy = W_q(x) - W_p(x),$$

which readily follows by taking transforms of both sides in $x > 0$ and using (7). Here we apply Fubini on the left hand side and in that respect we note the bound $|W_q(x)| \leq W_{|q|}(x)$ which readily follows from (9). Moreover, for $y \in [0, x]$ and $q \in \mathbb{C}_+$ we also have

$$\mathbb{E}(e^{-\Phi_{x-y}; \tau^+_x < \tau^+_y}) W_q(x) = W_q(y)$$

obtained by analytic continuation. Thus if $W_q(y) = 0$ then $W_q(y) = 0$ for all $y \in [0, x]$, but then from the above formula we get $W_p(x) = 0$ for all $p \in \mathbb{C}$, contradicting the basic fact that $W_p(x) > 0$ for $p > 0$. \qed
Proof of Lemma 8. Use (9) to observe that
\[
\int_0^x e^{-\theta y} W_q(y)dy = \sum_{k \geq 0} q^k \int_0^x e^{-\theta y} W_0^{*(k+1)}(y)dy, \quad q \in \mathbb{C},
\]
where the series is absolutely convergent. Thus \( Z_q(\theta, x) \) can be analytically continued to \( q \in \mathbb{C} \).

The proof of \( Z_q(\theta, x) \neq 0 \) for \( q \in \mathbb{C}_+ \) follows the arguments in the proof of Lemma 5. Here we rely upon (11) and the identity
\[
(p - q) \int_0^a W_p(a - x) Z_q(x, \theta)dx = Z_p(a, \theta) - Z_q(a, \theta)
\]
extending [3, Lem. 4.1] to all \( p, q \in \mathbb{C} \).

\[\square\]

Proof of Lemma 12. Recall that \( W^{*k} \) is the \( k \)th convolution power of the non-decreasing, non-negative scale function \( W(x) = W_0(x) \); here we drop the subscript to simplify notation. We start by observing for any \( h > 0 \) that
\[
\frac{W^{*(k+1)}(x + h) - W^{*(k+1)}(x)}{h} = \frac{1}{h} \int_x^{x+h} W^{*k}(y)W(x + h - y)dy + \frac{1}{h} \int_0^x W^{*k}(y)(W(x + h - y) - W(x - y))dy.
\]

Note that \( W^{*k}(x), W(x) \) are non-decreasing functions of \( x \) and so the first term is upper bounded by \( W^{*k}(x + h)W(h) \). The second term is upper bounded by
\[
W^{*k}(x) \frac{1}{h} \int_0^x (W(x + h - y) - W(x - y))dy \leq W^{*k}(x) \frac{1}{h} \int_0^{x+h} W(y)dy \leq W^{*k}(x)W(x + h),
\]
where the first inequality is obtained by dropping out the term \(-\int_0^h W(y)dy\). But
\[
\sum_{k \geq 0} |q|^k (W^{*k}(x + h)W(h) + W^{*k}(x)W(x + h)) < C < \infty
\]
for all \( h \in (0, 1] \) and hence the dominated convergence theorem can be applied.

\[\square\]
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