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Abstract

Knowledge of forest biomass stocks and their development is important for implementing effective climate change mitigation measures. It is needed for studying the processes driving af-, re-, and deforestation and is a prerequisite for carbon-accounting. Remote sensing using airborne LiDAR can be used to measure vegetation biomass at large scale. We present deep learning systems for predicting wood volume, above-ground biomass (AGB), and subsequently carbon directly from 3D LiDAR point cloud data. We devise different neural network architectures for point cloud regression and evaluate them on remote sensing data of areas for which AGB estimates have been obtained from field measurements in a national forest inventory. Our adaptation of Minkowski convolutional neural networks for regression gave the best results. The deep neural networks produced significantly more accurate wood volume, AGB, and carbon estimates compared to state-of-the-art approaches operating on basic statistics of the point clouds, and we expect this finding to have a strong impact on LiDAR-based analyses of terrestrial ecosystem dynamics.

1 Introduction

Forests provide resilience to climatic disturbances [NDB+07] and refuge for wildlife. They host about 80% of the terrestrial biodiversity and are major pillars of water and carbon cycles [TMMMO9, AH11, HPM+13, CPB+06]. Forests, via photosynthesis, are consistent sinks of atmospheric CO₂ and have a higher rate of carbon storage than other ecosystems such as grasslands or agricultural lands [FTS+15, JHF17]. However, deforestation and forest degradation are causing much of this otherwise stored carbon to be released back into the atmosphere [LWMK19] highlighting the necessity to monitor the rapid changes of carbon stocks. A widely-used proxy for stored carbon is forest biomass [SM12]. Monitoring biomass dynamics is necessary for mitigation and adaptation measures against climate change due to the direct link to the global carbon cycle [Hou05]. Estimates of biomass is also needed to assess the resources available for the transition to green economy [LOH+11, KN17].

Above-ground biomass (AGB) measurements using remote sensing have been proved difficult to acquire accurately at high spatial resolution and at large scales [EKP+18, GAE+17]. These difficulties compromise effective mitigation strategies against long-term shifts in temperatures and weather patterns. Three different remote sensing techniques are currently applied to collect data used for AGB estimation: (1) synthetic aperture radar (SAR), (2) passive optical cameras,
and (3) light detection and ranging (LiDAR). In case of the latter, one can distinguish between spaceborne LiDAR, airborne laser scanning (ALS), and drone-based LiDAR. Biomass models derived from LiDAR data (regardless of the platform and range) usually prove a better performance than those derived from SAR or optical data [ZGD13]. Direct regressions of biomass using optical and SAR data tend to saturate with increasing AGB [MRMV15, SJSN15, MSW12]. Also, the quality of SAR data is very sensitive to differences in height (e.g., steep slopes or cliffs), while the quality of optical datasets is highly dependent on the absence of clouds in the region of interest [SJSN15]. Overall, LiDAR is a better-suited technology for monitoring the geometry over terrestrial ecosystems, mainly because: (a) it is an active sensor (it emits a light pulse that is sensed after reflection on the physical target) and (b) its laser characteristics (e.g., pulse wavelength) are more sensitive to slight differences in height and shape of vegetation. The state-of-the-art for predicting forest biomass from LiDAR point clouds is to voxelize the data (e.g., using $5 \times 5 \times 1$ m bins, where the vertical resolution is 1 m) and then to compute summarizing statistics of the point distribution along the vertical axis (e.g., maximum, median, and mean height) [LHC99, MDAML11, MNLRN18]. These statistical features then serve as inputs to linear or power regression models for predicting forest biomass.

This study brings forward deep learning systems for improving the assessment of forest biomass based on 3D remote sensing data. In particular, we propose to apply deep neural networks directly to the point clouds (see Figure 1) instead of relying on models being based on simple statistical features. Our main contributions are as follows:

1. We study deep learning on point clouds for regression. This is an almost unexplored learning setting, except for the estimation of geometric properties from point clouds (e.g., pose-estimation [GRY18, FVA21]). Furthermore, we consider data from airborne LiDAR (ALS), a technology with peculiarities [Nas09, GCC06] that produce more challenging point clouds than most standard benchmark data sets for 3D point cloud tasks. We adapted and compared three conceptually different deep neural network approaches [QSMG17, TQD19, CGS19] for regression, finding that the regression based on Minkowski convolutional neural networks [CGS19] gave the best results for our tasks.

2. We show that predicting wood volume and in particular AGB of forest areas using deep learning can lead to considerably more accurate estimates compared to state-of-the-art and currently employed approaches operating on high-level statistics of the point distri-

Figure 2: Measurement sites (Danish NFI plots). Color indicates how the data was split for training, validation, and testing (map background based on Open-StreetMap [Ope17]).
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butions. This may pave the path for a paradigm shift for LiDAR-based analyses of terrestrial ecosystem dynamics.

The following section introduces our data, which combines field-based measurements with ALS point clouds. Afterwards, in Section 3, we present three conceptually different deep learning architectures from the literature and summarize the changes made to adjust them for point cloud regression. Section 4 describes the experiments including the baseline algorithms and the data set preparation. The results are presented and discussed in a broader context in Section 5 before we conclude in Section 6.

2 Forest Data

This section sketches how field studies obtain biomass (and thereby carbon stocks) as well as wood volume estimates in a systematic way for monitoring forests.1 We also introduce the LiDAR data that are linked to these measurements.

Forest Inventory. The volume and biomass estimates used to train and evaluate our models stem from the Danish National Forest Inventory (NFI). The Danish NFI is based on a grid with cells of size $2 \times 2$ km covering the entire land surface of the country [NLJ16]. A plot composed of four circular subplots with a radius of 15 m, located in the corners of a $200 \times 200$ m square, is randomly placed within each grid cell. See Figure 2 for an overview of the

1In this study, we consider data collected for Denmark, but our approach should be applicable for other areas in the world as well.
measurement sites. The full set of plots is geographically partitioned into five spatially balanced interpenetrating panels [Kis98, McD03, OSE99, ZYTCS03]. Each year within a 5-year cycle, a different panel is measured, representing one fifth of the total set but representative of the entire country. Our data range from 2013 to 2017.

Each subplot is composed of three concentric circles with radii of 3.5 m, 10 m, and 15 m, respectively. Following standard procedures, a single caliper measurement of diameter is made at breast height ($d_{bh}$) (i.e., 1.3 m from the ground) for all trees in the 3.5 m circle. Trees with $d_{bh}$ larger than 10 cm are measured in the 10 m circle, and only trees with $d_{bh}$ larger than 40 cm are measured in the 15 m circle, see Figure 3 for an illustration. For a random sub-sample of 2-6 trees, further measurements of total height ($h$), crown height ($h_c$), age, and diameter at stump height ($d_s$) are obtained.

Based on the sub-sample measured for both $h$ and $d_{bh}$, models are developed for each species and growth region. These functions use the observed mean height and mean diameter on each subplot for creating localized regressions using the approach suggested by Sloboda et al. [SGM03]. For subplots where no height measurements are available, generalized regressions are developed based on a modified Näshlund-equation [Näs36, Joh99]. Subsequently, individual tree volume and biomass are estimated using species-specific models [NLMS17]. As the trees are measured in different concentric circles depending on their diameter, the growing stock volume and biomass on each subplot is estimated by scaling the individual tree estimate according to the circular area in which the tree has been measured.

In this study, we are interested in predicting the forest biomass and wood volume as well as the stored carbon, where the latter is considered to be a linear function of the biomass and was therefore not a separate regression target. Figure 4 shows the distribution of the regression targets in the test data set considered in our study. Throughout this article, biomass and carbon storage are measured in Mg (metric ton) per ha and volume in m$^3$ ha$^{-1}$.

**Point Cloud Data.** Airborne LiDAR point cloud data from across Denmark is publicly available from the Danish Agency for Data Supply and Efficiency. The average resolution of the point clouds is 4.5 points per m$^2$. Vertical and horizontal point accuracy is reported as root mean square error (RMSE), which is about 5 cm and 15 cm, respectively.

$$\text{RMSE}_v = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (y_i - \hat{y}_i)^2}$$

$$\text{RMSE}_h = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (x_i - \hat{x}_i)^2}$$

where $y_i$ and $x_i$ are the observed and predicted values, respectively, and $\hat{y}_i$ and $\hat{x}_i$ are the predicted values, respectively. From these data, the point clouds corresponding to the subplots studied in the NFI were extracted (see Figure 5). We acquired data ranging from 2014 to 2018. The average number of points per subplot is 11 684 with a standard deviation of 6743.81.

3 Deep Learning for Point Cloud Regression

From a mathematical perspective, a single point cloud can be represented via a set $P = \{x_1, \ldots, x_n\} \subset \mathbb{R}^N$, where $n_p$ is the number and $N$ the dimensionality of the points (typically, $N = 3$). Besides these coordinates, additional information is often provided for each point, such as color or intensity. These features paired with the points define the set

$$P = \{(x_1, f_1), \ldots, (x_{n_p}, f_{n_p})\} \subset \mathbb{R}^N \times \mathbb{R}^D$$

with $f_i \in \mathbb{R}^D$ containing the additional features. Such a point cloud is given for each instance (e.g., one subplot corresponds to one point cloud, see Figure 5). The point cloud sets typically have different cardinalities and are unordered. Accordingly, the output of a model should not depend on the order of the provided points, a property referred to as permutation invariance. Furthermore, the spatial structure of such point clouds can be highly irregular and the density of points is typically very sparse (these characteristics usually vary among different regions as well).

Compared to deep convolutional neural networks (CNNs) for standard 2D and 3D images, the research field of deep learning for point cloud data has yet to mature. There are several approaches for adapting neural networks for point cloud processing, differing...
among others in how they deal with the key questions of how to extend the concept of spatial convolutions to sparse point clouds. Most deep learning systems for point clouds are developed for segmentation and other classification tasks [HSL+17, CFG+15, WSK+15]. In this study, we focus on regression tasks. We adapt and compare three widely-used and conceptually different point cloud classification approaches for regression: the classic PointNet [QSMG17], the kernel point convolution (KPConv) [TQD+19], and a Minkowski CNN [CGS19].

In the following, we briefly review the different architectures and describe how we used them for regression. We extended the open-source library TorchPoints3D [CNHL20] to support regression and will contribute our networks to the library upon acceptance of this manuscript.

3.1 PointNet

The seminal PointNet is one of the first deep learning architectures developed for point clouds [QSMG17]. PointNet-type networks apply the same feature map to each input point. The feature map is defined by a shared (dense) neural network. The original architecture is based on the use of multiple such neural network blocks. In between these blocks, input/feature transformations are used to align the data via learnable transformation matrices. At the end, to facilitate a variable number of points and to achieve permutation invariance, a symmetric set function is applied, which can be simply a max-pooling operation. Two PointNet variants have been proposed in the seminal work to address classification and segmentation scenarios, respectively.

To adapt the architecture for regression, we adopted the classification PointNet architecture up to the global feature aggregation. We then replaced the subsequent two hidden fully-connected layers (output dimensionalities: 512-256) with three fully-connected layers (output dimensionalities: 512-256-128) and considered a final linear output layer.

3.2 KPConv

The kernel point convolution [TQD+19] extends standard discrete convolution to the domain of point clouds. Kernel point convolutions consider, for a given input point \( \mathbf{x} \in \mathbb{R}^N \), a local neighborhood along with points called kernel points that are used to define a convolution operator. More precisely, the convolution of \( \mathcal{F} \) by a kernel \( g \) at a point \( \mathbf{x} \in \mathbb{R}^N \) is defined via

\[
(\mathcal{F} \ast g)(\mathbf{x}) = \sum_{(\mathbf{x}_i, \mathbf{f}_i) \in \mathcal{N}_x} g(\mathbf{x}_i - \mathbf{x})f_i.
\]

Here \( \mathcal{N}_x = \{(\mathbf{x}_i, f_i) \in \mathcal{P}_x \mid \|\mathbf{x}_i - \mathbf{x}\| \leq r\} \), where \( r \in \mathbb{R}^+ \) is a hyper-parameter defining the domain \( \mathcal{B}^N_r = \{\mathbf{y} \in \mathbb{R}^N \mid \|\mathbf{y}\| \leq r\} \) of the kernel \( g \). The kernel \( g \) is based on a set \( \{\mathbf{x}_1, \ldots, \mathbf{x}_K\} \subset \mathcal{B}^N_r \) of \( K \) kernel points, where each kernel point \( \mathbf{x}_k \) has an associated weight matrix \( W_k \in \mathbb{R}^{D_{in} \times D_{out}} \), which maps a feature vector \( \mathbf{f} \in \mathbb{R}^{D_{in}} \) to a new feature vector \( \mathbf{f}' \in \mathbb{R}^{D_{out}} \) (for the first such convolution layer, we have \( D_{in} = D \)). One option for the kernel \( g : \)
where \( h = \max(0, 1 - \frac{\|y - \bar{x}_k\|}{\rho}) \) and \( \sigma \in \mathbb{R}^+ \) is a user-defined model parameter \([TQD+19]\). Thus, the kernel yields a weighted sum of weight matrices and each kernel is parameterized by its own kernel points and the corresponding weight matrices. The weight matrices are learnt similarly to the coefficients of convolution operators in standard CNNs. The kernel points can either also be learned (“deformable”) or can be fixed (“rigid”) systematically around the center of \( B^N \) \([TQD+19]\). Pooling operations are realized via creating a 3D grid in which all points in a cell are aggregated (see Section 3.3).

We adapt the KPConv architecture proposed for classification (KP-CNN) to utilize it for regression. KP-CNN follows the structure of ResNet, thus modifying it for regression was straightforward and was achieved by changing the output layer to have the identity as activation function. We resorted to fixed kernel points as deformable ones did perform better on our dataset.

### 3.3 Minkowski Convolutional Neural Network

A straightforward approach to process point clouds is to voxelize the points to a 3D image (with \( D \) channels) and to apply a standard 3D convolutional neural network (CNN) to the resulting image. This requires binning, but while a coarse binning may discard important information, a fine-grained binning can render the computations intractable. However, the points are typically very sparse in 3D space. This leads to keeping a sparse representation and applying spatially sparse 3D convolutions, which basically operate only in areas where points exist \([Gra15, GEVDM18]\). A state-of-the-art implementation of sparse convolutions for 3D point clouds is given by the Minkowski Engine, an auto-differentiation library, which allows to efficiently implement standard architectures, such as ResNet with 3D convolutions \([CGS19]\).

Both the Minkowski and KPConv architectures progressively downsample the point cloud based on a 3D grid via pooling operations. The initial grid size is only bound to the horizontal and vertical accuracy of the point data, which can result in a grid that might be too fine to be processed efficiently. Therefore, it is crucial to set the initial grid size according to the data and task. The subsequent pooling steps are then based on this initial size and work similarly to standard 2D pooling operations. Once a grid is created, a voxel-based approach, such as Minkowski CNNs, aggregates all voxels within a grid cell to a new voxel. In contrast, KPConv takes the mean of the position of all points within a cell to form a new point. By doubling the size of the grid cells in each subsampling/pooling layer, the number of points/voxels is incrementally reduced, which corresponds to increasing the receptive field size. The features associated with each new point can be obtained, for example, via max-pooling (applied to the feature vectors of the pooled points) or by applying the chosen convolution operator.

Using the Minkowski Engine library, we build a 3D version of SENet50 \([HSS18]\) for regression, see Figure 6. To that end, we replaced 2D convolutions with their 3D equivalent. The stride of the initial convolution of SENet was changed from 2 to 1 in order to avoid early loss of information. We also replaced Rectified Linear Unit (ReLU) activation functions with Exponential Linear Units (ELU) \([CUC16]\). Finally, the output layer was changed to fit the number of target variables and does not apply a non-linear activation.
4 Experiments

The estimation of biomass based on point cloud data has, so far, been based on simple models operating on statistical features derived from the point clouds. In this section, we describe our experimental comparison of the three neural network architectures described in Section 3 with a previously used power regression approach as well as linear regression and random forest models using precomputed features as baselines.

4.1 Data

We considered the dataset described in Section 2. Several preprocessing steps were conducted for both the deep neural networks (operating on the point clouds) as well as for the baselines that operate on simple statistical features. We describe these steps below as well as the statistical features used for the baselines.

4.1.1 Preprocessing

The forest data from the NFI include four error flags. The first error flag indicates whether there are trees visible in the point cloud that do not belong to the field-based measurements, while the second error flag marks whether any non-forest objects—such as land-lines or buildings—are part of the point cloud. We chose not to exclude these data since a method that directly works with the point cloud should detect irrelevant parts by itself, meaning that some previously excluded data should now be usable. The third error flag signals if the biomass was harvested in-between biomass measurements and airborne point cloud acquisition. Finally, the last error flag indicates unreasonable values. Since the third and fourth error flags are intractable, we excluded the marked samples accordingly.

In addition, we removed all samples with no points above 1.3 m as this is the minimal height considered for the biomass measurements. The remaining set consisted of $M = 6101$ individual point clouds, each being labelled with a corresponding biomass measurement as explained in Section 2. The biomass and wood volume were measured at different times than the collection of point clouds. To ensure that both data sources fit to another, we only considered point clouds that were within one year of the biomass measurement for our validation and test set. For training, we did consider larger temporal gaps (up to nine years) and added the time interval in years as a feature. Since some sites were measured multiple times, we kept measurements from the same site together in either training, validation, or test split (i.e., no site/plot considered during training or for validation occurred in the test set).

Finally, to train, validate and test all the models, we split the data as follows: the training set contained 3232 samples with a time interval of more than one year and 1039 samples with an even longer time interval (i.e., 4271 training samples in total). The validation set consisted of 919 and the test sets of 911 samples with a maximum distance of one year between paired point cloud and biomass measurements.

4.1.2 Point Cloud Feature Extraction

The baselines considered, which are used for biomass estimation, rely on precomputed features from the height distribution in accordance with Nord-Larsen et al. [NLRNO17]: mean height, height standard deviation, coefficient of variation, skewness, kurtosis, percentiles of the height distribution ($5^{th}$, $10^{th}$, $25^{th}$, $50^{th}$, $75^{th}$, $90^{th}$, $95^{th}$, $99^{th}$), and the interception ratio (IR), which is the fraction of points above one meter compared to all first returns. For each point cloud sample, these features except IR were computed twice, once for all points and once only for the points 1 m above ground.

The laser pulses from LiDAR hit objects at different heights above ground. Each pulse leads to one or several reflections received by the sensor, which are grouped in returns. The first return may come from the highest treetops and the last return from the ground. Complex surfaces may produce several returns, while from a flat surface only one return would be expected. Up to five returns were recorded for each measurement in our dataset, but we only considered the first returns for computing the features as done by Magnussen et al. [MNLRN18]. This gave better results in preliminary experiments than using all returns (in contrast, the deep learning methods simply use all returns). Overall, $d = 28$ statistical features were extracted per point cloud sample.

4.2 Experimental Setup

We conducted a detailed comparison of all methods for predicting AGB (and thereby above-ground carbon) and wood volume. We used the root-mean-square-error (RMSE), the coefficient of determination $R^2$, and the mean absolute percentage error (MAPE) as evaluation metrics, in accordance with the related literature.

4.2.1 Linear and Power Regression

The first two baselines are based on linear regression and power regression models. For the linear regression models, all the $d$ features were used as explanatory variables. The multivariate power regression can

---

3. Keeping these samples would have simply reduced the errors, because they could have been handled by a simple rule that predicts zero if the maximum height is below 1.3 m.
be regarded as the state-of-the-art for predicting AGB, above-ground carbon, and tree volume from the point cloud features [MNLRN18]. Following Magnussen et al. [MNLRN18] study, we fitted models of the form

\[ y = w_1 \cdot z_{\text{mean AG}} \cdot z_{50}^{\text{AG}} \cdot IR^{w_4} \]  
(4)

for each quantity of interest. Here, \( z_{\text{mean AG}} \) is the mean height of the points one meter above ground, \( z_{50}^{\text{AG}} \) is the 95th percentile of the height distribution of point one meter above ground, and IR is the inception ratio. For each model, the parameters \( w_1, \ldots, w_4 \in \mathbb{R} \) were set to the optimal least-squares estimates.

4.2.2 Random Forest

We trained random forest (RF) models with 5000 trees [Bre01] and resorted to the popular Scikit-Learn implementation [PVG+11]. The out-of-bag (OOB) error was used to tune the RF hyper-parameters. We considered \( \{0, 1, 0.2, \ldots, 1\} \) for the ratio of features to consider at every split, \( \{0.1, 0.2, \ldots, 1\} \) for the ratio of samples to consider for each tree, \( \{5, 6, \ldots, 20, \infty\} \) for the maximum tree depth, and \( \{1, 2, 4, \ldots, 16\} \) for the minimum number of samples required at each leaf node. The best model used 90% of the features at every split, 20% of the training data for each tree, had a maximum depth of 11, and required a minimum number of 6 samples at each leaf node.

4.2.3 Neural Networks

Three different neural network architectures were applied: the proposed regression versions of PointNet, KPConv, and a 3D version of SENet50 [BSS18] build with the Minkowski Engine. All code was written in Python and PyTorch [PGM+19]. The positions of the input points are given in world coordinates. We centered the \( x \)- and \( y \)-coordinates for each subplot individually and scaled them by dividing by 15 m so that they lie within \([-1, 1]\). Since the ground points are already set to 0, centering the \( z \)-axis was not necessary.

We tuned the initial grid size of KPConv and the Minkowski model by gradually decreasing it (meaning increasing the spatial resolution) until no improvement could be seen on the validation set. Both architectures worked best with the initial grid size set to 0.025.

To increase diversity in the training set, several augmentations were considered. First, a random rotation around the \( z \)-axis was applied. We did not consider rotating the \( x \)- and \( y \)-axis since a tilt would result in unrealistic samples (e.g., change of growth direction). Thereafter, random dropout of points with a dropout rate of 20% in the 50% of all samples was applied, which increases variety and simulates changes in point density. Finally, each dimension of the point position was shifted by adding a small random value drawn from a zero-mean truncated Gaussian distribution with variance 0.001 and support \([-0.05, 0.05]\).

In addition to the coordinates of the points, we also provided our model with supplementary features. For each point, we appended the total number of returns of the laser pulse as well as the return of the point (see Section 4.1.2) and its height, since it is an important part of feature extraction methods. As global feature, we attached the time interval between NFI measurement and point cloud retrieval. This accumulates to a total of four additional features.

We employed the AdamW [LH19] optimizer with weight decay set to 0.01. The initial learning rate was 0.001, which was adapted according to the cosine annealing schedule with warm restarts (\( T_0 = 10 \), \( T_{\text{mult}} = 2 \) [LH17]) for 310 epochs. The batch size was 32 and the smooth L1 function [Gir15] was used as training loss. These hyper-parameter configurations were chosen based on the highest \( R^2 \) score on the validation set.

<table>
<thead>
<tr>
<th>target</th>
<th>model</th>
<th>( R^2 )</th>
<th>RMSE</th>
<th>MAPE</th>
</tr>
</thead>
<tbody>
<tr>
<td>AGB</td>
<td>lin. model</td>
<td>0.757</td>
<td>49.882</td>
<td>577.777</td>
</tr>
<tr>
<td></td>
<td>power model</td>
<td>0.761</td>
<td>49.521</td>
<td>309.575</td>
</tr>
<tr>
<td></td>
<td>RF</td>
<td>0.751</td>
<td>50.470</td>
<td>990.243</td>
</tr>
<tr>
<td></td>
<td>PointNet</td>
<td>0.805</td>
<td>44.673</td>
<td>544.333</td>
</tr>
<tr>
<td></td>
<td>KPConv</td>
<td>0.812</td>
<td>43.895</td>
<td>292.490</td>
</tr>
<tr>
<td></td>
<td>Minkowski</td>
<td>\textbf{0.826}</td>
<td>\textbf{42.250}</td>
<td>\textbf{106.797}</td>
</tr>
</tbody>
</table>

Table 1: Comparison of methods showing the \( R^2 \) score, RMSE, and MAPE on the test set. The \( R^2 \) and MAPE for biomass are the same as for carbon. Note that we excluded 0 biomass measurements from MAPE to avoid numerical issues. Best results are highlighted.

5 Results and Discussion

An overview of our results is given in Table 1 showing the RMSE, \( R^2 \), and MAPE for the different algorithms on the test set, which was not used for model development. Overall, the Minkowski model achieved the best results with an \( R^2 \) of 0.826 for biomass (and carbon storage) and an \( R^2 \) of 0.823 for wood volume. The corresponding RMSEs were 42.25 Mg ha\(^{-1}\) and 80.323 m\(^3\) ha\(^{-1}\), respectively.
The RF performed the worst. The better performance of the linear regression with an $R^2$ of 0.757 for biomass and 0.760 for wood volume, indicates that the calculated features are indeed linearly correlated with the targets. The power regression model based on [MNLRN18] reaches $R^2$ values of 0.761 and 0.763 for biomass and tree volume, respectively, that is, the deep learning approach clearly improved over the state-of-the-art method. All three point cloud based methods outperformed the models based on the precomputed features, justifying that the networks indeed utilized additional information from the point clouds. The MAPE, which was not an optimization criterion, shows the largest differences between the methods, which are mainly due to errors related to small target values.

The national forest inventory data offers the fraction of conifer and broadleaf for each site, which we used to analyze the performance at different fractions in Figure 7. Interestingly, KPConv performs better than the Minkowski model for conifer fraction interval (0, 33] and 100. Again, the high MAPE for the methods based on the precomputed features is noticeable, in particular when a mono culture is analyzed. In general, mono cultures turned out to be more difficult than mixed forests w.r.t. MAPE and forests with conifer trees exhibit a lower RMSE.

Figure 8 illustrates residual plots and error distribution of biomass and wood volume, respectively. The spread of errors increases with magnitude of the target variables. While low values are more overestimated, high values tend to be more underestimated. Comparing the dis-
tribution of errors of the assessed models, one can see that the KPConv and Minkowski model display generally lower spread of errors.

Quantitative comparison to other studies. Caution is warranted when comparing our prediction accuracy with in other studies. Reported errors of ALS-based prediction models for AGB range from 17 to 40 Mg C ha\(^{-1}\) in the tropics [AHM+11], and this error is comparable to estimates reported in other regions as well [LCH+02]. It is reassuring that we achieve error rates at the lower end of this spectrum. However, it is important to stress that is not uncommon that the indicators documented in these studies measure the error on the training data set as a goodness of fit index (e.g., in [LHC+99] the \(R^2\) for AGB drops from 80\% down to 33\% when the model is applied to a different data set). The training errors of our models are even lower then the test set results in Table 1 (see Table A.1 in the supplementary material).

It has been found that the errors of ALS-based carbon stock estimates decrease with increasing the spatial resolution [MDAML11, FSMM16]. It has been hypothesized that the RMSE of the standard methods scales with the inverse square root of the study area [MDAML11] (e.g., in [MDAML11], the RMSE of the estimated density decreased from 63.2 to 6.5 Mg C ha\(^{-1}\) when the spatial resolution is increased from 0.04 to 6.25 ha). Our study areas are of size \(a = 15^2 \cdot \pi \cdot 10^{-4}\) ha \(\approx 0.07\) ha.

Simply applying the formula by [MDAML11] would predict a \(1 - 1/\sqrt{a} = 1 - \sqrt{a} \approx 73\%\) lower RMSE (5.362 Mg C ha\(^{-1}\) for the Minkowski model) at 1 ha resolution. The residual shown in Figure 8 indeed suggest that our errors would average out if several subplots were combined in the error computation.

6 Conclusions

Reducing the uncertainty of biomass stocks contained in forests is important for understanding the global carbon budget and how it circulates between land and the atmosphere [ZGD13] (e.g., the estimates can be used to calibrate coupled climate-carbon cycle models). More precise knowledge of forest biomass development is needed to calibrate coupled climate-carbon cycle models. This, in turn, is a requisite for achieving the United Nations Strategic Plan for Forests under the Paris agreement UN 2021; UN 2017; IPCC 2018).

This study brings forward deep learning systems for predicting above-ground biomass, wood volume, and carbon storage in forests directly from LiDAR point clouds. We modified existing neural network architectures for classification to perform regression and evaluated them on a unique data set combining field measurements and airborne LiDAR data. Our adaptation of Minkowski CNNs gave the best results. This approach uses an efficient implementation of 3D convolutions for sparse data. That is, it basically relies on the same operations as CNNs for standard 2D and 3D image processing in contrast to the other methods we evaluated.

We achieved high accuracies, considerably better than the state-of-the-art approach operating on basic statistics of the point clouds. The coefficient of determination \(R^2\) for above-ground biomass and stored carbon exceeded 0.83 on a test set not considered in the modelling process. These encouraging results may be the first step towards a paradigm shift in the methodology for analyzing LiDAR data for terrestrial ecosystem analysis.
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A Supplementary Material

In the following, we will give more results as well as notes on how to reproduce these results.

A.1 Additional Results

We present the results on the training and validation set in Table A.1 and A.2, respectively. Note that the extracted features models (lin. model, power model, and RF) were also trained on the validation set, while our point cloud regression models were not. Still, the models directly working on the point cloud data produced better results.

The errors for changing fractions of conifer and broadleaf trees for wood volume are shown in Figure A.1. Results are similar to the ones concerning biomass (see Figure 7). Further, the residual and error distribution plots for the lin., RF, and PointNet models are shown in Figure A.2. It seems underpredictions in the RF model for higher biomass contributed most to its sub-par performance.

In Figure A.3 we show more subplots with particularly low or high values for above-ground biomass. For example, the first two subplots have low AGB with 1.79 and 1.33 Mg ha$^{-1}$, which is reflected by the sparse vegetation in the point cloud. This is difficult to capture with commonly used statistics derived from point cloud data, and therefore models based on these features (e.g., RF, lin., and power model) overestimated. Interestingly, PointNet also overestimate values due to the employed global aggregation without intermediate downsampling steps (similar to global feature extraction). The third example in Figure A.3 exhibits a high AGB value with 417.60 Mg ha$^{-1}$ and the point cloud shows a densely populated and natural broadleaf forest. Again, this is difficult to estimate since the derived statistics do not offer information about individual biomass contributions and thus most methods underestimate them. The fourth subplots biomass is 245.89 Mg ha$^{-1}$ from a conifer forest and the predictions align well with the target. We also give a visualization of the plots and subplots in Figure A.4 (as described in Section 2).
Figure A.1: Errors for different fractions of conifer and broadleaf trees for wood volume. The columns show $R^2$, RMSE, and MAPE.

Figure A.2: Residual (left side) and error distribution (right side) plots of the test performance for the lin. regression, RF, and the PointNet model. The first row shows errors for biomass and the second for wood volume.
Figure A.3: More examples of subplots in each row with three perspectives: isometric front, top, and side view. Each subplots caption contains the measured and estimated biomass in Mg ha$^{-1}$. 

(a) Target: 1.79; Minkowski: 1.59; KPConv: 3.16; PointNet: 10.17; RF: 8.70, lin. model: 10.42; power model: 11.31

(b) Target: 0.86; Minkowski: 1.00; KPConv: 3.99; PointNet: 11.31; RF: 7.00, lin. model: 8.09; power model: 9.94

(c) Target: 417.60; Minkowski: 345.71; KPConv: 381.54; PointNet: 298.25; RF: 285.75, lin. model: 272.74; power model: 270.98

(d) Target: 245.90; Minkowski: 212.94; KPConv: 273.01; PointNet: 195.50; RF: 216.13, lin. model: 212.38; power model: 217.86

Figure A.3: More examples of subplots in each row with three perspectives: isometric front, top, and side view. Each subplots caption contains the measured and estimated biomass in Mg ha$^{-1}$. 
Figure A.4: One plot sample from a 2 × 2 km area as described in Section 2. Each plot usually contains four point cloud subplots in a 200 × 200 m square. All LiDAR subplots have a diameter of 30 m and their own biomass as well as wood volume measurements.
Table A.1: Comparison of methods showing the $R^2$ score, RMSE, and MAPE on the train set. The $R^2$ and MAPE for biomass are the same as for carbon. Note that we excluded 0 biomass measurements from MAPE to avoid numerical issues. Best results are highlighted.

<table>
<thead>
<tr>
<th>target</th>
<th>model</th>
<th>$R^2$</th>
<th>RMSE</th>
<th>MAPE</th>
</tr>
</thead>
<tbody>
<tr>
<td>AGB</td>
<td>lin. model</td>
<td>0.712</td>
<td>55.473</td>
<td>793.650</td>
</tr>
<tr>
<td></td>
<td>power model</td>
<td>0.700</td>
<td>56.633</td>
<td>635.976</td>
</tr>
<tr>
<td></td>
<td>RF</td>
<td>0.759</td>
<td>50.733</td>
<td>581.331</td>
</tr>
<tr>
<td></td>
<td>PointNet</td>
<td>0.779</td>
<td>48.626</td>
<td>574.688</td>
</tr>
<tr>
<td></td>
<td>KPConv</td>
<td>0.833</td>
<td>42.297</td>
<td>288.671</td>
</tr>
<tr>
<td>Minkowski</td>
<td></td>
<td>0.823</td>
<td>43.557</td>
<td>143.766</td>
</tr>
<tr>
<td>volume</td>
<td>lin. model</td>
<td>0.716</td>
<td>103.515</td>
<td>192.794</td>
</tr>
<tr>
<td></td>
<td>power model</td>
<td>0.703</td>
<td>105.835</td>
<td>187.629</td>
</tr>
<tr>
<td></td>
<td>RF</td>
<td>0.765</td>
<td>94.117</td>
<td>162.380</td>
</tr>
<tr>
<td></td>
<td>PointNet</td>
<td>0.780</td>
<td>91.042</td>
<td>145.557</td>
</tr>
<tr>
<td></td>
<td>KPConv</td>
<td>0.832</td>
<td>79.697</td>
<td>81.628</td>
</tr>
<tr>
<td>Minkowski</td>
<td></td>
<td>0.823</td>
<td>81.739</td>
<td>62.348</td>
</tr>
</tbody>
</table>

Note that the deep learning models did not train on this data directly but the feature extraction methods did.

Table A.2: Comparison of methods showing the $R^2$ score, RMSE, and MAPE on the validation set. The $R^2$ and MAPE for biomass are the same as for carbon. Note that we excluded 0 biomass measurements from MAPE to avoid numerical issues. Best results are highlighted. Note that the deep learning models did not train on this data directly but the feature extraction methods did.

<table>
<thead>
<tr>
<th>target</th>
<th>model</th>
<th>$R^2$</th>
<th>RMSE</th>
<th>MAPE</th>
</tr>
</thead>
<tbody>
<tr>
<td>AGB</td>
<td>lin. model</td>
<td>0.736</td>
<td>54.368</td>
<td>412.068</td>
</tr>
<tr>
<td></td>
<td>power model</td>
<td>0.739</td>
<td>54.005</td>
<td>334.801</td>
</tr>
<tr>
<td></td>
<td>RF</td>
<td>0.775</td>
<td>50.123</td>
<td>422.567</td>
</tr>
<tr>
<td></td>
<td>PointNet</td>
<td>0.776</td>
<td>50.034</td>
<td>374.804</td>
</tr>
<tr>
<td></td>
<td>KPConv</td>
<td>0.786</td>
<td>48.975</td>
<td>309.796</td>
</tr>
<tr>
<td>Minkowski</td>
<td></td>
<td>0.805</td>
<td>46.654</td>
<td>113.969</td>
</tr>
<tr>
<td>volume</td>
<td>lin. model</td>
<td>0.764</td>
<td>95.053</td>
<td>117.857</td>
</tr>
<tr>
<td></td>
<td>power model</td>
<td>0.766</td>
<td>94.631</td>
<td>111.389</td>
</tr>
<tr>
<td></td>
<td>RF</td>
<td>0.801</td>
<td>87.395</td>
<td>115.147</td>
</tr>
<tr>
<td></td>
<td>PointNet</td>
<td>0.804</td>
<td>86.719</td>
<td>104.459</td>
</tr>
<tr>
<td></td>
<td>KPConv</td>
<td>0.812</td>
<td>84.860</td>
<td>78.257</td>
</tr>
<tr>
<td>Minkowski</td>
<td></td>
<td>0.823</td>
<td>82.463</td>
<td>60.135</td>
</tr>
</tbody>
</table>