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Abstract
Monotonicity properties of the ratio
\[ \log \frac{f(x + a_1) \cdots f(x + a_n)}{f(x + b_1) \cdots f(x + b_n)}, \]
where \( f \) is an entire function are investigated. Earlier results for Euler’s gamma function and other entire functions of genus 1 are generalised to entire functions of genus \( p \) with negative zeros. Derivatives of order comparable to \( p \) of the expression above are related to generalised Stieltjes functions of order \( p + 1 \). Our results are applied to the Barnes multiple gamma functions. We also show how recent results on the behaviour of Euler’s gamma function on vertical lines can be sharpened and generalised to functions of higher genus. Finally a connection to the so-called Prouhet-Tarry-Escott problem is described.
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1 Introduction and results

We revisit monotonicity properties of ratios of gamma functions and more generally entire functions of finite genus with translated variables. In 1986, Ismail and Bustoz showed that the function
\[ x \mapsto \frac{\Gamma(x) \Gamma(x + a + b)}{\Gamma(x + a) \Gamma(x + b)}, \quad x > 0 \quad (1) \]
is logarithmically completely monotonic for any \(a, b > 0\) (see [4]). Later results involve ratios of the form
\[
x \mapsto \frac{\Gamma(x + a_1) \cdots \Gamma(x + a_n)}{\Gamma(x + b_1) \cdots \Gamma(x + b_n)}, \quad x > 0
\]
as well as situations where the number of factors in the numerator and denominator differ, and also with weighted variables (e.g. \(x + a_j\) replaced by \(A_j x + a_j\) and similarly for \(x + b_j\)). See e.g. [3], [5] and [7].

Recently the logarithm of the function in (1) was shown to be a so-called generalised Stieltjes function of order 2, and hence also logarithmically completely monotonic (see [2]). The purpose of this paper is to obtain similar results for sequences \((a_1, \ldots, a_n)\) and \((b_1, \ldots, b_n)\) in the framework of entire functions of finite genus having only real and non-positive zeros.

A completely monotonic function \(\varphi\) is a \(C^\infty\)-function defined on \((0, \infty)\) such that \((-1)^n \varphi^{(n)}(x) > 0\) for all \(n = 0, 1, \ldots\) and all \(x > 0\). These functions are characterised via Bernstein’s theorem as the Laplace transforms of positive measures. A logarithmically completely monotonic function is a positive function \(\varphi\) for which \(- (\log \varphi)’\) is completely monotonic. These functions are also completely monotonic and can be characterised as those completely monotonic functions for which any \(n\)th root is also completely monotonic. For background on these functions see e.g. [11] and [12]. A function \(f\) defined on \((0, \infty)\) is called a generalised Stieltjes function of order \(\lambda\) if it admits the representation
\[
f(x) = \int_0^\infty \frac{d\mu(t)}{(t + x)^\lambda} + c, \quad x > 0,
\]
for some positive measure \(\mu\) making the integral converge and for some \(c \geq 0\). It is known, and easy to verify, that a function is a generalised Stieltjes function of order \(\lambda\) if and only if it is the Laplace transform of \(t^{\lambda-1} \varphi(t)\), where \(\varphi\) is completely monotonic.

Denote by \(\mathcal{E}_p\) the class of real entire functions of genus \(p\) with only real and non-positive zeros, and with \(f(x) > 0\) for \(x > 0\). For a function \(f \in \mathcal{E}_p\) we arrange its zeros \(-\lambda_k\) such that \(0 \leq \lambda_1 \leq \lambda_2 \leq \cdots\), and notice
\[
\sum_{k=r+1}^\infty \lambda_k^{-p-1} < \infty,
\]
where \(r\) is the order of its possible zero at the origin. The function admits the Hadamard representation
\[
f(z) = e^{q(z)} P(z),
\]
where \(q\) is a (real) polynomial of degree at most \(p\), and
\[
P(z) = z^r \prod_{k=r+1}^\infty \left(1 + z/\lambda_k\right) e^{-z/\lambda_k + \cdots + (-1)^p z^p/\lambda_k^p}.
\]
The Laplace representation of the derivative $(-1)^p (\log f)^{(p+1)}$ can be expressed as

$$(-1)^p (\log f)^{(p+1)}(z) = \int_0^\infty e^{-sz}s^p h(s)ds, \quad \Re z > 0, \quad (2)$$

where

$$h(s) = \sum_{k=1}^\infty e^{-\lambda_k s}. \quad (3)$$

(See e.g. [9, Proposition 2.1].)

We shall study ratios of products of the form

$$W_f(x) = \prod_{k=1}^n f(x + a_k) \prod_{k=1}^n f(x + b_k), \quad (4)$$

for $f \in \mathcal{E}_p$. The numbers $a_1, \ldots, a_n$ and $b_1, \ldots, b_n$ are non-negative and (without loss of generality) we assume $a_1 \leq \cdots \leq a_n$ and $b_1 \leq \cdots \leq b_n$.

We shall define two functions in terms of these two sequences, namely

$$g(s) = \frac{1}{s^2} \sum_{k=1}^n \left( e^{-sa_k} - e^{-sb_k} \right), \quad (5)$$

$$\rho(t) = \sum_{k=1}^n (t - a_k) \mathbb{1}_{[a_k, \infty)}(t) - \sum_{k=1}^n (t - b_k) \mathbb{1}_{[b_k, \infty)}(t). \quad (6)$$

Here, $\mathbb{1}_S$ denotes the indicator function of $S$. It turns out that monotonicity properties of $W_f$ are related with properties of the functions $g$ and $\rho$. Furthermore $g$ is completely monotonic if and only if $\rho$ is non-negative, and this holds if and only if

$$\sum_{k=1}^m a_k \leq \sum_{k=1}^m b_k, \quad \text{for all } m \in \{1, \ldots, n\}. \quad (7)$$

See Lemma 2.2. We say that $\mathbf{b}$ is a weak supermajorisation of $\mathbf{a}$ and denote it by $\mathbf{b} \prec_w \mathbf{a}$ if (7) holds.

Our main results deal with generalised Stieltjes functions and weak supermajorisation, and they are proved in Section 2. There we also describe how one may in some situations obtain a generalised Stieltjes function without assuming weak supermajorisation. We consider the behaviour on vertical lines in Section 3 and show in particular how monotonicity results for Euler’s gamma function on vertical lines in the complex plane can be obtained as corollaries of Theorems 1.1 and 1.2. In Section 4 we describe a connection with the so-called Prouhet-Tarry-Escott Problem.

To ease notation we denote by $\partial_z$ the usual derivative with respect to $z$. 
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Theorem 1.1. The function \((-1)^{p-1} \partial_z^p \log W_f(z)\) has the representation

\[
(-1)^{p-1} \partial_z^p \log W_f(z) = \int_0^\infty e^{-sz} s^{p+1} h(s) g(s) \, ds = \Gamma(p+2) \int_0^\infty \frac{\phi(t) \, dt}{(z+t)^{p+2}},
\]

where \(h\) is defined in (3), \(g\) in (5) and

\[
\phi(t) = \sum_{m=1}^\infty \rho(t - \lambda_m),
\]

\(\rho\) being defined in (6).

Moreover, if \(b \prec_w a\), the function \((-1)^{p-1} \partial_z^p \log W_f(z)\) is a generalised Stieltjes function of order \(p+2\).

Theorem 1.2. Suppose that \(p \geq 1\) and \(\sum_{k=1}^n a_k = \sum_{k=1}^n b_k\). Then,

\[
(-1)^p \partial_z^{p-1} \log W_f(z) = \int_0^\infty e^{-sz} s^p h(s) g(s) \, ds = \Gamma(p+1) \int_0^\infty \frac{\phi(t) \, dt}{(z+t)^{p+1}},
\]

where \(h\), \(g\) and \(\phi\) are as above.

Moreover, if \(b \prec_w a\), the function \((-1)^p \partial_z^{p-1} \log W_f(z)\) is a generalised Stieltjes function of order \(p+1\).

When \(p = 1\) and \(f\) is the reciprocal of Euler’s gamma function we obtain a generalization of [2, Proposition 4.1]. We remark that the representation in (12) implies that \(\partial_z^{p-1} \log W_f(z)\) tends to 0 as \(z\) tends to infinity along any ray different from the negative real line. In the case where \(f\) is the reciprocal of Euler’s gamma function, \(\log W_f(x)\) can, using Stirling’s series, be shown to tend to zero as \(x\) tends to infinity when the non-negative sequences \(a\) and \(b\) satisfy

\[
\sum_{j=1}^n a_j = \sum_{j=1}^n b_j.
\]

For a general function \(f\) in \(\mathcal{E}_1\), \(\log W_f(x)\) can be shown to tend to zero by using the representation of the so-called Pick-functions, see e.g. [2]. In case of higher genus there are asymptotic formulae for entire functions with non-positive zeros having a density (see [8]), but Stirling type series for general functions in \(\mathcal{E}_p\) are not known to us. In Lemma 2.4 we show how cancellation
between the sequences \(a\) and \(b\) allows us to obtain the limit behaviour of 
\(\log W_f\) and its derivatives for general \(f \in \mathcal{E}_p\).

If we assume that \(b \prec w a\), and both of the relations

\[
\sum_{k=1}^{n} a_k = \sum_{k=1}^{n} b_k, \quad \sum_{k=1}^{n} a_k^2 = \sum_{k=1}^{n} b_k^2
\]

hold then it turns out that \(a = b\), see Proposition 4.2. Hence, Theorem 1.2 does not give any information with these three assumptions. However, a primitive (up to a sign) of the function in Theorem 1.2 may also be a generalised Stieltjes function of order \(p+1\) under the assumption of non-negativity of a primitive of \(\rho\). This is the contents of the next result, extending Theorem 1.2.

**Theorem 1.3.** Suppose that \(p \geq 1\) and \(1 \leq \ell \leq p\). Let \(a\) and \(b\) satisfy

\[
\sum_{k=1}^{n} a_k^j = \sum_{k=1}^{n} b_k^j
\]

for all \(j\) with \(0 \leq j \leq \ell\). Then,

\[
(-1)^{p-\ell+1} \partial_{z}^{p-\ell} \log W_f(z) = \int_{0}^{\infty} e^{-sz} s^p h(s) \phi_\ell(s) ds \tag{13}
\]

\[
= \Gamma(p + 2) \int_{0}^{\infty} \frac{\phi_\ell(t) dt}{(z + t)^{p+1}}, \tag{14}
\]

where

\[
ge_\ell(s) = \sum_{k=1}^{n} e^{-sa_k} - \sum_{k=1}^{n} e^{-sb_k} \quad \text{and} \quad \phi_\ell(t) = \sum_{m=1}^{\infty} \rho_\ell(t - \lambda_m) \tag{15}
\]

and where

\[
\rho_\ell(t) = \sum_{k=1}^{n} (t - a_k)^\ell \mathbb{1}_{[a_k, \infty)}(t) - \sum_{k=1}^{n} (t - b_k)^\ell \mathbb{1}_{[b_k, \infty)}(t). \tag{17}
\]

Thus, if \(\rho_\ell\) is non-negative, \((-1)^{p-\ell+1} \partial_{z}^{p-\ell} \log W_f(z)\) is a generalised Stieltjes function of order \(p+1\).
Proposition 4.3 gives a sufficient condition for non-negativity of the function $\rho_\ell$ in Theorem 1.3 depending on the number of points in the sequences $a$ and $b$.

Letting $a = (0, 4, 5)$ and $b = (1, 2, 6)$, the corresponding function $\rho_2$ is in fact non-negative (see Figure 1), and so Theorem 1.3 can be applied. We notice that in this case $\rho_1 = \rho$ takes both positive and negative values, so Theorem 1.2 cannot be applied.

![Figure 1: $\rho_1$ and $\rho_2$, corresponding to $a = (0, 4, 5)$ and $b = (1, 2, 6)$.](image)

Our results can be applied to the Barnes multiple gamma functions $\Gamma_N$ introduced in a series of papers, see e.g. [1]. For the reader’s convenience we briefly describe the construction of these functions (with parameters equal to 1) following [10]. Hurwitz’ multiple zeta function $\zeta_N$ is given as

$$\zeta_N(s, z) = \sum_{m_1, \ldots, m_N \geq 0} (z + m_1 + \ldots + m_N)^{-s}.$$ 

This function has as a function of $s$ a meromorphic extension to $\mathbb{C}$ and the multiple gamma function is then defined as

$$\Gamma_N(z) = \exp \partial_s \zeta_N(s, z)_{s=0}.$$ 

These functions satisfy the relations $\Gamma_{N+1}(z) = \Gamma_N(z)\Gamma_{N+1}(z + 1)$ and $\Gamma_0(z) = 1/z$. The reciprocal $1/\Gamma_N(z)$ is an entire function of genus $N$ having non-positive zeros located at $z = -k$, $k \in \{0, 1, \ldots\}$, of multiplicity $\binom{k+N-1}{N-1}$, and $\Gamma_N(1) > 0$. 
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The reciprocal of Barnes’ double gamma function \( \Gamma_2 \) is proportional to the so-called \( G \)-function defined by

\[
G(z + 1) = (2\pi)^{z/2} e^{-((1+\gamma)z^2+z)/2} \prod_{k=1}^{\infty} \left(1 + \frac{z}{k}\right)^k e^{-z^2/2k}.
\]

(Here, \( \gamma \) denotes Euler’s constant.) It satisfies \( G(1) = 1 \) and \( G(z + 1) = \Gamma(z)G(z) \). The zeros of \( G(z + 1) \) are at the negative integers and the multiplicity of the zero at \(-k\) is \( k \).

**Corollary 1.4.**

\[
(-1)^{N-1} \partial_z^{N-1} \log W_1/\Gamma_N(z) = \int_0^\infty e^{-sz} s^N h(s) g(s) ds
\]

\[
= \Gamma(N+1) \int_0^\infty \frac{\phi(t) dt}{(z+t)^{N+1}},
\]

where

\[
h(s) = \sum_{k=0}^{\infty} \left(\frac{k+N-1}{N-1}\right) e^{-ks},
\]

and \( g \) and \( \phi \) are as in (5) and (10).

The proof of this corollary follows from Theorem 1.2.

### 2 Proofs

In this section Theorems 1.1 and 1.2 are proved. The following lemma is an immediate consequence of the relation (2).

**Lemma 2.1.** Let \( f \in \mathcal{E}_p \) and assume \( w_1, w_2 \in \{\Re w > 0\} \). Then,

\[
(-1)^p \partial_z^p \log f(w_2) - (-1)^p \partial_z^p \log f(w_1) = \int_0^\infty s^{p-1} h(s)(e^{-sw_1} - e^{-sw_2}) ds
\]

where \( h \) is defined in (3).

The next lemma is the key to our results.

**Lemma 2.2.** The function \( g \) in (5) is the Laplace transform of \( \rho \) in (6):

\[
g(s) = \int_0^\infty e^{-st} \rho(t) dt.
\]

Moreover, \( g \) is completely monotonic if and only if \( \rho \) is non-negative which is the case exactly when \((b_k)_{k=1}^n \prec_w (a_k)_{k=1}^n\).
We remark that in the case of \( n = 2 \) and \( a_1 = 0, \ b_1 = a, \ b_2 = b \)
and \( a_2 = a + b \) complete monotonicity of the corresponding function \( g \) is immediate since

\[
g(s) = \frac{1}{s^2} \left( 1 - e^{-(a+b)s} + e^{-as} - e^{-bs} \right) = \frac{1 - e^{-as}}{s} - \frac{1 - e^{-bs}}{s}.
\]

**Proof of Lemma 2.2.** Let \( d\sigma = \sum_{k=1}^{n} (d\epsilon_{a_k} - d\epsilon_{b_k}) \), where \( \epsilon_{a} \) is the point mass at \( a \), and \( d\tau(t) = v(t)dt \), with \( v(t) = t(1_{[0,\infty]}(t) + e^{-as} - e^{-bs}) \). Then

\[
g = L(\sigma)L(\tau) = L(\sigma \ast \tau),
\]

and

\[
d(\sigma \ast \tau)(t) = \left( \sum_{k=1}^{n} v(t - a_k) - \sum_{k=1}^{n} v(t - b_k) \right) dt
\]

\[
= \left( \sum_{k=1}^{n} (t - a_k)1_{(a_k,\infty)}(t) - \sum_{k=1}^{n} (t - b_k)1_{(b_k,\infty)}(t) \right) dt
\]

\[
= \rho(t)dt.
\]

This yields the relation

\[
g(s) = \int_{0}^{\infty} e^{-st} \rho(t)dt.
\]

According to Bernstein’s theorem the function \( g \) is completely monotonic if and only if \( \rho \) is non-negative, which is the case if and only if \( (b_k)_{k=1}^{n} \preceq_w (a_k)_{k=1}^{n} \). To see this we may, for given \( t \), choose \( k_0 \) and \( l_0 \) such that \( a_{k_0} \leq t < a_{k_0+1} \), and \( b_{l_0} \leq t < b_{l_0+1} \). Then we can write

\[
\rho(t) = (k_0 - l_0)t - \sum_{k=1}^{k_0} a_k + \sum_{k=1}^{l_0} b_k
\]

and considering the cases \( k_0 < l_0 \) and \( k_0 > l_0 \) separately yields the result. \( \Box \)

Lemma 2.2 is extended to the following result, using partial integration.

**Lemma 2.3.** Let \( \ell \in \mathbb{N} \). The function

\[
g_{\ell}(s) = \frac{\sum_{k=1}^{n} e^{-sa_k} - \sum_{k=1}^{n} e^{-sb_k}}{s^{1+\ell}}
\]

is completely monotonic if and only if \( (b_k)_{k=1}^{n} \preceq_w (a_k)_{k=1}^{n} \). To see this we may, for given \( t \), choose \( k_0 \) and \( l_0 \) such that \( a_{k_0} \leq t < a_{k_0+1} \), and \( b_{l_0} \leq t < b_{l_0+1} \). Then we can write

\[
\rho(t) = (k_0 - l_0)t - \sum_{k=1}^{k_0} a_k + \sum_{k=1}^{l_0} b_k
\]

and considering the cases \( k_0 < l_0 \) and \( k_0 > l_0 \) separately yields the result. \( \Box \)
has integral representation

\[ g_\ell(s) = \frac{1}{\ell!} \int_0^\infty e^{-st}\rho_\ell(t)dt, \]

where

\[ \rho_\ell(t) = \sum_{k=1}^n (t-a_k)^\ell 1_{[a_k, \infty)}(t) - \sum_{k=1}^n (t-b_k)^\ell 1_{[b_k, \infty)}(t). \] (18)

Thus, \( g_\ell \) is completely monotonic if and only if \( \rho_\ell \) is non-negative.

**Lemma 2.4.** Let \( f \in \mathcal{E}_p \) and \( 1 \leq \ell \leq p \). Suppose that \( a_1, \ldots, a_n, b_1, \ldots, b_n \) are non-negative and that \( \Delta_m = 0 \) for all \( m \) with \( 0 \leq m \leq \ell \), where

\[ \Delta_m = \sum_{j=1}^n (a^m_j - b^m_j), \quad m \geq 0. \]

Then for \( x \geq 2 \max \{a_n, b_n\} \) we have

\[ \partial_x^{\ell-p} \log W_f(x) = \sum_{k=1}^\infty \frac{1}{(x + \lambda_k)^{p+1}} \sum_{m=\ell+1}^\infty \Delta_m \frac{C_{m,\ell}}{(x + \lambda_k)^{m-\ell-1}}, \]

where

\[ C_{m,\ell} = \begin{cases} \binom{\ell-p}{m}, & \ell < p \\ (-1)^{m+1} \frac{m}{m}, & \ell = p \end{cases} \]

and

\[ \sum_{m=\ell+1}^\infty \Delta_m \frac{C_{m,\ell}}{(x + \lambda_k)^{m-\ell-1}} \]

is bounded with a bound independent of \( x \) and \( k \).

**Proof.** First we consider the case \( \ell < p \). From the Hadamard representation
of $f$ (cf. \[9\]) it follows that

$$
\partial_p^{p-\ell} \log W_f(x) = \sum_{j=1}^{n} \left( q^{(p-\ell)}(x + a_j) - q^{(p-\ell)}(x + b_j) \right)
$$

$$
+ \sum_{k=1}^{\infty} \left\{ (-1)^{p-\ell-1}(p - \ell - 1)! \sum_{j=1}^{n} \left( \frac{1}{(x + \lambda_k + a_j)^{p-\ell}} - \frac{1}{(x + \lambda_k + b_j)^{p-\ell}} \right) \right. 
$$

$$
\left. + \sum_{i=p-\ell}^{p} \frac{(-1)^i}{\lambda_k^i \Gamma(i)} \Gamma(i - p + \ell + 1) \sum_{j=1}^{n} \left( (x + a_j)^{i-p+\ell} - (x + b_j)^{i-p+\ell} \right) \right\}. 
$$

Next we notice that (by the binomial theorem), when $0 \leq s \leq \ell$,

$$
\sum_{j=1}^{n} \left( (x + a_j)^s - (x + b_j)^s \right) = 0.
$$

Therefore the sums over $j$ in the first and third line of the right hand side in the formula above are equal to 0. Hence we have obtained

$$
\partial_p^{p-\ell} \log W_f(x) =
$$

$$
(-1)^{p-\ell-1}(p - \ell - 1)! \sum_{k=1}^{\infty} \sum_{j=1}^{n} \left( \frac{1}{(x + \lambda_k + a_j)^{p-\ell}} - \frac{1}{(x + \lambda_k + b_j)^{p-\ell}} \right),
$$

Let, for brevity, $c_n = \max\{a_n, b_n\}$. Now, assuming that $x \geq 2c_n$ it follows that

$$
\frac{1}{(x + \lambda_k + a_j)^{p-\ell}} = \frac{1}{(x + \lambda_k)^{p-\ell}} \frac{1}{(1 + a_j/(x + \lambda_k))^{p-\ell}}
$$

$$
= \frac{1}{(x + \lambda_k)^{p-\ell}} \sum_{m=0}^{\infty} \left( \frac{\ell - p}{m} \right) \left( \frac{a_j}{x + \lambda_k} \right)^m,
$$
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by the binomial series. This yields

\[
\begin{align*}
\frac{(-1)^{p-\ell-1}}{(p-\ell-1)!} \partial_p^{p-\ell} \log W_f(x) \\
= \sum_{k=1}^{\infty} \sum_{j=1}^{n} \left( \frac{1}{(x + \lambda_k + a_j)^{p-\ell}} - \frac{1}{(x + \lambda_k + b_j)^{p-\ell}} \right) \\
= \sum_{k=1}^{\infty} \frac{1}{(x + \lambda_k)^{p-\ell}} \sum_{m=0}^{\infty} \binom{\ell - p}{m} \left( \frac{1}{x + \lambda_k} \right)^m \sum_{j=1}^{n} (a_j^m - b_j^m) \\
= \sum_{k=1}^{\infty} \frac{1}{(x + \lambda_k)^{p-\ell}} \sum_{m=\ell+1}^{\infty} \binom{\ell - p}{m} \left( \frac{1}{x + \lambda_k} \right)^m \Delta_m \\
= \sum_{k=1}^{\infty} \frac{1}{(x + \lambda_k)^{p+1}} \sum_{m=\ell+1}^{\infty} \binom{\ell - p}{m} \left( \frac{1}{x + \lambda_k} \right)^{m-\ell-1} \Delta_m.
\end{align*}
\]

It remains to be verified that the inner sum is bounded for \( x \geq 2c_n \) with a bound independent of \( k \). We get, using \( |\Delta_m| \leq 2nc_n^m \)

\[
\begin{align*}
\sum_{m=\ell+1}^{\infty} \left| \binom{\ell - p}{m} \left( \frac{1}{x + \lambda_k} \right)^{m-\ell-1} \Delta_m \right| \\
\leq 2nc_n^{\ell+1} \sum_{m=\ell+1}^{\infty} \left| \binom{\ell - p}{m} \left( \frac{c_n}{x + \lambda_k} \right)^{m-\ell-1} \right| \\
\leq 2nc_n^{\ell+1} \sum_{m=\ell+1}^{\infty} \left| \binom{\ell - p}{m} \right| 2^{-m+\ell+1}.
\end{align*}
\]

This last series converges and is independent of \( k \).

In the case \( \ell = p \), using that all polynomial terms vanish, we get

\[
\log W_f(x)
\]

\[
= \sum_{k=1}^{\infty} \sum_{j=1}^{n} \left( \log(x + \lambda_k + a_j) - \log(x + \lambda_k + b_j) \right) \\
= \sum_{k=1}^{\infty} \sum_{j=1}^{n} \left( \sum_{m=1}^{\infty} \frac{(-1)^{m+1}}{m} \left( \frac{a_j}{x + \lambda_k} \right)^m - \sum_{m=1}^{\infty} \frac{(-1)^{m+1}}{m} \left( \frac{b_j}{x + \lambda_k} \right)^m \right) \\
= \sum_{k=1}^{\infty} \left( \sum_{m=1}^{\infty} \frac{(-1)^{m+1}}{m} \frac{\Delta_m}{(x + \lambda_k)^m} \right).
\]
Proof of Theorem 1.1. Notice that
\[
\log W_f(z) = \sum_{k=1}^{n} \left( \log f(z + a_k) - \log f(z + b_k) \right).
\]
Hence for \( \Re z > 0 \), by Lemma 2.1,
\[
(-1)^{p-1} \partial_{z}^{p-1} \log W_f(z) = \int_{0}^{\infty} e^{-sz}s^{p-1} h(s) \left( \sum_{k=1}^{n} e^{-sa_k} - \sum_{k=1}^{n} e^{-sb_k} \right) ds
\]
\[
= \int_{0}^{\infty} e^{-sz}s^{p+1} h(s) g(s) ds,
\]
with \( g \) as in (5). We have, with \( \tau = \sum_{m=1}^{\infty} \epsilon_{\lambda_m} \), from Lemma 2.2,
\[
h(s)g(s) = L(\tau)(s)L(\rho)(s) = L(\tau \ast \rho)(s) = L(\phi)(s).
\]
This gives us
\[
(-1)^{p-1} \partial_{z}^{p} \log W_f(z) = \int_{0}^{\infty} e^{-sz}s^{p+1} \int_{0}^{\infty} e^{-st} \phi(t) dt ds
\]
\[
= \int_{0}^{\infty} \int_{0}^{\infty} s^{p+1} e^{-s(z+t)} ds \phi(t) dt
\]
\[
= \Gamma(p+2) \int_{0}^{\infty} \frac{\phi(t) dt}{(z+t)^{p+2}}.
\]
If \( b \prec_w a \) then, by Lemma 2.2, \( \rho \) and hence also \( \phi \) is non-negative and thus \((-1)^{p-1} \partial_{z}^{p} \log W_f(z)\) is a generalised Stieltjes function of order \( p + 2 \).

Proof of Theorem 1.2. With the extra assumption that \( \sum_{k=1}^{n} a_k = \sum_{k=1}^{n} b_k \) the function \( g \) is bounded for \( s \) near 0. In fact, using l’Hospital’s rule,
\[
\lim_{s \to 0} g(s) = \frac{1}{2} \sum_{k=1}^{n} \left( a_k^2 - b_k^2 \right).
\]
Therefore the function of \( s \) (for fixed \( x > 0 \)) \( e^{-sx}s^{p} h(s)g(s) \) is integrable on \([0, \infty)\) implying that
\[
\Phi(x) = \int_{0}^{\infty} e^{-sx}s^{p} h(s)g(s) ds
\]
is defined. Furthermore,
\[
\Phi'(x) = -\int_{0}^{\infty} e^{-sx}s^{p+1} h(s)g(s) ds = (-1)^{p} \partial_{x}^{p} \log W_f(x),
\]
showing that

\[-1 \partial_p^{-1}x \log W_f(x) = \int_0^\infty e^{-sx}s^p h(s)g(s)ds + c\]

for a constant c. Lemma \ref{lem:dominated} Lebesgue’s theorem on dominated convergence together with the fact that \(\sum_{m=1}^\infty 1/\lambda_m^{p+1} < \infty\) yield

\[c = \lim_{x \to +\infty} (-1)^p \partial_p^{-1}x \log W_f(x) = 0.\]

Arguing as in the proof of Theorem \ref{thm:1.1} gives us

\[-1 \partial_p^{-1}z \log W_f(z) = \Gamma(p + 1) \int_0^\infty \frac{\phi(t)dt}{(z + t)^{p+1}},\]

and if \(b \prec_w a\), \((-1)^p \partial_p^{-1}z \log W_f(z)\) is a generalised Stieltjes function of order \(p + 1\).

}\end{proof}

\begin{proof}[Proof of Theorem \ref{thm:1.3}]

The proof will be done by induction on \(\ell\). For \(\ell = 1\), the result holds by Theorem \ref{thm:1.2}. If the statement holds for \(\ell - 1\), we shall show that it holds for \(\ell\). The conditions \(\sum_{k=1}^n a_k^j = \sum_{k=1}^n b_k^j\) for all \(j \leq \ell\) implies that the \(g_\ell(s) = g(s)/s^{\ell-1}\) is bounded for \(s\) near 0. Therefore the function of \(s\) (for fixed \(x > 0\)) \(e^{-sx}s^{p-\ell+1}h(s)g(s)\) is integrable on \([0, \infty)\) so that

\[\Phi(x) = \int_0^\infty e^{-sx}s^p h(s)g_\ell(s)ds\]

is defined. Furthermore,

\[\Phi'(x) = -\int_0^\infty e^{-sx}s^p h(s)g_{\ell-1}(s)ds = (-1)^{p-\ell+1} \partial_x^{p-\ell+1} \log W_f(x),\]

by the induction hypothesis. This shows that

\[-1^{p-\ell+1} \partial_x^{p-\ell} \log W_f(x) = \int_0^\infty e^{-sx}s^p h(s)g_\ell(s)ds + c\]

for a constant c. Using Lemma \ref{lem:dominated} we get that \(c = 0\) and this gives

\[-1^{p-\ell+1} \partial_x^{p-\ell} \log W_f(z) = \Gamma(p + 1) \int_0^\infty \frac{\phi_\ell(t)dt}{(z + t)^{p+1}}.\]

If \(\rho_\ell\) is non-negative, so is \(\phi_\ell\), and thus \((-1)^{p-\ell+1} \partial_x^{p-\ell} \log W_f(z)\) is a generalised Stieltjes function of order \(p + 1\). This completes the induction step. \square

13
Let us end this section by describing a variation of Theorem 1.1 and Theorem 1.2. For a given finite sequence \( a = (a_1, \ldots, a_n) \) of non-negative numbers and \( f \in \mathcal{E}_p \) with zeros \( Z_f \), we consider the sequence of zeros of the function

\[
G_a(z) = \prod_{j=1}^{n} f(z + a_j),
\]

denoted by \( Z_{G_a} \), which is equal to \( \{ \rho - a_j | 1 \leq j \leq n, \rho \in Z_f \} \) counting multiplicities. We then denote by \( a - Z_f \) the non-decreasing rearrangement \( (\mu_{a,k})_k \) of \(-Z_{G_a}\). For two sequences \( a \) and \( b \) we say that \( b - Z_f \prec_w a - Z_f \) if

\[
\sum_{k=1}^{m} \mu_{a,k} \leq \sum_{k=1}^{m} \mu_{b,k}
\]

for all \( m \geq 1 \).

The key assumption is thus weak supermajorisation of these two infinite sequences. The result is stated as follows.

**Proposition 2.5.** Suppose that \( p \geq 1 \) and \( 0 \leq \ell \leq p \). If \( \sum_{k=1}^{n} a_k^j = \sum_{k=1}^{n} b_k^j \) for \( 0 \leq j \leq \ell \) and if \( b - Z_f \prec_w a - Z_f \), then \((-1)^{p-\ell+1} \partial_x^{p-\ell} \log W_f(z)\) is a generalised Stieltjes function of order \( p - \ell + 2 \) with the representation

\[
(-1)^{p-\ell+1} \partial_x^{p-\ell} \log W_f(z) = \int_{0}^{\infty} e^{-sz} s^{p-\ell+1} h(s) g(s) ds
\]

\[
= \Gamma(p - \ell + 2) \int_{0}^{\infty} \frac{\phi(t) dt}{(z + t)^{p-\ell+2}},
\]

where \( g \) and \( \phi \) are as in (5) and (10).

**Proof.** The proof is similar to the proof of Theorem 1.3 except we consider

\[
\Phi(z) = \int_{0}^{\infty} e^{-sz} s^{p-\ell+1} h(s) g(s) ds
\]

and show that it equals \( \Gamma(p - \ell + 2) \int_{0}^{\infty} \frac{\phi(t) dt}{(z + t)^{p-\ell+2}} \). 

**Example 2.6.** We illustrate Proposition 2.5 using the Gamma function and the \( G \)-function of Barnes.

(a) Let \( f(z) = 1/\Gamma(z + 1) \), \( a = (0, 3, 3) \), and \( b = (1, 1, 4) \). In this case,

\[
a - Z_f = (1, 2, 3, 4, 4, 4, 5, 5, 5, 6, 6, 6, \ldots)
\]

\[
b - Z_f = (2, 2, 3, 3, 4, 4, 5, 5, 5, 6, 6, 6, \ldots)
\]
and it follows that \( b' = b - Z_f \prec_w a - Z_f = a' \). (In fact, we have \( \sum_{k=1}^{m} b'_k - \sum_{k=1}^{m} a'_k = 1 \) for \( m \leq 3 \) and \( \sum_{k=1}^{m} b'_k - \sum_{k=1}^{m} a'_k = 0 \) for \( m \geq 4 \)). The assumptions in Proposition 2.5 thus hold for \( \ell = 2 \). The graph of \( \phi(t) = \sum_{m=1}^{\infty} \rho(t - m) \) is shown below (case (a)) and \(-\log W_f \in S_2\). Since

\[
-\log W_f(x) = -\log \frac{(x + 1)(x + 4)}{(x + 2)(x + 3)}
\]

the assertion can also be obtained directly, noticing that \(-\log W_f(x) = \theta(x + 2) - \theta(x + 4)\), where \( \theta(x) = \log(1 + 1/x) \) is an ordinary Stieltjes function.

(b) Let \( f(z) = G(z + 1), \ a = (0, 3/2, 3/2), \) and \( b = (1/2, 1/2, 2) \). In this case \( Z_f = -(1, 2, 2, 3, 3, \ldots) \), and the assumptions in Proposition 2.5 are satisfied for \( \ell = 2 \). The graph of the function \( \phi(t) = \sum_{m=1}^{\infty} m \rho(t - m) \) is shown below (case (b)) and \(-\log W_f \in S_2\). Furthermore,

\[
-\log W_f(x) = -\log \frac{G(x + 1)G(x + 5/2)^2}{G(x + 3/2)^2G(x + 3)} = \log \frac{\Gamma(x + 1)\Gamma(x + 2)}{\Gamma(x + 3)^2}
\]

from which it can also be seen that it is a generalised Stieltjes function of order 2.

Figure 2: The functions \( \phi \) from Example 2.6 are non-negative.
3 Behaviour on vertical lines

The motivation for the results in this section comes from the paper [6] in which inequalities for the gamma (and q-gamma) function of complex arguments are investigated. One of the results in that paper states that the function $x \mapsto -\log |\Gamma(a + i\sqrt{x})|$ (where $a > 0$) has a completely monotonic derivative on $(0, \infty)$.

We investigate this type of questions for entire functions of finite genus with real zeros. Given such a function $f$, which monotonicity properties does the function $x \mapsto \log |f(a + i\sqrt{x})|$ have?

Also in this section, $\epsilon_a$ denotes the point mass at $a$.

**Proposition 3.1.** Suppose that $f$ is a real entire function of genus $p$, and with only real zeros $\{\lambda_k\}$. Let

$$u(x) = \log |f(i\sqrt{x})|,$$

and $m = \lfloor p/2 \rfloor$ be the integer part of $p/2$. Then $(-1)^m \partial_x^{m+1} u(x)$ is a generalized Stieltjes function of order $m + 1$ with the representation

$$(-1)^m \partial_x^{m+1} u(x) = \frac{m!}{2} \int_0^\infty \frac{d\mu(t)}{(t + x)^{m+1}},$$

where $\mu = \sum_{k=1}^\infty \epsilon_{\lambda_k^2}$.

**Proof.** From the Hadamard factorization of $f$ it easily follows that

$$|f(i\sqrt{x})|^2 = \kappa(x), \quad x \geq 0,$$

where

$$\kappa(z) = e^{r(z)} \prod_{k=1}^\infty \left( 1 + \frac{z}{\lambda_k^2} \right)^{e^{\sum_{j=1}^m (-z/\lambda_k^2)^j}/j}$$

is an entire function of the class $\mathcal{E}_m$, $r$ being a real polynomial of degree at most $m$. The result now follows directly from [9, Proposition 2.1].

The case concerning $f(a + i\sqrt{x})$ is immediate since $z \mapsto f(z + a)$ is again entire of genus $p$ and with real zeros only:

**Corollary 3.2.** Let $f$ be a real entire function of genus $p$, with only real zeros $\{\lambda_k\}$ and let $m = \lfloor p/2 \rfloor$. For $a \in \mathbb{R}$ we have

$$(-1)^m \partial_x^{m+1} \log |f(a + i\sqrt{x})| = \frac{m!}{2} \int_0^\infty \frac{d\mu_a(t)}{(t + x)^{m+1}},$$

where $\mu_a = \sum_{k=1}^\infty \epsilon_{(a - \lambda_k)^2}$.
If \( p \leq 1 \) this corollary extends and sharpens the result mentioned in the beginning of this section, showing in particular that the derivative of \(- \log |\Gamma(a + i \sqrt{x})|\) is a generalised Stieltjes function of order 2, and hence completely monotonic. It is even logarithmically completely monotonic (see [2]).

**Corollary 3.3.** Let \( f \) be a real entire function of genus \( p \) and with only real zeros \( \{\lambda_k\} \), let \( m = \lfloor p/2 \rfloor \), \( u(x) = \log |f(i \sqrt{x})| \) and \( a > 0 \). Then the function \( x \mapsto (-1)^m \partial_x^m (u(x + a) - u(x)) \) is a generalized Stieltjes function of order \( m + 1 \) with representation

\[
(-1)^m \partial_x^m (u(x + a) - u(x)) = \frac{m!}{2} \int_0^\infty \frac{d(\mu * m_a)(t)}{(x + t)^{m+1}},
\]

where \( \mu = \sum_{k=1}^{\infty} \epsilon_{\lambda_k^2} \) and \( m_a \) is Lebesgue measure on \((0, a)\).

The proof of this corollary follows from the relation

\[
\int_x^{x+a} \int_0^\infty \frac{d\mu(s)}{(t + s)^\lambda} dt = \int_0^\infty \int_a^x \frac{dt}{(x + t + s)^\lambda} d\mu(s) = \int_0^\infty \frac{d(\mu * m_a)(t)}{(x + t)^\lambda}.
\]

Let us finally mention a version of Theorem 1.2 for vertical lines.

**Proposition 3.4.** Let \( f \) be a real entire function of genus \( p \geq 2 \) and with only real zeros \( \{\lambda_k\} \), and let \( m = \lfloor p/2 \rfloor \). If \( b \prec_w a \) and

\[
\sum_{k=1}^n a_k = \sum_{k=1}^n b_k
\]

then

\[
(-1)^m \partial_x^{m-1} \log \frac{f(i \sqrt{x + a_1}) \cdots f(i \sqrt{x + a_n})}{f(i \sqrt{x + b_1}) \cdots f(i \sqrt{x + b_n})} = \frac{1}{2} \int_0^\infty e^{-sx} s^m \xi(s) g(s) ds,
\]

where \( g \) is as in (5) and \( \xi(s) = \sum_{k=1}^{\infty} e^{-\lambda_k^2 s} \). In particular the function in (21) is a generalised Stieltjes function of order \( m + 1 \).

**Proof.** We have, where \( \kappa \) is as in the proof of Proposition 3.1,

\[
\log \frac{f(i \sqrt{x + a_1}) \cdots f(i \sqrt{x + a_n})}{f(i \sqrt{x + b_1}) \cdots f(i \sqrt{x + b_n})} = \frac{1}{2} \log W_\kappa(x),
\]

and the result follows from Theorem 1.2.
Returning to the $G$-function of Barnes we notice the following corollary.

**Corollary 3.5.** If $b \prec_w a$ and $\sum_{k=1}^{n} a_k = \sum_{k=1}^{n} b_k$ then

$$-\log \left| \frac{G(i\sqrt{x} + a_1) \cdots G(i\sqrt{x} + a_n)}{G(i\sqrt{x} + b_1) \cdots G(i\sqrt{x} + b_n)} \right| = \frac{1}{2} \int_0^\infty e^{-sx} s \xi(s) g(s) ds,$$

is a generalised Stieltjes function of order 2. Here $g$ is as in (5) and $\xi(s) = \sum_{k=0}^{\infty} (k + 1)e^{-k^2s}$.

### 4 The density $\rho_\ell$ and the Prouhet-Tarry-Escott Problem

Theorem 1.3 and Lemma 2.3 unveil an interesting relation of having suitable measures for representing ratios of entire functions as generalised Stieltjes functions and finding finite sequences of numbers which have equal sums of powers up to some fixed degree. The problem of finding such finite sequences of integers is called the Prouhet-Tarry-Escott problem, see [3].

The connection is described in the following lemma.

**Lemma 4.1.** Let $a = (a_k)_{k=1}^{n}$, $b = (b_k)_{k=1}^{n}$ and $\rho_\ell$ be defined as in Lemma 2.3. Then,

$$\sum_{k=1}^{n} a_k^j = \sum_{k=1}^{n} b_k^j$$

for all $j$ with $0 \leq j \leq \ell$ if and only if $\rho_\ell(t) = 0$ for all $t \geq \max\{a_n, b_n\}$.

**Proof.** For $t \geq \max\{a_n, b_n\}$, we have

$$\rho_\ell(t) = \sum_{k=1}^{n} (t - a_k)^\ell - \sum_{k=1}^{n} (t - b_k)^\ell.$$

The result follows by expanding the above and equating to zero. \qed

The following result justifies why no sequences $a$ and $b$ can be found such that the ratio in Proposition 2.5 is a generalised Stieltjes function of order $p - \ell + 2$ for all entire functions of genus $p$ and negative zeros.

**Proposition 4.2.** Let $a = (a_k)_{k=1}^{n}$ and $b = (b_k)_{k=1}^{n}$ be finite sequences of non-negative numbers such that $b \prec_w a$, and suppose that

$$\sum_{k=1}^{n} b_k = \sum_{k=1}^{n} a_k$$

for all $j$ with $0 \leq j \leq \ell$ if and only if $\rho_\ell(t) = 0$ for all $t \geq \max\{a_n, b_n\}$.
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and
\[ \sum_{k=1}^{n} b_k^2 = \sum_{k=1}^{n} a_k^2. \]

Then, \( a = b. \)

**Proof.** The function
\[
\rho_2(t) = \sum_{k=1}^{n} \mathbb{1}_{[a_k, \infty)}(t)(t - a_k)^2 - \sum_{k=1}^{n} \mathbb{1}_{[b_k, \infty)}(t)(t - b_k)^2
\]
is \( C^1 \) (since each summand is of class \( C^1 \)). Its derivative
\[
\rho_2'(t) = 2 \left( \sum_{k=1}^{n} \mathbb{1}_{[a_k, \infty)}(t)(t - a_k) - \sum_{k=1}^{n} \mathbb{1}_{[b_k, \infty)}(t)(t - b_k) \right)
\]
is non-negative because \( b \prec_w a \), see Lemma 2.2. Hence \( \rho_2 \) is non-decreasing. But \( \rho_2(t) = 0 \) for \( t \leq a_1 \), and also, by Lemma 4.1, for \( t \geq \max(a_n, b_n) \). Hence \( \rho_2 \equiv 0 \), and thus \( a = b. \)

Let us end this paper by giving a sufficient condition for non-negativity of the function \( \rho_1 \) in Theorem 1.3.

**Proposition 4.3.** Let \( a = (a_k)_{k=1}^{n} \) and \( b = (b_k)_{k=1}^{n} \) such that \( a_1 < b_1 \) and
\[
\sum_{k=1}^{n} a_k^j = \sum_{k=1}^{n} b_k^j
\]
for all \( j \) with \( 0 \leq j \leq n - 1 \). Then \( \rho_{n-1} \geq 0. \)

**Proof.** In the interval \( I = (a_1, \max\{a_n, b_n\}) \), the function \( \rho_1 \) can have at most \( n - 1 \) changes of monotonicity. To see this, we put all the numbers \( a_k \) and \( b_k \) in increasing order and notice that the continuous and piecewise linear function \( \rho_1 \) starts increasing after \( a_1 \). Each appearance of an \( a_k \) makes its slope increase by 1 and each appearance of a \( b_k \) decreases the slope by 1; since a slope of 0 does not change the monotonicity we are left with at most \( n - 1 \) changes of monotonicity.

It is easy to show that \( \rho_k = k \rho_{k-1} \) for \( k \geq 2 \) and repeated applications of this relation yield that the function \( \rho_{n-1} \) can have at most 1 change of monotonicity in \( I \). Since \( \rho_{n-1} \) takes the value 0 at both ends of \( I \), it cannot change sign inside, and as \( a_1 < b_1 \), we have that \( \rho_{n-1} \geq 0. \)
In relation to the Prouhet-Tarry-Escott problem, pairs of integer sequences that satisfy the condition of the lemma above are called ideal solutions. We briefly note that the so called ideal symmetric solutions of length $n$ correspond to symmetries on the $\rho_1$ function, and in particular, if $n$ is odd (i.e. we have an odd ideal symmetric solution), then the graph of $\rho_1$ is symmetric with respect to the middle point $((a_1 + b_n)/2, 0)$, and if $n$ is even, then it is symmetric with respect to the middle line $x = (a_1 + a_n)/2$.
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