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Living materials at different length scales manifest active nematic features such as orientational order, nematic topological defects, and active nematic turbulence. Using numerical simulations we investigate the impact of fluid inertia on the collective pattern formation in active nematics. We show that an incremental increase in inertial effects due to reduced viscosity results in gradual melting of nematic order with an increase in topological defect density before a discontinuous transition to a vortex-condensate state. The emergent vortex-condensate state at low enough viscosities coincides with nematic order condensation within the giant vortices and the drop in the density of topological defects. We further show flow field around topological defects is substantially affected by inertial effects. Moreover, we demonstrate the strong dependence of the kinetic energy spectrum on the inertial effects, recover the Kolmogorov scaling within the vortex-condensate phase, but find no evidence of universal scaling at higher viscosities. The findings reveal complexities in active nematic turbulence and emphasize the important cross-talk between active and inertial effects in setting flow and orientational organization of active particles.
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I. INTRODUCTION

Active matter describes systems consisting of elements that are capable of converting energy—from internal mechanisms or extracted from the surrounding—into a mechanical work. As such, active matter inherently operates far from thermo-dynamical equilibrium and is an integral element for many living systems on the scales ranging from animal herds to suspensions of bacteria and cellular assemblies [1–4].

The continuous injection of energy at the level of individual active particles results in many interesting physical characteristics, including the emergence of collective self-organization and coherent chaotic flows termed active turbulence [5–10]. Unlike classical turbulence that is driven by external forcing, active turbulence initiates from the inherent hydrodynamic instability of active matter that is driven at the scale of individual elements [11,12]. As a result of this hydrodynamic instability the active matter exhibits flow patterns with a characteristic length that is larger than the size of constituent particles [1,13], and flow vortices and jets with a significantly larger velocity than the speed of individual particles [14]. The emergence of such chaotic flow patterns and active turbulence has been observed both experimentally and numerically in a wide variety of active systems [5,9,12,15–17].

Many efforts have been made to explore the analogy between the active turbulence characteristics and classical turbulence in conventional fluids (see [18] for a recent review). In particular, since a wide range of active systems, such as bacteria and subcellular filaments, are composed of elongated particles, several theoretical and numerical efforts have been directed at studying the active nematics turbulence. Here, in addition to the velocity field the dynamics of orientational order of constituent particles and its coupling to the velocity need to be accounted for and often lead to a chaotic flow state that is interleaved with the chaotic motion of topological defects, singular points in the orientation field [4]. For active nematics in a highly viscous regime (low Reynolds numbers), analytical and numerical results of Giomi [19] showed active turbulence is a multiscale phenomenon, identifying a characteristic active length scale and revealing an exponential distribution of vortex areas over a range of scales. Both the existence of active length scale and the exponential distributions of vortex areas were confirmed in subsequent experiments on microtubule-kinesin motor assemblies [12,20].
and in epithelial cell monolayers [21]. Furthermore, based on the vortex areas scaling and the results of numerical simulations, Giomi proposed a mean field theory describing spectral features of active turbulence, and suggested $E_k \sim k^{-3}$ scaling of the kinetic energy $E_k$ with the wave number $k$, without being affected by viscosity and activity [19].

As with the Giomi’s theoretical and numerical analyses, the majority of the previous studies have considered the microscale active turbulence, e.g., in cellular monolayers, bacterial suspensions and subcellular filaments-motor protein mixtures, where the Reynolds number is negligible (Re ≈ 0), and viscous dissipation completely dominates over any inertial effects [10]. However, in many other realizations of active matter, for example, swimming organisms in environmental flows [22] and artificial active spinner suspensions [23], the inertial effect becomes significant, and the Reynolds numbers are nonzero [13].

Recent studies have begun to reveal interesting impacts of inertia on self-propulsion of active particles and inertial effects on active turbulence [24–31]. It is shown that increasing the inertia of active particles can result in a transition from active turbulence to flocking in polar active matter [31]. Moreover, using a one-fluid model of an active matter with hyper viscosity, or a piecewise constant viscosity, it was found that above a certain Reynolds number active matter can manifest vortex–condensate formation [29,32] in analogy with the condensates in classical driven 2D turbulence, where inverse energy cascade results in the accumulation of energy at larger scales and condensate formation [33]. More recently, it was shown how the interplay of advective inertia and friction can affect transitions between active turbulence, inertial regime, and tamed inertial active turbulence in active nematic systems [30]. While these studies have provided important insights into the flow features of dense active matter in the presence of inertia, less is known about how inertial effects combined with activity impact the orientational organization of active elongated particles. In particular, singularities in the orientation field, known as topological defects, are increasingly emerging as important centers of self-organization in biological systems [34], with potential biological functionalities [35–38] and how their dynamics are affected by inertial effects is not yet explored.

Here we report on the numerical investigation of the flow and nematic features of inertial active matter. In order to investigate the fundamental impact of the fluid inertia on the active flow behavior, a continuum model of active nematics is employed. We start by showing the emergence of vortex condensates and then examine its impact on the orientational order and defect density. We then show that not only the defect density, but also the flow around defects get altered within the condensate state and finally show how these combined changes in flow, director, and defect patterns affect energetic features of the active turbulence.

II. METHODS

A. Governing equations

In this study, the 2D continuum model for active nematics is used to model the system’s dynamics [1,2,4,39,40]. In this model, the nematic orientations $\mathbf{n}$, as well as the magnitude of the nematic order $q$, are described with the nematic tensor $\mathbf{Q}$ defined as $\mathbf{Q} = 2q(\mathbf{n}\mathbf{n} - \mathbf{I}/2)$. The tensorial definition ensures the nematic (apolar) symmetry of the orientation field ($\mathbf{n} = -\mathbf{n}$). The dynamics of $\mathbf{Q}$ is described by Beris–Edwards equation as [41]:

$$\frac{\partial \mathbf{Q}}{\partial t} + (\mathbf{u} \cdot \nabla)\mathbf{Q} - \mathbf{S} = \Gamma \mathbf{H},$$

where $\mathbf{u}$ is the velocity, and $\mathbf{S}$ is the stress tensor defined as $\mathbf{S} = \lambda \mathbf{E} - (\mathbf{Q} \cdot \nabla \mathbf{Q} - \mathbf{Q} \cdot \nabla \mathbf{Q})$ with $\mathbf{E} = \frac{1}{2}(\nabla \mathbf{u}^t - \nabla \mathbf{u})$ denoting the vorticity tensor and $\mathbf{H} = \frac{1}{2}[\nabla \mathbf{u} + (\nabla \mathbf{u})^t]$ the rate of strain tensor. Physically $\mathbf{S}$ describes the response of the orientation field to velocity gradients and the tumbling parameter $\lambda$ determines the degree of this coupling response to the rotational and extensional parts of the flow gradient. The r.h.s. term in Eq. (1) describes the relaxation of the orientation order to the minimum of the free energy $F$ through the molecular field $\mathbf{H} = -\frac{\delta F}{\delta \mathbf{Q}} + \frac{1}{2} Tr(\frac{\delta F}{\delta \mathbf{Q}})$ and is controlled by the rotational diffusivity $\Gamma$. Deformations in the orientation field take place at the cost of a free energy $F = F_v + F_b$, which includes both an elastic free energy $F_v = \frac{1}{2} K Tr(\nabla \mathbf{Q}^2)$, penalizing gradients in the orientation and a bulk free energy $F_b = \frac{1}{2}(1 - \frac{1}{2} Tr(\mathbf{Q})^2)$, ensuring a stable nematic ordering at the thermodynamic equilibrium [42]. The elastic free energy is approximated by a single elastic constant $K$, and the strength of the bulk free energy is controlled by the coefficient $A$.

To couple the evolution of the orientation field to the dynamics of the velocity field, generalized incompressible Navier-Stokes equations are considered:

$$\nabla \cdot \mathbf{u} = 0,$$

$$\rho \left[ \frac{\partial \mathbf{u}}{\partial t} + (\mathbf{u} \cdot \nabla)\mathbf{u} \right] = \nabla \cdot \mathbf{P},$$

which describe the continuity and conservation of linear momentum, respectively. Here, $\rho$ denotes the density and $\mathbf{P}$ is the stress tensor which includes the viscous term $\mathbf{P}_{\text{viscous}} = 2\rho \nu \mathbf{E}$ where $\nu$ is the kinematic viscosity, the pressure term $p$, and active stress term $\mathbf{P}_{\text{active}} = -\zeta \mathbf{Q}$. Parameter $\zeta$ denotes the activity coefficient and its magnitude controls the strength of the active stress, while its sign determines whether the active particles are extensile ($\zeta > 0$) or contractile ($\zeta < 0$) [11]. Previous simulations of active turbulence at low Reynolds number found that the strength of flows generated by passive stresses could be one to two order of magnitude smaller than activity-induced flows [43,44]. In this work we neglect the passive elastic stresses in order to establish the defining role of active stresses on the dynamics of an inertial nematic system. Recent studies have considered the potential impact of elastic stresses on active turbulence at low Reynolds numbers [45,46] and further work is needed to establish their relative importance compared to active and viscous stresses.

B. Numerical method

To solve the coupled governing equations (1) through (3), a finite volume method is utilized based on the open-source OpenFOAM package [47]. The simulation domain consists of a 2D square of size 200×200, which is discretized using...
the Cartesian grid with two different resolutions, 1024 × 1024, and 2048 × 2048, and the time step size is controlled through the CFL condition \[48,49\]. Gauss linear discretization \[50\] is used for gradient, divergence and Laplacian terms, and the PISO algorithm \[51\] is utilized for the velocity-pressure coupling. The time marching is performed based on the Euler scheme \[49\]. Periodic boundary condition is enforced on the boundaries. Unless otherwise stated, the parameters used in simulations are according to Table I. Since in this study we mainly interested in the impact of varying the viscosity and activity of the system, dimensionless viscosity \(\nu/K\) and dimensionless activity \(\zeta/A\), are defined. Moreover, the Reynolds number is defined as \(Re = l_n V_{rms}/\nu\), where \(l_n = \sqrt{K/\zeta}\) is the active length scale \[19\] and \(V_{rms}\) is the emergent root-mean-square velocity of the system that varies for different activity and viscosity values. In order to compare the values of the Reynolds number with the studies of vortex condensate formation in classic turbulence \[33,52\], the corresponding values of Reynolds numbers are also reported based on the Taylor microscale and the integral scale \[53\] (Table II and Fig. 1). The Reynolds number based on the Taylor microscale is calculated using \(Re_T = 2V_{rms}/\nu\), where, \(\lambda = V_{rms} \sqrt{15\nu/\epsilon}\) is the Taylor microscale with \(\epsilon = 2\nu < E_{ij}E_{ij}\) denoting the kinetic energy dissipation rate and \(E_{ij}\) represents the strain rate tensor. \(V_{rms}\) is the rms of the fluctuating component of the velocity. The Reynolds number based on the integral scale (\(Re_I\)) is calculated using \(Re_I = L_I V_I/\nu\), where the integral length scale \(L_I\) and integral velocity scale \(V_I\) are defined as \(L_I = \int_0^\infty k^{-1}E_k dk/\int_0^\infty E_k dk\), and \(V_I = \sqrt{2\kappa}\), respectively \[9,53\]. Here \(E_k = \frac{1}{2} \langle \tilde{u}_i(k)\tilde{u}_i(k) \rangle\) is the kinetic energy spectrum, \(k\) is the wave number, and \(\kappa = \langle u_{ij}u_{ij} \rangle/2\) is the spatially averaged kinetic energy.

All simulations are initialized with uniform orientation in the horizontal direction subjected to a slight perturbation. Due to the inherently unstable characteristics of active nematics \[54\], these perturbations in the director field lead to the creation of a hydrodynamic instability \[11\], followed by the nucleation of topological defects and the emergence of active turbulence \[55,56\]. All quantitative analyses are performed after the active turbulence state is established and the system reaches statistical steady state.

### III. Results

We begin by qualitatively assessing the impact of increasing the inertia of the active fluid on the flow patterns by

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\Gamma)</td>
<td>0.4 (m N(^{-1}) s(^{-1}))</td>
</tr>
<tr>
<td>(\lambda)</td>
<td>0.7</td>
</tr>
<tr>
<td>(A)</td>
<td>1 (N m(^{-1}))</td>
</tr>
<tr>
<td>(K)</td>
<td>0.02 (N m)</td>
</tr>
<tr>
<td>(\zeta)</td>
<td>0.03 (N m(^{-1}))</td>
</tr>
<tr>
<td>(\rho)</td>
<td>1 (N s(^2) m(^{-1}))</td>
</tr>
<tr>
<td>(\nu)</td>
<td>[0.01, 0.1, 1.0] (m(^2) s(^{-1}))</td>
</tr>
</tbody>
</table>

### TABLE I. Values of model parameters employed in the numerical simulation, unless stated otherwise.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\nu/K\Gamma)</td>
<td>Active length scale (Re)</td>
</tr>
<tr>
<td></td>
<td>Taylor length scale (Re)</td>
</tr>
<tr>
<td></td>
<td>Integral length scale (Re)</td>
</tr>
<tr>
<td>125</td>
<td>0.03</td>
</tr>
<tr>
<td>12.5</td>
<td>0.7</td>
</tr>
<tr>
<td>1.25</td>
<td>250</td>
</tr>
</tbody>
</table>

### FIG. 1. Active turbulence and vortex condensates. Snapshots of the flow vortices for incrementally decreasing viscosities: vorticity contours for (a) \(\nu/K\Gamma = 125\) with \(Re \sim 0.03\) (equivalent to \(Re_T = 0.0002\) using the Taylor microscale and \(Re_I = 0.005\) using the integral scale to define the Reynolds number), (b) \(\nu/K\Gamma = 12.5\) with \(Re \sim 0.7\) (equivalent to \(Re_T = 0.0023\) using the Taylor microscale and \(Re_I = 0.03\) using the integral scale), and (c) \(\nu/K\Gamma = 1.25\) with \(Re \sim 250\) (equivalent to \(Re_T = 8.2227\) using the Taylor microscale and \(Re_I = 191\) using the integral scale). (d) Effect of viscosity on vorticity-vorticity correlations \(C_{\omega\omega}(r)\). The distance \(r\) is normalized by the active length scale \(L_a = \sqrt{K/\Gamma}\). (e) Characteristic vorticity length scale as a function of viscosity. Upon decreasing viscosity, after an initial decrease in the size of vortices, condensates spanning the entire system are formed. The length scale \(\ell_c\) equals to the length \(r\) at which \(C_{\omega\omega}(r) = 0\). Green data points represent an incremental increase in viscosity and show the presence of a hysteresis loop, indicating a discontinuous transition to the vortex-condensate state.
incrementally reducing the kinematic viscosity coefficient. Figure 1 demonstrates the vorticity contours for three representative viscosities. Upon reducing the viscosity, the size of the vortices becomes smaller, and the strength of vortices is enhanced [Figs. 1(a) and 1(b)]. Similar to the classical turbulence by reducing the viscosity, and thus increasing Reynolds number, large eddies become unstable and begin to break up, transferring their energy to comparatively smaller eddies [33]. Moreover, in agreement with the reverse cascade dynamics in 2D classical turbulence, a further increase in the Reynolds number results in the accumulation of energy from smaller scales towards the larger scales leading to the emergence of a vortex condensate in the form of two large counter-rotating vortices that span the entire system [Fig. 1(c)]. It is important to note, however, that in comparison to the classical inertial turbulence that is driven by external forcing [33], the transition to vortex condensate here is driven by active stress generation. The formation of vortex condensates can best be represented quantitatively through measuring the vorticity-vorticity correlation function \( C_{\omega(r)} = \langle \omega(r) \omega(0) \rangle / \langle \omega(0)^2 \rangle \), where \( \omega = \partial_u u_x - \partial_x u_y \) [Fig. 1(d)]. Before and after the emergence of the condensate, different characteristic length scales of decay are exhibited: before the emergence of the condensate, by increasing the Reynolds number, the correlation length decreases, while after the emergence of the vortex condensate, the characteristic length scale is set by the system size that encompasses the two giant vortices [Figs. 1(d) and 1(e)].

Similar flow patterns of vortex condensate formation were reported earlier based on the one-fluid model of active polar matter with both hyperviscosity and piecewise constant viscosity, where it was demonstrated that a discontinuous, subcritical phase transition governs the emergence of the vortex condensate state [29,32]. By performing the hysteresis analysis, we confirmed that the crossover to the condensate state in inertial active nematics also shows a hysteresis effect, indicating a discontinuous transition to the vortex-condensate state in active nematics [Fig. 1(e)].

It is further shown recently that in active nematics although the energy budget associated with advective inertia could be smaller compared to active and dissipative energies, the effect can accumulate over time leading to large-scale flow patterns [30].

In addition to the change in the size of the flow patterns, condensate formation is accompanied by a significant increase in the strength of the flow. This can be quantified by measuring the averaged rms velocity \( V_{\text{rms}} \) of the entire system after reaching a statistical steady state, which shows up to an order of magnitude enhancement in the velocity upon transition to the vortex-condensate state [Fig. 2(a)]. Moreover, a closer look at the variation of the velocity beyond the transition point into the vortex-condensate state reveals a logarithmic decay of the rms velocity with viscosity, as exemplified by the semilog plot in the inset of Fig. 2(a).

We next asked what would the consequences of such drastic changes in the strength and patterns of the flow be on the orientation field of the active nematic particles. To test this, the magnitude of the nematic order averaged over time and space \( \langle q \rangle_{x,y} \) was measured for incrementally decreasing values of viscosity [Fig. 2(b)]. Interestingly, the initial melting of the nematic order before the condensate formation is followed by an increase in orientational ordering within the vortex-condensate state. This is further accompanied by changes in topological defects density within the system, which after an initial increase with decreasing viscosity, begins to fall as the vortex condensate is established [Fig. 2(c)]. A closer look at the director field associated with the vortex-condensate state reveals the underlying mechanism for such changes in the nematic order and topological defect density: once the vortex condensate forms, within the two giant vortices, a nearly perfect nematic order is established that is only disrupted by an initial increase with decreasing viscosity, begins to fall as the vortex condensate is established [Fig. 2(c)]. A closer look at the director field associated with the vortex-condensate state reveals the underlying mechanism for such changes in the nematic order and topological defect density: once the vortex condensate forms, within the two giant vortices, a nearly perfect nematic order is established that is only disrupted by an initial increase with decreasing viscosity, begins to fall as the vortex condensate is established [Fig. 2(c)].

To explain the reason for the reduction or increase in defects population or orientational order at the condensate...
state, we quantified the nematic order within and outside of the vortex condensate region, showing clearly that the emergence of giant vortices is accompanied by the enhancement of the order and thus fewer defects within the condensates [Fig. 3(b)]. The mechanism for this can be demonstrated in a simplified form by approximating a giant vortex as an ideal Rankine vortex with the velocity profile in the polar coordinate \(\left( u_r = 0, u_\theta, u_z = 0 \right)\), with

\[
u_\theta = \frac{\Lambda}{2\pi} \begin{cases} \frac{r}{a^2}, & r \leq a \\ \frac{1}{r}, & r > a \end{cases}
\]

where \(\Lambda\) is the strength of the circulation of Rankine vortex and \(a\) is the vortex core size. This results in finite vorticity \(\omega_\theta = \Lambda/(\pi a^2)\) and solid body rotation in the core region. An approximately constant vorticity across the giant vortex region is evident from the snapshots of the vortex condensate [Fig. 1(c)]. Previous works have established that “walls” of large nematic distortion and topological defects are typically formed in the regions between separate vortices [19,35,37]. Therefore, here, as a result of the constant vorticity and an approximate solid body rotation within the giant vortex there is only a weak destabilizing effect from variations in vorticity to frustrate the nematic order and as such higher order is expected within the vortex condensates. As such, the orientational order and topological defects display different features within the giant vortices and the bulk of the system in the condensate phase. To gain further insights into the potential impact of varying viscosity and also the distinction between the bulk and the vortex region, we measured the average flow around topological defects. It is well established that in active turbulence with negligible inertia, comet-shaped +1/2 defects show propulsive motion within the system, as evident from the average flow at the highest value of the viscosity, which is consistent with analytical predictions using Green’s function and experimental measurements in dense cellular systems [19,35,37] [Fig. 4(a)]. Upon decreasing the viscosity the flow field around the defects keeps its shape, however, the size of the flow vortices around the defect is reduced and the flow strength at the defect core is enhanced [Fig. 4(b)]. This means that at lower viscosities the speed of the propulsion of +1/2 defects increases, while their higher density leads to a more effective screening of their associated flows due to the stronger interactions with other defects.

Further decrease in viscosity and the emergence of the vortex condensate, however, completely alters flow features of the +1/2 topological defects: within the giant vortices the defects move along their comet head and rotate around the vortex center as characterized by the tilted averaged velocity field [Fig. 4(c)]. Remarkably, within the bulk of the condensate phase, the magnitude of the velocity also drops at the defect core and the average flow of the +1/2 defects points along the defect tail indicating that the defects align antiparallel to the flow direction [Fig. 4(d)]. This is because within the bulk, the strong shear flow between the two giant vortices aligns +1/2 defects antiparallel to the strong flow and the defects are advected by the strong flow between the two vortices. As such within the condensate phase, the propulsive nature of the +1/2 defects is suppressed by the flow field established.
FIG. 5. Stability diagram for the vortex-condensate formation in active nematics. Effect of viscosity and activity on the vortex condensation formation are shown. Filled points represent the vortex-condensate state.

through vortex condensate and defects have negligible impact on the flow field, contrary to the active turbulence state where the propulsive nature of the +1/2 is an indispensable determinant of the flow structure within the system [19,43]. The flow characteristics around defects can be further quantified by calculating the decay of the velocity magnitude away from the defect core, which clearly demonstrates the alterations to the flow scale with decreasing viscosity and with the emergence of the vortex-condensate phase [Fig. 4(e)].

It is noteworthy that the emergence of the vortex condensate depends not only on viscosity, but also on the activity of the particles. To show this, Fig. 5 illustrates the stability diagram of the vortex-condensate formation in the viscosity-activity phase space. As evident from the figure, even at moderately high viscosities, vortex condensates can form for strong enough activities. Only at significantly high viscosity, where the inertial effects are completely suppressed by the viscous dissipation and the convective interscale transfer is insignificant, no vortex condensate is observed. Moreover, the emergence of the vortex condensate is observed only for extensile (pusher) particles and even for high values of contractile activity and strong inertia the active turbulence is established and we could not find any condensate state. We conjecture that the observed difference between the extensile and contractile systems can be associated with the difference in the response of the collection of extensile and contractile active particles to the flow gradients: extensile particles collectively align to the shear flows established by their self-generated active stresses, which leads to the local ordering of extensile active systems, as shown previously [42,43]. On the other hand, contractile activity destroys such an ordering. This effect is best evident from previous studies on active nematics that show combined effects of activity and flow alignment lead to renormalization of the molecular field, as shown in the context of intrinsic free energy of active nematics [43]: for nonzero and positive values of the flow-aligning parameter $\lambda$, contractile $\xi < 0$ and extensile activities $\xi > 0$ have the opposite impact on the effective free energy of the system. As such, contractile activity increases the energetic cost of the breakdown of nematic order, while extensile activity enhances it.

To test this conjecture directly in our simulations, we explored cases with contractile activity ($\xi < 0$) and negative values of the flow-aligning parameter ($\lambda < 0$). The results confirm that it is possible to obtain a vortex-condensate state for contractile activities when the flow-aligning parameter is negative and emphasize that the sign of the product $\xi \lambda$ is the determining factor (Fig. 6). Furthermore, for $\lambda = 0$ there was no vortex-condensate state for neither contractile nor extensile activity.

Having established the impact of viscosity reduction on the flow and director field of active nematics, we next turn to the energetic features of the flow. This is best represented by the kinetic energy spectrum $E_k = \frac{1}{2} \langle \hat{u}_i(k) \hat{u}_i(k) \rangle$, which measures the kinetic energy associated with differing scales characterized by the wave number $k$. A numerical study of the simplified active nematics, which neglects order variation and thus topological defects, suggested a universal scaling of the kinetic energy, $E_k \sim k^{-1}$ at small wave numbers [18]. While such a $k^{-1}$ scaling is recently observed in a numerical study of active polar fluid in certain parameter regimes [31], numerical simulations of the full active nematics did not find such universal behavior [9,58,59]. Most recently, a combined theoretical and experimental study showed different scaling regimes depending on the external or internal dissipation mechanisms for microtubule-kinesin motor mixtures at oil-water interface, which represent a realization of 2D active nematic material [60]. Let us first consider the vortex-condensate case that appears at low viscosities, corresponding to high Reynolds numbers. In agreement with classical 2D turbulence within the inertial range the power spectrum shows Kolmogorov scaling with a power-law decay with the exponent $-5/3$ [33] (Fig. 7, orange line). This indicates that at low viscosities, the vortex condensate generated by local energy injection in active nematics shares similar scaling behavior as driven inertial turbulence. Incremental reduction of inertial effects by successively increasing the viscosity, however, completely alters the scaling behavior of the active nematic turbulence. At small wave numbers, corresponding to large scales, the kinetic energy shows again a power-law behavior.
with a nonuniversal viscosity-dependency exponent (Fig. 7, purple and magenta lines). The transfer of energy to smaller scales (larger wave numbers), however, does not follow a universal power-law decay, as has been suggested by analytical and numerical studies of active nematics that neglect topological defects [18,19]. Instead, representing the energy spectrum on a semilog plot reveals a viscosity-dependent exponential decay of the energy with wave number, that is due to the dominating effect of viscous dissipation with reducing the inertia. This is important, because existence of universal scaling laws for active turbulence, that are independent of activity and viscosity, have been suggested based on power-law decay of energy spectrum with the wave number as $k^{-4}$ [18].

The large-scale numerical simulations conducted here that account for topological defects in the system do not show any indication of such universal scaling laws and rather suggest a dissipation dominant exponential regime at low Reynolds numbers, calling for further studies in this direction.

IV. CONCLUSIONS

The effect of fluid inertia on the self-organization of active nematic systems has been largely overlooked. Here we provide finely-resolved simulations of the active nematic-hydrodynamic equations in the presence of progressively increasing inertial effects. By incrementally reducing the fluid viscosity we quantify the variations of emergent system properties including velocity, orientational order, and density of topological defects. At sufficiently small values of viscosity we observe a power-law decay of the energy spectrum with the wave number.

The results presented in this study demonstrate the important interplay between the active stress generation and fluid inertia in active fluids. While the bulk of the studies of active matter in general, and active nematics in particular, have focused on the highly viscous regime, applicable to bacterial suspension and subcellular filaments, where inertial effects are absent, fluid inertia is expected to play a role in collective organization of larger swimming organisms [13] such as marine zooplanktons Copepods and brine shrimp (Artemia salina) that are commonly encountered in environmental fluids [22,61,62]. Within such inertial active fluids, the observed changes in averaged velocity, orientational order, topological defect density, and energy spectrum could result in significant alterations in collective behavior and foraging traits of the self-propelled organisms [63,64]. Moreover, it would be interesting to probe the impact of inertia in synthetic realizations of active nematics, where the viscosity of the medium can be directly tuned to explore the crosstalk between activity-induced and inertial effects on the turbulent pattern formation of active particles.
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