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Abstract. Exact results for product-form stationary distributions of Markov chains are of interest in different fields. In stochastic reaction networks (CRNs), stationary distributions are mostly known in special cases where they are of product-form. However, there is no full characterization of the classes of networks whose stationary distributions have product-form. We develop an algebraic approach to product-form stationary distributions in the framework of CRNs. Under certain hypotheses on linearity and decomposition of the state space for conservative CRNs, this gives sufficient and necessary algebraic conditions for product-form stationary distributions. Correspondingly, we obtain a semialgebraic subset of the parameter space that captures rates where, under the corresponding hypotheses, CRNs have product-form. We employ the developed theory to CRNs and some models of statistical mechanics, besides sketching the pertinence in other models from applied probability.
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1. Introduction. Many stochastic processes of interest count abundances of different entities, and serve as basic models in applied or theoretical probability. Often, such models can be expressed as continuous-time Markov chains (CTMCs) on \( \mathbb{Z}^n_{\geq 0} \). In terms of examples, consider, e.g., reaction networks [30], interacting particle systems [28], ecology [29], networks in the sciences [19], or queuing networks [35]. In this work, we study the stationary distributions of closed systems of this type, focusing on conditions for product-form. In particular, our results exhibit that in different cases of interest the subset of the parameter space \( \mathbb{P} \) with product-form stationary distribution is semialgebraic. While we focus on stochastic CRNs, the developed theory applies broadly to similar models, i.e., as long as the parametrization of the CTMC model is linear and has a certain state space decomposition (see section 4.2).

1.1. Reaction networks. CRNs are an effective way to describe interactions of different species through mathematical models in the sciences. They are of interest in biochemistry, systems biology, and cellular biology, besides other applications [19, 18, 15].
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A CRN consists of a set of reactions that come together with associated reaction rates that govern their speed. They are usually expressed via their reaction graph. As an example, consider the reversible Michaelis–Menten mechanism:

\[(1.1) \quad S + E \rightleftharpoons ES \rightleftharpoons P + E.\]

Two approaches are adopted when it comes to studying the dynamics of CRNs. Deterministic models mostly consist of ordinary differential equations which describe the changes in species’ concentrations in time. If the molecular counts in the system are low, stochastic models like CTMCs are usually better suited to describe the dynamics. Such stochastic and deterministic systems can be analyzed in terms of the transient behavior, i.e., their evolution in time. On the other hand, the stationary behavior is of interest as well, e.g., the description of the system when it has reached an equilibrium, if it does. In the following, we mostly focus on stochastic CRNs and their stationary behavior.

1.2. Stochastic reaction networks and analytical results on stationary distributions.
Traditionally, deterministic models have been the preferred modelling choice. However, the analysis of living systems with small molecular counts and stochasticity has become essential. Correspondingly, there is an increased interest in the dynamics of the CTMC for CRNs. However, due to the difficulty in analytical tractability, most studies are based on approximations or simulations [15, 32, 33, 17]. Distinctive differences separate the stochastic and deterministic models, both in terms of their transient and stationary behavior. Besides the obvious differences, studied phenomena include, e.g., the small number effect [32], absorption in absolutely robust CRNs [3], condensation [25], or discreteness induced transitions [33].

Characterizing transient and stationary behavior of stochastic CRNs is a formidable task in general, and this behavior is often examined via simulations [17]. Analytical solutions for the stationary distribution (in case of existence) are unknown for most systems, except for some special cases. Some stationary distributions of CRNs are well understood. Both complex balanced [2] and autocatalytic CRNs [25] have product-form stationary distributions (see, e.g., Definition 2.2). Furthermore, [24] offers sufficient conditions for product-form stationary distributions through decompositions of CRNs as well as different examples. Note that solutions of product-form stationary distributions can be used to prove positive recurrence; see, e.g., [6, section II, Corollary 4.4] for the general case, or [1] for the application to complex balance. Beyond these results, little is known concerning explicit stationary distributions. Analytical results on product-form stationary distributions allow convenient expressions for the long-term dynamics [2, 24, 28, 34, 35]. Furthermore, they often enable the rigorous study of scaling limits, condensation, or other features of the dynamics [25, 8, 27].

Previous results were mostly focused on particular classes of stochastic CRNs for which the stationary distributions can be given, i.e., [2, 5, 25, 24]. Here, we aim to give tools to systematically find regions of the reaction rate space where the corresponding stochastic CRN has or has not product-form stationary distribution. The underlying idea is that the condition for product-form stationary distributions for closed CTMC dynamics on \(\mathbb{Z}_{\geq 0}^n\) with linear parametrizations is canonically related to conditions expressible through algebraic geometry. This enables us to study the semialgebraic set of product-form for corresponding CRNs computationally via a bottom-up approach.
1.3. Overview and main results. We recall in section 2 main concepts of stochastic CRNs, with corresponding notions as primary examples and motivation for our study. The theoretical part in section 3 then consists of the following.

1. We show that stationary distributions have polynomial parametrizations, as long as the reaction rates appear linearly in the kinetics (Lemma 3.3).

2. We give necessary, and sometimes equivalent, conditions for product-form stationary distributions for sequences of probability distributions along irreducible components of specific forms (Theorem 3.6).

3. In section 3.4 we combine the previous findings to define an ideal and a semialgebraic set that characterizes CRNs with product-form stationary distribution, under certain assumptions on the parametrization of the reaction rates and the structure of the irreducible components.

While for some conservative CRNs, the conditions we obtain are sufficient and necessary, for others they are only necessary, or do not apply (e.g., the infinite case). On the other hand, the results derived do not depend on the kinetics at hand, and the methods can be applied to other models of CTMCs. We analyze some classes of examples from CRN theory and particle systems in section 4 and sketch some further applications, ending with a discussion of our considerations in section 5.

1.4. Notation. We write \(|k|\) for the set \(\{1, \ldots, k\}\), \(\pi\) for the stationary distributions, and \(Z\), the normalizing constants, when we do not further specify the domain. \(\Gamma\) denotes an irreducible component, and if we want to specify the domain we write \(\pi_{\Gamma}\) for the stationary distribution on \(\Gamma\) and \(Z_{\Gamma}\) for the corresponding normalizing constant.

For a finite set \(\Gamma\), let \(\Delta_{\Gamma}\) stand for the probability simplex, i.e.,

\[
\Delta_{\Gamma} := \left\{ x \in \mathbb{R}^\Gamma \left| \sum_{i \in \Gamma} x_i = 1, x_i \geq 0 \text{ for } i \in \Gamma \right. \right\},
\]

and let \(\hat{\Delta}_{\Gamma}\) be the ordinary interior of \(\Delta_{\Gamma}\), consisting of probability distributions which are nonzero on all coordinates. Let us denote by \(\mathbb{R}^\Gamma\), \(\mathbb{R}^\Gamma_{\geq 0}\), and \(\mathbb{RP}^\Gamma\) the real, nonnegative real, and positive real projective space on \(\Gamma\), respectively. We write \(e_i\) for the vector with \(i\)th entry equal to one and all other entries equal to zero.

2. Stochastic reaction networks.

2.1. Basic terminology for CRNs. A reaction network consists of three finite sets \(G = (S, C, R)\) where \(S\) is the set of species \(S = \{S_1, \ldots, S_n\}\), \(C\) is the set of complexes, and \(R \subseteq C \times C\) is the set of reactions.

Complexes correspond to nonnegative linear combinations of species over \(\mathbb{Z}_{\geq 0}\), which we write in the form \(\nu = \sum_{i=1}^{n} \nu_i S_i\), and identify with vectors \(\nu \in \mathbb{Z}_{\geq 0}^n\). Reactions consist of ordered tuples \((\nu, \nu') \in R\). The sets \(C\) and \(R\) are such that \((\nu, \nu) \notin R\) and that if \(\nu \in C\), there exists \(\nu' \in C\) such that either \((\nu, \nu') \in R\), or \((\nu', \nu) \in R\). The stochiometric subspace is defined as the linear subspace \(T = \text{span}_{(\nu, \nu') \in R} \{\nu' - \nu\} \subset \mathbb{R}^n\). A CRN \(G = (S, C, R)\) is conservative (resp., subconservative) if there is a vector of positive weights \(w \in \mathbb{R}^S_{> 0}\) such that for any reaction \((\nu, \nu') \in R\) we have that \(\sum_{S_i \in S} \nu_i w_i = \sum_{S_i \in S} \nu'_i w_i\) (resp., \(\sum_{S_i \in S} \nu_i w_i \geq \sum_{S_i \in S} \nu'_i w_i\)).
We usually describe a reaction network by its reaction graph, which is the directed graph with vertices \( \mathcal{C} \) and edge set \( \mathcal{R} \). This way, we represent a reaction \( (\nu, \nu') \in \mathcal{R} \) as \( \nu \rightarrow \nu' \) and say that it consumes the reactant \( \nu \) and creates the product \( \nu' \). We also say \( \nu \in \mathcal{C} \) reacts to \( \nu' \in \mathcal{C} \) if \( \nu \rightarrow \nu' \) is a reaction. The molecularity of a reaction \( \nu \rightarrow \nu' \in \mathcal{R} \) is equal to the number of molecules in the reactant \( |\nu| = \sum_{\nu_i} \nu_i \). A connected component of the reaction graph of \( \mathcal{G} \) is termed a linkage class. A CRN is reversible if \( \nu \rightarrow \nu' \in \mathcal{R} \) whenever \( \nu' \rightarrow \nu \in \mathcal{R} \). It is weakly reversible if for any reaction \( \nu \rightarrow \nu' \in \mathcal{R} \), there is a directed path in the graph beginning with \( \nu' \) as a reactant and ending with \( \nu \) as a product complex. If it is not weakly reversible, we say it is nonweakly reversible. The deficiency of a reaction network \( \mathcal{G} \) is defined as \( \delta = |\mathcal{C}| - \ell - \dim(\mathcal{T}) \), where \( \ell \) is the number of linkage classes.

Each reaction \( \nu \rightarrow \nu' \) has a positive reaction rate constant (or simply rate) \( \kappa_{\nu \rightarrow \nu'} \); the vector of reaction rates is defined by \( \kappa \in \mathbb{R}^\mathcal{R} \) and the CRN with rates \( \kappa \) is denoted by \( (\mathcal{G}, \kappa) \).

We will often refer to two specific classes of CRNs: complex balanced CRNs which are defined, e.g., in [2, section 3.2], and autocatalytic CRNs which are defined in [25, section 3]. We note that the former are always weakly reversible, while the latter are mostly nonweakly reversible.

### 2.2. Stochastic model of reaction networks.

The evolution of species counts follows a Markov process, where the vector \( X(t) = x \in \mathbb{Z}^n_{\geq 0} \) changes, according to transitions determined by the reactions \( \nu \rightarrow \nu' \), by jumping from \( x \) to \( x + \nu' - \nu \) with transition intensity \( \lambda_{\nu \rightarrow \nu'}(x) \). The transition intensity functions \( \lambda_{\nu \rightarrow \nu'} : \mathbb{Z}^n_{\geq 0} \rightarrow \mathbb{R}_{\geq 0} \) then give the \( Q \)-matrix of the form

\[
Q(x, x + \xi) := \sum_{\nu \rightarrow \nu' \in \mathcal{R} \mid \nu + \nu' = \xi} \lambda_{\nu \rightarrow \nu'}(x)
\]

such that the Markov process satisfies

\[
P(X(t + \Delta t) = x + \xi | X(t) = x) = \sum_{\nu \rightarrow \nu' \in \mathcal{R} \mid \nu + \nu' = \xi} \lambda_{\nu \rightarrow \nu'}(x) \Delta t + o(\Delta t).
\]

The transition intensity function under Mass-action kinetics (more general kinetics are possible as well [2, 5]) associated to the reaction \( \nu \rightarrow \nu' \) is

\[
\lambda_{\nu \rightarrow \nu'}(x) = \frac{(x)!}{(x - \nu)!} 1_{x \geq \nu},
\]

where \( z! := \prod_{i=1}^n z_i! \) for \( z \in \mathbb{Z}^n_{\geq 0} \) and \( 1_{x \geq \nu} \) is one if and only if \( x_i \geq \nu_i \) for all \( i \in [n] \) and zero otherwise.

Stochastic CRNs are analyzed via inspection of the underlying CTMC, where the state space is decomposed into different types of states (i.e., transient, recurrent, positive recurrent; see, e.g., [31, sections 3.4 and 3.5]).

We next introduce some terminology for stochastic CRNs.

A reaction \( \nu \rightarrow \nu' \) is active on \( x \in \mathbb{Z}^n_{\geq 0} \) if \( x_i \geq \nu_i \) for all \( i \in [n] \). A state \( u \in \mathbb{Z}^n_{\geq 0} \) is accessible from another state \( x \in \mathbb{Z}^n_{\geq 0} \) if \( u \) is reachable from \( x \) via its CTMC dynamics. We denote this by \( x \rightarrow \mathcal{G} \ u \).

A nonempty set \( \Gamma \subset \mathbb{Z}^n_{\geq 0} \) is an irreducible component of \( \mathcal{G} \) if for all \( x \in \Gamma \) and all \( u \in \mathbb{Z}^n_{\geq 0} \), \( u \) is accessible from \( x \) if and only if \( u \in \Gamma \). An irreducible component \( \Gamma \) is positive if for all
reactions there is some $x \in \Gamma$ such that the reaction is active on that state. An irreducible component is *positive recurrent* if it contains a state that is positive recurrent, as then all states in the irreducible component are positive recurrent (see, e.g., [31, Theorem 3.5.3]).

We say $\mathcal{G}$ is *essential* if the state space is a union of irreducible components, and $\mathcal{G}$ is *almost essential* if the state space is a union of irreducible components except for a finite number of states.

On irreducible components, positive recurrence (also called ergodicity) is equivalent to nonexplosivity together with existence of an invariant distribution [31, Theorem 3.5.3], where nonexplosivity is defined in [31, section 2.7]. Nonexplosivity corresponds to the CTMC not having infinitely many jumps over a compact time interval. The classification of stochastic CRNs is challenging in general. While different results exist, e.g., for positive recurrence [4], nonexplosivity of complex balanced CRN [1], extinction/absorption events [26, 23], quasi-stationary distributions [23], or one-dimensional (1-d) stochastic CRNs [37], we are far from a complete characterization for most.

### 2.3. Stationary distributions of reaction networks.

Let $X(t)$ denote the underlying stochastic process from a CRN on an irreducible component $\Gamma$. Then, given that the stochastic process $X(t)$ is positive recurrent on $\Gamma$ and starts in $\Gamma$, we have that the limiting distribution is the stationary distribution, i.e.,

$$\lim_{t \to \infty} P(X(t) \in A) = \pi_A(A) \quad \text{for any } A \subset \Gamma.$$

Then, the stationary distribution $\pi_{\Gamma}$ on an irreducible component $\Gamma$ is unique and describes the long-term behavior [31, Theorem 3.6.3]. The stationary distribution is (implicitly) determined by the Master equation of the Markov chain:

$$\sum_{\nu \to \nu' \in \mathcal{R}} \pi(x + \nu - \nu') \lambda_{\nu \to \nu'}(x + \nu - \nu') = \pi(x) \sum_{\nu \to \nu' \in \mathcal{R}} \lambda_{\nu \to \nu'}(x)$$

for all $x \in \Gamma$. We denote by $ME(\mathcal{G}, \Gamma)$ the set of equations derived from the Master equation on the irreducible component $\Gamma$ in terms of the reaction rates.

Under Mass-action kinetics, the Master equation then takes the following form:

$$\sum_{\nu \to \nu' \in \mathcal{R}} \pi(x + \nu - \nu') \kappa_{\nu \to \nu'} \frac{(x - \nu' + \nu)!}{(x - \nu)!} 1_{x \geq \nu'} = \pi(x) \sum_{\nu \to \nu' \in \mathcal{R}} \kappa_{\nu \to \nu'} \frac{(x)!}{(x - \nu)!} 1_{x \geq \nu}.$$

Solving (2.2) is, in general, a challenging task, even when restricting to the Mass-action case.

**Remark 2.1.** Subconservative CRNs have finite irreducible components, such that their CTMC dynamics are nonexplosive [31, Theorem 2.7.1]. Hence on irreducible components they are positive recurrent with unique solution to the Master equation [31, Theorem 3.5.3]. Note that for infinite CTMCs, existence of stationary distribution does not imply positive recurrence; cf., e.g., [31, Ex. 3.5.4].
Consider a reaction network \((\mathcal{G}, \kappa)\) with corresponding CTMC dynamics that has at least one nontrivial\(^2\) and positive recurrent irreducible component.

**Definition 2.2.** We present the following:

1. \((\mathcal{G}, \kappa)\) has product-form stationary distribution if there exist functions indexed by species \(f_i : \mathbb{N} \rightarrow \mathbb{R}_{>0}; S_i \in \mathcal{S}\) such that for any positive recurrent irreducible component \(\Gamma\) the stationary distribution has the form

\[
\pi_\Gamma(x) = Z_\Gamma^{-1} \prod_{S_i \in \mathcal{S}} f_i(x_i)
\]

for any \(x \in \Gamma\), where \(Z_\Gamma\) is a normalizing constant defined by \(Z_\Gamma = \sum_{x \in \Gamma} \prod_{S_i \in \mathcal{S}} f_i(x_i)\).

2. \((\mathcal{G}, \kappa)\) has \(\mathcal{I}\)-product-form stationary distribution if there is a nontrivial\(^3\) covering \(\mathcal{I} = (I_j)_{j \in [k]}\) of the species set \(\mathcal{S}\) (i.e., \(\mathcal{S} = \bigcup_{j \in [k]} I_j\)) with functions \(f_{I_j} : \mathbb{Z}_{>0}^{I_j} \rightarrow \mathbb{R}_{>0}\) such that for any positive recurrent irreducible component \(\Gamma\) the corresponding stationary distribution has the form

\[
\pi_\Gamma(x) = Z_\Gamma^{-1} \prod_{j=1}^{k} f_{I_j}(x_{I_j}),
\]

where \(Z_\Gamma\) is the normalizing constant.

Note that product-form corresponds to \(\mathcal{I}\)-product-form with \(\mathcal{I}\) all 1-element sets as partition. Furthermore, product/\(\mathcal{I}\)-product-form stationary distributions only matter on nontrivial positive recurrent irreducible components (consider, e.g., \(A \rightarrow B\) for an example of a trivial one). Note also that for CRNs with infinite irreducible components, positive recurrence can be hard to check; cf., e.g., [37].

**Remark 2.3.** Observe that Definition 2.2 is more restrictive than, e.g., only asking to have a factorization for one positive recurrent irreducible component.

For \(\mathcal{I}\)-product-form, the following holds concerning their comparison.

**Lemma 2.4.** For two covers of \(\mathcal{S}\), if \(\mathcal{I}_1 \leq \mathcal{I}_2\), i.e., \(\mathcal{I}_1\) refines \(\mathcal{I}_2\) as a cover,\(^4\) then \(\mathcal{I}_1\) product-form implies \(\mathcal{I}_2\) product-form for \((\mathcal{G}, \kappa)\).

The notion of product-form is used in numerous works in applied probability [28, 19, 35, 27] and is the strongest notion, i.e., it implies any other \(\mathcal{I}\)-product-form by Lemma 2.4. The notion of pair-product-form stationary distribution from statistical physics (see, e.g., [14, section 6.1.1] or [34, section 3.6.1]) is an example of \(\mathcal{I}\)-product-form, where \(\mathcal{I}\) consists of pairs of overlapping 2-sets. While it is rare not to have \(\mathcal{I}\)-product-form in studied examples, they exist. For a mass transport model with explicit stationary distributions that is similar, but not expressible as \(\mathcal{I}\)-product-form, we refer to [22].

In the following we mostly focus on almost-essential conservative CRNs. By finiteness (see Remark 2.1), CTMC dynamics are positive recurrent on irreducible components.

---

\(^2\)That is, with more than one element.

\(^3\)That is, \(\mathcal{S} \not\in \mathcal{I}\), and w.l.o.g. assume that \(I_j \neq I_l\) for \(j \neq l\), \(j, l \in [k]\).

\(^4\)Say, \(I_1 \leq I_2\) if \(\forall I_j \in I_1 \exists I_j' \in I_2\) such that \(I_j \subseteq I_j'\).
Definition 2.5. We distinguish three cases for a CRN $\mathcal{G}$ with given kinetics:

(I) $\mathcal{G}$ has product-form stationary distribution independent of the rate if for any rate $\kappa \in \mathbb{R}_{>0}$, $(\mathcal{G}, \kappa)$ has product-form stationary distribution.

(N) $\mathcal{G}$ has nonproduct-form stationary distribution independent of the rate if for any rate $\kappa \in \mathbb{R}_{>0}$, $(\mathcal{G}, \kappa)$ has no product-form stationary distribution.

(E) $\mathcal{G}$ can attain both product- and nonproduct-form stationary distribution if that holds for different $(\mathcal{G}, \kappa)$ with rates in $\kappa \in \mathbb{R}_{>0}$.

2.4. Known results on stationary distributions. The classification of the stationary behavior of reaction networks is challenging, and often studied via simulations [17]. In particular, analytical solutions for the stationary distribution (in case of existence) are not known for most systems. Some stationary distributions of weakly reversible reaction networks are well understood. This is the case for complex balanced and autocatalytic CRNs.

Complex balanced CRNs [2] have a Poisson product-form stationary distribution [2] and can be characterized by that [9]: For a complex balanced CRN $(\mathcal{G}, \kappa)$ and an irreducible component $\Gamma$, the corresponding CTMC has product-form stationary distribution of the form

$$\pi_{\Gamma}(x) = Z_{\Gamma}^{-1} \frac{c^x}{x!},$$

where $c \in \mathbb{R}_{>0}$ is a point of complex balance and $Z_{\Gamma}$ is a normalizing constant. In particular, deficiency zero weakly reversible CRNs are complex balanced independent of the rate; thus they have product-form stationary distribution independent of the rate.

While it is currently not known which weakly reversible CRNs admit a product-form stationary distribution beyond complex balance, at least some have this property. In particular, many weakly reversible non-deficiency zero CRNs have product-form stationary distribution independent of the rate [24]. However, not all weakly reversible CRNs have product-form stationary distribution independent of the rate (see section 4.1).

Furthermore, so-called autocatalytic CRNs [25, section 3], a class of nonweakly reversible CRNs, also have product-form stationary distributions. Their product-form functions come from an infinite family of functions, where the first one specializes to the Poisson form as above. So, for an autocatalytic CRN in the sense of [25, section 3], the stochastic dynamics has product-form stationary distribution

$$(2.4) \quad \pi_{\Gamma}(x) = Z_{\Gamma}^{-1} \prod_{S_i \in \mathcal{S}} f_i(x_i),$$

with product-form functions

$$f_i(x_i) = \lambda_i^x \frac{1}{x_i!} \prod_{l=1}^{x_i} \left(1 + \sum_{k=2}^{n_i} \beta_k \prod_{r=1}^{k-1} (l - r) \right)$$

on its irreducible components, where $\lambda_i$ and $\beta_k$ are determined by the autocatalytic CRN (cf. [25, section 3]) and where $Z_{\Gamma}$ is the normalizing constant.

Results on systematical derivation of sufficient conditions for product-form stationary distributions through decompositions of CRNs with examples can be found in [24]. Furthermore, some results on stationary distributions for CRNs with so-called discreteness-induced
transitions are available [7]. However, the corresponding stationary distributions are not of product-form.

2.5. Examples. We end this section with some illustrative examples to introduce the reader further into the setting. Note that both reversible, weakly reversible, and autocatalytic CRNs are essential; cf., e.g., [24].

Example 2.6. Consider the following nonweakly reversible CRN:

\[
A \xrightarrow{\beta} B, \quad 2A \xleftarrow{\alpha} 2B,
\]

which is almost essential, with stochiometric compatibility classes dividing the state space into parts \( \Gamma_j = \{ x \in \mathbb{N}^2 | x_1 + x_2 = j \} \). The \( \Gamma_j \) are positive irreducible components for \( j \geq 2 \).

Example 2.7. The weakly reversible deficiency one CRN

\[
2A + B \xrightarrow{\gamma} B, \quad 2A \xleftarrow{\alpha} 2B
\]

is almost essential with state space decomposition \( \Gamma_j = \{ x \in \mathbb{N}^2 | x_1 + x_2 = j \} \), where the \( \Gamma_j \) are positive for \( j \geq 2 \). This CRN is complex balanced if and only if \( \gamma^2 = \alpha \beta \).

3. Geometric view on product-form stationary distributions. In this section we study algebraic and geometric aspects of the solutions to the Master equation \( ME(\mathcal{G}, \Gamma) \) on an irreducible component for a given network \( \mathcal{G} \). In section 3.2 we express the equations in \( ME(\mathcal{G}, \Gamma) \) in matrix form, which allows us to express \( \pi_\Gamma \) in terms of the reaction rates \( \kappa \). In section 3.3 we derive conditions on the values of \( \pi_\Gamma(x) \) for each \( x \in \Gamma \) that allow \( (\mathcal{G}, \kappa) \) to have product-form stationary distribution, or in some cases guarantee it. These conditions will give rise to polynomial ideals. In section 3.4, we explore the algebraic-geometric connection between these ideals of polynomial conditions and the sets of reals or positive values satisfying them. From this connection, we extract a description for the set of reaction rates that give product-form stationary distributions for \( (\mathcal{G}, \kappa) \) under certain hypotheses. The basic terminology and ideas needed to approach this connection are given in section 3.1.

3.1. Algebraic and geometric tools. For simplicity we will focus on the concrete case of polynomials with real coefficients and their real solutions. When considering solutions to polynomial equations, it is often useful to consider all equations at the same time. Polynomial ideals formalize this idea, as they are subsets of a polynomial ring with real coefficients (like \( \mathbb{R}[y_1, \ldots, y_s] \) where \( y_1, \ldots, y_s \) are the variables), and they are closed by nonlinear combinations of their elements with coefficients in the ring. For more details, we refer, e.g., to [12]. Polynomial ideals have the following property, which follows, e.g., from Hilbert’s basis theorem (cf., e.g., [12, section 2.5]).

Lemma 3.1. Let \( R := \mathbb{R}[y_1, \ldots, y_s] \) be any polynomial ring. Then the following two equivalent properties hold:

- Any ideal \( I \subset R \) is generated by finitely many elements.
- Any increasing chain of ideals \( I_0 \subseteq I_1 \subseteq \cdots \subseteq I_i \subseteq \cdots \) eventually stabilizes. That is, there exists \( N \in \mathbb{N} \) such that for any \( j > N \), \( I_N = I_j \).
An algebraic set is the set of common solutions to a finite collection of polynomial equations. A semialgebraic set is the set of common solutions to a finite collection of polynomial equations and polynomial inequalities.

As mentioned above, the idea of the connection between polynomial ideals and geometric sets is that any solution of a set of polynomial equations is also a solution of any nonlinear combination of these equations. This establishes a connection between ideals and algebraic sets.

Given an ideal \( I \subset \mathbb{R}[y_1, \ldots, y_s] \), we commonly denote by \( \mathbb{V}(I) \) the algebraic set
\[
\mathbb{V}(I) = \{ x \in \mathbb{R}^d : f(x) = 0 \ \forall f \in I \} \subset \mathbb{R}^d.
\]
If \( I = (f_1, \ldots, f_d) \subset \mathbb{R}[y_1, \ldots, y_s] \) is the polynomial ideal generated by \( f_1, \ldots, f_d \), then
\[
\mathbb{V}(I) = \cap_{i=1}^d \mathbb{V}((f_i)).
\]
As \( I \subseteq J \) means that \( J \) imposes at least the same conditions as \( I \), then
\[
I \subseteq J \implies \mathbb{V}(I) \supseteq \mathbb{V}(J).
\]
Furthermore, \( \mathbb{R}(y_1, \ldots, y_s) \) will denote the field of rational functions over the variables \( y_1, \ldots, y_s \), which is given by
\[
\mathbb{R}(y_1, \ldots, y_s) := \left\{ \frac{f}{g} \mid f, g \in \mathbb{R}[y_1, \ldots, y_s], g \neq 0 \right\}.
\]

### 3.2. Expressing the solution set as a kernel.

Let \( \mathcal{G} \) be a reaction networks with CTMC dynamics having finite irreducible components. Recall that \( ME(\mathcal{G}, \Gamma) \) stands for the set of equations derived from the Master equation (2.2) for each \( x \in \Gamma \). For a fixed value of the reaction rate vector \( \kappa \in \mathbb{R}_{>0}^s \), the solution to this set of equations is a 1-d subspace of \( \mathbb{R}_{>0}^\Gamma \) (see Remark 2.1), and the stationary distribution is the solution in \( \Delta_\Gamma \subset \mathbb{R}_{>0}^\Gamma \). To formalize this, we construct the following map:

\[
\begin{align*}
\mathbb{R}_{>0}^R &\xrightarrow{h_\Gamma} \mathbb{R}_{>0}^\Gamma \xrightarrow{\pi} \mathbb{RP}_{>0}^\Gamma &\simeq \Delta_\Gamma, \\
\kappa &\mapsto h_\Gamma(\kappa) &\mapsto \frac{1}{Z} h_\Gamma(\kappa) := (\pi_\Gamma(x) : x \in \Gamma).
\end{align*}
\]

We will show that the map \( h_\Gamma \) is polynomial and unique (modulo normalization; cf. Corollary 3.4). Note that \( p \) is simply the projection into real projective space, and the last map is the normalization to a probability distribution (i.e., the well-known isomorphism \( \mathbb{RP}_{>0}^\Gamma \simeq \Delta_\Gamma \)). For more on basic projective algebraic geometry we refer to, e.g., [12, section 8].

Suppose that the following holds for the kinetics.

**Assumption 3.2.** The transition intensity functions \( \lambda_{\nu \to \nu'}(\cdot) \) are linear polynomials in the reaction rate parameters \( \kappa_{\nu \to \nu'} \) for all reactions \( \nu \to \nu' \in \mathcal{R} \).

As an example of transition intensity functions satisfying Assumption 3.2, consider Mass-action kinetics as given in (2.1), and the CTMC on a nontrivial irreducible component \( \Gamma \). Then \( ME(\mathcal{G}, \Gamma) \) is the system of equations given by
\[
\sum_{\nu_i \to \nu'_i \in \mathcal{R}} \pi_\Gamma(x + \nu_i - \nu'_i) \lambda_i(x + \nu_i - \nu'_i) = \pi_\Gamma(x) \sum_{\nu_i \to \nu'_i \in \mathcal{R}} \lambda_i(x), \quad x \in \Gamma.
\]
Note that the left-hand side is not zero for any \( x \) in \( \Gamma \). Taking everything to the left-hand side we can write \( ME(\mathcal{G}, \Gamma) \) as
\[
\sum_{\nu_i \rightarrow \nu'_i \in \mathcal{R}} \pi(1)(x + \nu_i - \nu'_i) \lambda_i(x + \nu_i - \nu'_i) - \pi(1)(x) \sum_{\nu_i \rightarrow \nu'_i \in \mathcal{R}} \lambda_i(x) = 0, \quad x \in \Gamma.
\]

We now express \( ME(\mathcal{G}, \Gamma) \) in matrix form. Let \( \Gamma = \{c_1, c_2, \ldots, c_m\} \) be a (finite) arbitrary irreducible component with \( m \) elements (see Examples 2.6 and 3.5 for examples of irreducible components of a CRN). Then the system of equations \( ME(\mathcal{G}, \Gamma) \) can be written as
\[
(\mathbf{3.2})
\begin{pmatrix}
-\sum_{\nu_i \rightarrow \nu'_i \in \mathcal{R}} \lambda_i(c_1) \\
\vdots \\
-\sum_{\nu_i \rightarrow \nu'_i \in \mathcal{R}} \lambda_i(c_m)
\end{pmatrix}
\begin{pmatrix}
\pi(1)(c_1) \\
\pi(1)(c_2) \\
\vdots \\
\pi(1)(c_m)
\end{pmatrix} = 0
\]
where the entries outside of the diagonal are of the form \( \sum_{c_k + \nu_i - \nu'_i = c_j} \lambda_i(c_k + \nu_i - \nu'_i) \) in the \( k \)-row and \( j \)-column for \( j \neq k \). Note that, under Assumption 3.2, each \( \lambda_i(c_k + \nu_i - \nu'_i) \) is a homogeneous polynomial of degree 1 in the rates \( \kappa_i \).

We denote the corresponding matrix by \( A(\kappa) \), so that (3.2) becomes \( A(\kappa)\pi = 0 \), where \( \pi = (\pi_1(\kappa_1), \ldots, \pi_1(\kappa_m)) \). See Example 3.5 for an example of the computation of \( A(\kappa) \).

Lemma 3.3. Consider \( A(\kappa) \) as a matrix with entries in the field of fractions \( \mathbb{R}(\kappa_i|\nu_i \rightarrow \nu'_i \in \mathcal{R}) \). Under Assumption 3.2, rank(\( A(\kappa) \)) = \( m - 1 \).

Proof. For any \( a \in \mathbb{R}_{>0}^\mathcal{R} \), the kernel of \( A(a) \) is 1-d by Markov chain theory (see Remark 2.1). The determinant \( \det(A(\kappa)) \) is an element of \( \mathbb{R}[\kappa_i|\nu_i \rightarrow \nu'_i \in \mathcal{R}] \), which vanishes for all \( a \in \mathbb{R}_{>0}^\mathcal{R} \). So it is identically zero as a polynomial in \( \mathbb{R}[\kappa_i|\nu_i \rightarrow \nu'_i \in \mathcal{R}] \). For any \( a \in \mathbb{R}_{>0}^\mathcal{R} \) there is some \( m - 1 \)-minor of \( A(a) \) which does not vanish. Hence some \( m - 1 \)-minors of \( A(\kappa) \) are nonzero, and we conclude that \( \mathbb{R}(\kappa_i|\nu_i \rightarrow \nu'_i \in \mathcal{R}) \).

Corollary 3.4. Under Assumption 3.2, the map \( h_\Gamma \) can be given as a unique vector \( (F_1, \ldots, F_m) \), up to multiplication by a constant in \( \mathbb{R}^* \), whose entries are homogeneous polynomials in \( \mathbb{R}[\kappa_i|\nu_i \rightarrow \nu'_i \in \mathcal{R}] \) of the same degree, with positive coefficients and no nonconstant common divisor. Hence the \( F_i \) never vanish on \( \mathbb{R}^\mathcal{R}_{>0} \).

Proof. For the reader’s convenience we complete the computation of \( h_\Gamma \) by recalling the computation of the kernel of \( A(\kappa) \) (which is 1-d by Lemma 3.3) via Gaussian elimination over the field of fractions \( \mathbb{R}(\kappa_i|\nu_i \rightarrow \nu'_i \in \mathcal{R}) \). This gives a constructive proof for \( h_\Gamma \) and \( (F_1, \ldots, F_m) \). We can proceed as follows:

\[
(0) \quad \frac{A(\kappa)}{I_m} \xrightarrow{(1) \& (2)} \left[ \begin{array}{c} B \\ C \end{array} \right] \quad (3).
\]

0. We start by creating the row-augmented matrix, where \( I_m \) is the \( m \times m \) identity matrix.
1. We divide each j-column by \(-a_{ij} = \sum_{i} \nu_i \lambda_i(x_j)\). Hence we get \(-1\)-entries in the diagonal of the former matrix \(A(\kappa)\).

2. We apply elementary column operations to get the upper matrix in column echelon form. Note that we only add columns multiplied by elements in \(\mathbb{R}(\kappa_i | \nu_i \rightarrow \nu'_i \in \mathcal{R})\) with all coefficients positive.

3. We get the matrices \(B, C\), where \(B\) is in column echelon form of degree \(m - 1\). Furthermore, matrix \(C\) has the form

\[
C = \begin{pmatrix}
c_{1,1} & \cdots & c_{1,m-1} & v_1 \\
\vdots & & \vdots & \vdots \\
c_{m,1} & \cdots & c_{m,m-1} & v_m
\end{pmatrix}
\]

such that the last column of \(C\), i.e., \((v_1, \ldots, v_m)\), is a nontrivial vector of the kernel. Hence \((v_1, \ldots, v_m)\) is a basis of the kernel over \(\mathbb{R}(\kappa_i | \nu_i \rightarrow \nu'_i \in \mathcal{R})\), and we can choose the corresponding column vector as homogeneous polynomials. If the greatest common divisor (GCD) in \(\mathbb{R}(\kappa_i | \nu_i \rightarrow \nu'_i \in \mathcal{R})\) is nontrivial, we divide all polynomials of the column vector by the GCD. Denote the corresponding vector by \(w\) with entries in \(\mathbb{R}(\kappa_i | \nu_i \rightarrow \nu'_i \in \mathcal{R})\), which is unique up to multiplication by a constant in \(\mathbb{R}^*\). Then the vector \(w\) has the form \(w = (F_1, \ldots, F_m)\), and by construction the \(F_1, \ldots, F_m\) are homogeneous polynomials of the same degree with positive coefficients by (2). As all the coefficients of the polynomials are positive, it is clear that \(F_1, \ldots, F_m\) never vanish on \(\mathbb{R}^n_{\geq 0}\).

Using the former construction, we can define a map \(h^*_\pi\) between two polynomial rings, namely the ring of polynomials whose variables are \(\pi(x), x \in \Gamma\), and the ring containing polynomials with variables \(\kappa_i\) encoding the reaction rates:

\[
\mathbb{R}[\pi(x) : x \in \Gamma] \xrightarrow{h^*_\pi} \mathbb{R}[\kappa_i | \nu_i \rightarrow \nu'_i \in \mathcal{R}].
\]

This map sends \(\pi(x_j)\) to \(F_j(\kappa)\), and is a ring homomorphism (a map preserving addition and multiplication). Its geometric counterpart is the following map of algebraic sets:

\[
\kappa \in \mathbb{R}^\Gamma \mapsto h_\Gamma(\kappa) = (F_1(\kappa), \ldots, F_m(\kappa)) \in \mathbb{R}^\Gamma,
\]

which extends the first part of the map (3.1) to \(\mathbb{R}^\Gamma\). We use the same name for this new map as for its restriction to \(\mathbb{R}^\Gamma_{\geq 0}\). By Corollary 3.4, the image of \(\mathbb{R}^\Gamma_{\geq 0}\) by this map is contained in \(\mathbb{R}^\Gamma\). We will use this map later in this section.

From now on we allow the following abuse of notation. We will write \(\pi\) for the stationary distribution without specifying the irreducible component, \(\pi_\Gamma\) when specifying it to \(\Gamma\), \(\pi_x\) for the value of the stationary distribution on \(\Gamma\) with coordinate \(x \in \Gamma\), \(h_\Gamma(\kappa)\) for the vector of polynomials from Corollary 3.4 on \(\Gamma\), and \(h_x(\kappa)\) for the corresponding polynomial of \(h_\Gamma(\kappa)\) in coordinate \(x \in \Gamma\). Furthermore, if the context is clear and we consider a sequence of irreducible components \(\Gamma_l\) for \(l \in I\) along \(I\) an index set, we might write \(\pi_l\) and \(h_l(\kappa)\) for \(\pi_{\Gamma_l}\) (resp., \(h_{\Gamma_l}(\kappa)\)).
**Example 3.5.** Consider Example 2.6 with Mass-action kinetics. The Master equation is given as

\[ \alpha \pi(x_1 - 2, x_2 + 2)(x_2 + 2)(x_2 + 1)1_{\{x_1 \geq 2\}} + \beta \pi(x_1 + 1, x_2 - 1)(x_1 + 1)1_{\{x_2 \geq 1\}} \]

\[ = \pi(x_1, x_2)(\alpha x_2(x_2 - 1)1_{\{x_2 \geq 2\}} + \beta x_1 1_{\{x_1 \geq 1\}}). \]

We restrict our treatment to the first three positive irreducible components \( \Gamma_2, \Gamma_3, \Gamma_4 \), where we write the defining equations in matrix form:

- \( ME(G, \Gamma_2) \) is defined by

\[
\begin{pmatrix}
-2\beta & 0 & 2\alpha \\
2\beta & -\beta & 0 \\
0 & \beta & -2\alpha \\
\end{pmatrix}
\begin{pmatrix}
\pi_{20} \\
\pi_{11} \\
\pi_{02} \\
\end{pmatrix}
= 0.
\]

- \( ME(G, \Gamma_3) \) is defined by

\[
\begin{pmatrix}
-3\beta & 0 & 2\alpha & 0 \\
3\beta & -2\beta & 0 & 6\alpha \\
0 & 2\beta & -(2\alpha + \beta) & 0 \\
0 & 0 & \beta & -6\alpha \\
\end{pmatrix}
\begin{pmatrix}
\pi_{30} \\
\pi_{21} \\
\pi_{12} \\
\pi_{03} \\
\end{pmatrix}
= 0.
\]

- \( ME(G, \Gamma_4) \) is defined by

\[
\begin{pmatrix}
-4\beta & 0 & 2\alpha & 0 & 0 \\
4\beta & -3\beta & 0 & 6\alpha & 0 \\
0 & 3\beta & -(2\alpha + 2\beta) & 0 & 12\alpha \\
0 & 0 & 2\beta & -(6\alpha + \beta) & 0 \\
0 & 0 & 0 & \beta & -12\beta \\
\end{pmatrix}
\begin{pmatrix}
\pi_{40} \\
\pi_{31} \\
\pi_{22} \\
\pi_{13} \\
\pi_{04} \\
\end{pmatrix}
= 0.
\]

By Lemma 3.3 the kernels \( A(\kappa) \) over \( R(\kappa, \nu \rightarrow \nu' \in R) \) are 1-d. They can be computed, e.g., using Maple; cf. section 6.2. The entries of a vector in \( ker(A(\kappa)) \) are polynomials in \( R[\kappa, \nu_1 \rightarrow \nu' \in R] \) with positive coefficients and, possibly after dividing by the GCD (as in the proof of Corollary 3.4), they correspond to the entries of the polynomial map \( h_{\Gamma_i} \), as computed in Corollary 3.4. In this case, these vectors are

- \( h_{\Gamma_2}(\alpha, \beta) = (\alpha, 2\alpha, \beta) \),
- \( h_{\Gamma_3}(\alpha, \beta) = (4\alpha^2, (2\alpha + \beta)3\alpha, 6\alpha\beta, \beta^2) \),
- \( h_{\Gamma_4}(\alpha, \beta) = (3\alpha^2(6\alpha + \beta), 24\alpha^3 + 28\alpha^2\beta, 6\alpha\beta(6\alpha + \beta), 12\alpha\beta^2, \beta^3) \).

### 3.3. Algebraic relations for product-form stationary distributions

Consider an indexed set of pairwise disjoint subsets \( \Gamma_i \) of \( \mathbb{Z}_{\geq 0}^n \) corresponding to irreducible components with stationary distributions \( \pi_i \in \Delta_{\Gamma_i} \) coming from a CRN \( (G, \kappa) \). According to Definition 2.2, \( (G, \kappa) \) with
(indexed) positive recurrent irreducible components and stationary distributions \((\Gamma_l, \pi_l)_{l \in \mathcal{I}}\) has product-form stationary distribution if there are functions \(f_i : \mathbb{N} \rightarrow \mathbb{R}_{>0}; S_i \in \mathcal{S}\) such that for any subset \(\Gamma_l\) the distribution has the form

\[
\pi_{\Gamma_l}(x) = Z_{\Gamma_l}^{-1} \prod_{S_i \in \mathcal{S}} f_i(x_i), \quad Z_{\Gamma_l} = \sum_{x \in \Gamma_l} \prod_{S_i \in \mathcal{S}} f_i(x_i).
\]

The next result follows from combining Lemma 6.2 and Proposition 6.5, which are given in section 6.1.

**Theorem 3.6.** Let \((\mathcal{G}, \kappa)\) be a CRN with positive recurrent irreducible components and stationary distributions \((\Gamma_l, \pi_l)_{l \in \mathcal{I}}\) with \(\pi_l \in \Delta_{\Gamma_l}\), where \(\Gamma_l = \{x \in \mathbb{Z}_{\geq 0}^n \mid \sum_{S_i \in \mathcal{S}} x_i = l\}\) with index set \(\mathcal{I} = \mathbb{Z}_{\geq 1}\). Then the following are equivalent:

1. \((\mathcal{G}, \kappa)\) has product-form.
2. The following nonlinear relations are satisfied by the following distributions:
   
   (a) For all \(x, x + e_j - e_k \in \Gamma_l\) and \(y, y + e_j - e_k \in \Gamma_{l+1}\), \(i \in \mathcal{I}\) with \(x_j = y_j, x_k = y_k\), we have
   
   \[\pi_l(x + e_j - e_k)\pi_{l+1}(y) = \pi_{l+1}(y + e_j - e_k)\pi_l(x).\]

   (b) For all \(x, z \in \Gamma_l; x + e_j, y, z + e_k, w \in \Gamma_{l+1}\) and \(y + e_j, w + e_k \in \Gamma_{l+2}, i \in \mathcal{I}\), with \(x_j = y_j\) and \(z_k = w_k\), we have
   
   \[\pi_{l+1}(x + e_j)\pi_{l+1}(y)\pi_{l+2}(w + e_k)\pi_l(z) = \pi_{l+1}(z + e_k)\pi_{l+1}(w)\pi_{l+2}(y + e_j)\pi_l(x).\]

Moreover, if \(\mathcal{I} = \mathbb{Z}_{\geq q}\) for some \(q \geq 2\), then (1) \(\Rightarrow\) (2) still holds.

Theorem 3.6 gives equivalent conditions for the sequence of probability distributions \((\pi_{\Gamma_l} : \Gamma_l \in \mathcal{I})\) to have product-form. These conditions are expressed as relations between the values of the distribution on different elements of the disjoint subsets of \(\mathbb{Z}_{\geq 0}^n\). However, only under strict assumptions on the decomposition of \(\mathbb{Z}_{\geq 0}^n\) the conditions from (2) are equivalent to product-form. For more general decompositions of the state space (i.e., into irreducible components), analogous algebraic relations often exist, but they give only necessary conditions for product-form stationary distributions. Likewise, algebraic conditions for \(\mathcal{I}\)-product-form stationary distributions might be worked out.

### 3.4. The semialgebraic set of product-form stationary distributions.

In this part we use the compatibility conditions for product-form stationary distributions from section 3.3 in combination with the homogeneous polynomials from the polynomial vectors \(h_{\Gamma_l}(\kappa)\) in section 3.2 representing the stationary distributions. The first are conditions on the values taken by \(\pi_{\Gamma_l}(x)\) at each \(x \in \Gamma_l\), while the latter are expressions for these \(\pi_{\Gamma_l}(x)\) in terms of the \(\kappa\). Combining these leads to algebraic conditions expressing the compatibility of product-form stationary distribution, now on the reaction rates. Correspondingly, we define an ideal expressing all these compatibility conditions, together with the set of possible values of the rate parameters which satisfy these conditions. This set will be semialgebraic (see section 3.1), given by the intersection of the positive orthant of the rate space \(\mathbb{R}^R_{>0}\) and the real algebraic set defined by the real zeros of the mentioned ideals.

Consider a CRN \(\mathcal{G}\) with given kinetics under Assumption 3.2, and the indexed set \((\Gamma_l, h_l(\kappa))_{l \in \mathcal{I}}\) given by the decomposition of the state space into irreducible components \(\Gamma_l\) with...
unnormalized stationary distributions \( h_l(\kappa) \) (parametrized by polynomials; see section 3.2). We assume now that the irreducible components are of the form \( \Gamma_l = \{ x \in \mathbb{Z}_{\geq 0}^S | \sum_{s \in S} x_s = l \} \), with \( I = \mathbb{Z}_{\geq q} \). In other words, the irreducible components consist of the integer points of \( l \)-dilations of the simplex for all \( l \geq q \), where \( q \in \mathbb{Z}_{\geq 1} \) is an arbitrary positive integer (that depends on the CRN under consideration). Further, recall that the \( h_l(\kappa) \) are polynomials in the variables \( \kappa_i \) as proven in Corollary 3.4.

**Definition 3.7.** Consider for each \( j \in I \) the ideal \( J_j \subset \mathbb{R}[\pi_{\Gamma_j}(x) : x \in \Gamma_i, q \leq i \leq j] \) defined as

\[
J_j = \langle \text{homogeneous polynomials from Theorem 3.6 (a), (b) for } \Gamma_i : q \leq i \leq j \rangle,
\]

and the ideal

\[
J = \langle \text{all homogeneous polynomials from Theorem 3.6 (a), (b) } \forall i \geq q \rangle.
\]

We denote by \( I_j \), for \( j \in I \), and \( I \), respectively, their images in \( \mathbb{R}[\kappa_i|\nu_i \to \nu'_i \in \mathbb{R}] \) via \( h_1^\ast \). Correspondingly, we have the following zero sets:

- The affine algebraic set:
  \[
  V_G := \mathbb{V}(I) = \{ \kappa \in \mathbb{R}^\mathbb{R} | f(\kappa) = 0 \forall f \in I \}.
  \]

- The affine semialgebraic set:
  \[
  V_{G,>0} := \mathbb{V}(I)_{>0} = \mathbb{V}(I) \cap \mathbb{R}^\mathbb{R}_{>0}.
  \]

**Remark 3.8.** Note that by construction the corresponding ideals \( I_j, I \) are then simply generated by the relations from Theorem 3.6 (a), (b) but with \( \pi_{\Gamma_j}(x) \) replaced by the polynomial in the \( x \)-coordinate of the vector from the map \( h_{\Gamma_i}(\kappa) \).

**Remark 3.9.** We have \( I_j \subseteq I_{j+1} \subseteq I \), hence \( \mathbb{V}(I) \subseteq \mathbb{V}(I_{j+1}) \subseteq \mathbb{V}(I_j) \) for all \( j \geq q \). Similarly, \( J_j \subseteq J_{j+1} \subseteq J \), so \( \mathbb{V}(J) \subseteq \mathbb{V}(J_{j+1}) \subseteq \mathbb{V}(J_j) \) for all \( j \geq q \).

**Remark 3.10.** The ideal \( I \) is a polynomial ideal in the ring \( \mathbb{R}[\kappa_i|\nu_i \to \nu'_i \in \mathbb{R}] \), hence \( I \) has a finite set of generators (see Lemma 3.1). Equivalently, there exists some \( N \geq q \) such that \( I_q \subseteq \cdots \subseteq I_N = I_{N+1} = \cdots = I \).

Combining Definition 3.7 with Theorem 3.6 gives the following result.

**Theorem 3.11.** Let \( G \) be a conservative CRN with kinetics satisfying Assumption 3.2 and with irreducible components of the form \( \Gamma_l = \{ x \in \mathbb{Z}_{\geq 0}^S | \sum_{s \in S} x_s = l \} \) for the index set \( I = \mathbb{Z}_{\geq 1} \). The following statements are equivalent for any \( a \in \mathbb{R}^\mathbb{R}_{\geq 0} : \)

1. \( (G,a) \) has product-form stationary distribution.
2. \( a \in \mathbb{V}(I) \).

Moreover, if \( I = \mathbb{Z}_{\geq q} \) for some \( q \geq 2 \), then \( (1) \Rightarrow (2) \) still holds.

**Proof.** \( (1) \Rightarrow (2) \). If \( a \in \mathbb{R}^\mathbb{R}_{\geq 0} \) is such that \( (G,a) \) has product-form stationary distribution, any relation from Lemma 6.2 (2) is satisfied by the images of the parametrized stationary distributions via \( h_1 \) by definition. Hence \( a \in \mathbb{V}(I) \). Note that if \( I = \mathbb{Z}_{\geq q} \) for some \( q \geq 2 \), then the implication remains valid as the corresponding implication from Lemma 6.2 (1) \( \Rightarrow (2) \) still holds.

(2) \( \Rightarrow (1) \) follows similarly from the corresponding implication of Lemma 6.2. \( \blacksquare \)
Example 3.12. We continue Examples 2.6 and 3.5. To check whether \( \mathbb{V}(I) > 0 \) is nonempty, we use amounts by construction to check whether for all \( j \geq 1 \), \( \mathbb{V}(I_j) > 0 \) is nonempty (by Remark 3.9). However, Remark 3.9 shows that there is a finite set of polynomial conditions that one can check, even thought it might not be easy to find. Let us point out first that there are no relations coming from Theorem 3.6 (a), so we only have to check the relations from (b). Moreover, note that even if all relations in the ideal must be checked to guarantee product-form, finding an element with no positive solutions in this ideal already proves that there is no product-form independent of the rates.

Consider the following element of \( J_4 \subseteq J \):

\[
\pi_{\Gamma_3}(0,3)\pi_{\Gamma_3}(1,2)\pi_{\Gamma_2}(1,1)\pi_{\Gamma_4}(2,2) - \pi_{\Gamma_3}(2,1)\pi_{\Gamma_3}(1,2)\pi_{\Gamma_2}(0,2)\pi_{\Gamma_4}(1,3)
\]

from Definition 3.7 (where we are using the polynomials with variables in coordinates of irreducible components; see Example 3.5). Then the image in \( \mathbb{R}[\kappa_i | \nu_i \rightarrow \nu'_i \in \mathcal{R}] \) is given by

\[
h_{(0,3)}(\kappa)h_{(1,2)}(\kappa)h_{(1,1)}(\kappa)h_{(2,2)}(\kappa) - h_{(2,1)}(\kappa)h_{(1,2)}(\kappa)h_{(0,2)}(\kappa)h_{(1,3)}(\kappa),
\]

where we write \( h_\Gamma(\kappa) \) for the polynomial from section 3.2 that we constructed in Corollary 3.4. Then, inserting the homogeneous polynomials \( h_\Gamma(\kappa) \) from Example 3.5 and setting them to zero gives the following condition in the reaction rates:

\[
6\alpha^3\beta^4[(6\alpha + \beta) - 3(2\alpha + \beta)] = 6\alpha^3\beta^4(-2\beta) = 0.
\]

It is easy to see that there are no positive solutions to this equation. We conclude that \( \mathbb{V}(I) > 0 \) is empty and this CRN has nonproduct-form stationary distribution independent of the rate.

Remark 3.13. For more general conservative or subconservative CRNs, corresponding algebraic relations as in Theorem 3.6 usually still exist. However, they are only necessary for product-form stationary distribution, but not sufficient.

4. Examples. We consider here several classes of examples, most of which have a particular state space decomposition into irreducible components. We start with CRNs, where we first study weakly reversible CRNs, and then move beyond the case of weak reversibility. Finally, we illustrate some other Markov processes from applied probability where the algebraic relations from Theorem 3.6 apply as well.

4.1. Reaction networks. We consider CRNs with stochastic Mass-action kinetics that have a state space decomposition along the same irreducible components as in Theorem 3.6. Hence on each such irreducible component its CTMC dynamics are positive recurrent. We mainly aim to distinguish the three possibilities for the rate space concerning product-form stationary distributions (see Definition 2.5), which we abbreviate as follows:

\[
N = \text{nonexistence of product-form stationary distribution},
\]

\[
I = \text{existence of product-form stationary distribution independent of the rate},
\]

\[
E = \text{existence of both product and nonproduct-form stationary distribution}.
\]
Remark 4.1. As a consequence of Theorem 3.6, for a CRN $\mathcal{G}$ with $\mathcal{I} = \mathbb{Z}_{\geq 1}$ we have the following equivalences in terms of the sets in Definition 3.7:

$$N \iff V_{\mathcal{G}, > 0} = \emptyset, \quad I \iff V_{\mathcal{G}, > 0} = \mathbb{R}_{\geq 0}^R, \quad E \iff \emptyset \neq V_{\mathcal{G}, > 0} \subseteq \mathbb{R}_{\geq 0}^R.$$  

Consider the following CRN with reactions of molecularity up to two for future reference:

$$S_1 \xleftarrow{\alpha} S_2 \xrightarrow{\beta} 2S_1 \xrightarrow{\lambda_1} S_2 \xrightarrow{\lambda_2} 2S_2 \xrightarrow{\lambda_3} S_1 + S_2 \xrightarrow{\lambda_4} 2S_1 \xrightarrow{\lambda_5} S_1 + S_2 \xrightarrow{\lambda_6} 2S_2$$

(4.1)

4.1.1. Examples of weakly reversible CRNs. Let $\mathcal{G}$ be a weakly reversible CRN. Then we know that there exist complex balanced reaction rates for which the system has product-form stationary distribution of Poisson form [2]. In particular, we recall that the reaction rates where the CRN is complex balanced is given by the toric variety from the moduli ideal, which we denote here by $M_{\mathcal{G}}$ as in [13]. Hence we have the following lemma.

Lemma 4.2. Let $\mathcal{G}$ be weakly reversible with state space decomposition as in Theorem 3.6 and with $\mathcal{I} = \mathbb{Z}_{\geq m}$. Then the following relation holds between the positive part of the toric variety $V_{>0}(M_{\mathcal{G}})$ from [13] and $V_{\mathcal{G}, > 0}$ from section 3.4:

$$\emptyset \neq V_{>0}(M_{\mathcal{G}}) \subseteq V_{\mathcal{G}, > 0}.$$  

Furthermore, if the deficiency of $\mathcal{G}$ is zero, we have $V_{>0}(M_{\mathcal{G}}) = V_{>0}(I_{\mathcal{G}}) = \mathbb{R}_{\geq 0}^R$.

As there are always reaction rate values where weakly reversible CRNs are complex balanced, they are at least of type $E$ or even of type $I$. Indeed, it is well known that many weakly reversible CRNs are complex balanced independent of the rate (type $I$), for example, if they have zero deficiency. Furthermore, it was shown in [24] that many weakly reversible CRNs of higher deficiencies are also of type $I$, i.e., they satisfy $V_{>0}(M_{\mathcal{G}}) \subseteq V_{\mathcal{G}, > 0} = \mathbb{R}_{\geq 0}^R$.

We next collect some examples and refer to section 6.2 for the computations.

<table>
<thead>
<tr>
<th>Index</th>
<th>CRN</th>
<th>Deficiency</th>
<th>Classification</th>
</tr>
</thead>
<tbody>
<tr>
<td>W1</td>
<td>$S_1 \iff S_2$</td>
<td>0</td>
<td>I</td>
</tr>
<tr>
<td>W2</td>
<td>$S_1 \iff S_2$</td>
<td>1</td>
<td>I</td>
</tr>
<tr>
<td></td>
<td>$S_1 + S_2 \iff 2S_2$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>W3</td>
<td>$S_1 \iff S_2$</td>
<td>1</td>
<td>E</td>
</tr>
<tr>
<td></td>
<td>$2S_1 \iff 2S_2$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>W4</td>
<td>$2S_1 \iff S_1 + S_2$</td>
<td>1</td>
<td>E</td>
</tr>
<tr>
<td></td>
<td>$2S_1 \iff 2S_2$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>W5</td>
<td>$S_1 \iff S_2 \iff S_3$</td>
<td>2</td>
<td>I</td>
</tr>
<tr>
<td></td>
<td>$2S_1 \iff S_1 + S_2$, $2S_3 \iff S_2 + S_3$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>W6</td>
<td>$S_1 \iff S_2 \iff S_3$, $S_2 \iff S_4$, $S_3 \iff S_4$</td>
<td>2</td>
<td>I</td>
</tr>
</tbody>
</table>

$2S_1 \iff S_1 + S_2$, $2S_3 \iff S_2 + S_3$ | 2 | I |
The CRNs \( W_1, W_2, W_5, \) and \( W_6 \) all have product-form stationary distributions independent of the rate. While the stationary distribution of a weakly reversible CRN is projectively equivalent to a Poisson form if and only if the reaction rate values are complex balanced [9], some weakly reversible CRNs of nonzero deficiency have product-form stationary distributions independent of the rate, i.e., beyond complex balance (like \( W_2, W_5, \) and \( W_6 \) above; more can be found in [24]). On the other hand, from our investigation into the above examples we observe the following (proofs can be found in section 6.2).

**Lemma 4.3.** \( W_3 \) and \( W_4 \) have product-form stationary distribution if and only if they are complex balanced, i.e., for \( W_3 \) and \( W_4 \) \( V_{\mathcal{G}}(M_\mathcal{G}) = V_{\mathcal{G},>0} \).

This leads us to conjecture the following to be true.

**Conjecture 4.4.** Consider a conservative and weakly reversible CRN \( \mathcal{G} \) under Mass-action kinetics. Assume that for each \( r \in \mathcal{R} \) there is no \( \tilde{r} \in \mathcal{R}, r \neq \tilde{r} \) such that \( \nu_r' - \nu_r = \nu_{\tilde{r}}' - \nu_{\tilde{r}} \). Then \((\mathcal{G}, \kappa)\) has product-form stationary distribution if and only if \((\mathcal{G}, \kappa)\) is complex balanced.

In particular, assuming the positive recurrence conjecture holds (see, e.g., [4]) we believe the following might be true.

**Conjecture 4.5.** Consider a weakly reversible CRN \( \mathcal{G} \) under Mass-action kinetics such that for each \( r \in \mathcal{R} \) there is no \( \tilde{r} \in \mathcal{R}, r \neq \tilde{r} \) with \( \nu_r' - \nu_r = \nu_{\tilde{r}}' - \nu_{\tilde{r}} \). Then \((\mathcal{G}, \kappa)\) has product-form stationary distribution if and only if \((\mathcal{G}, \kappa)\) is complex balanced, i.e., it only exhibits Poissonian product-form stationary distributions.

Another natural question, assuming the positive recurrence conjecture holds, is whether the region of the reaction rate space where the CRN has product-form stationary distribution is semialgebraic for any weakly reversible CRN under Mass-action kinetics.

**4.1.2. Examples of CRNs beyond weak reversibility.** Let \( \mathcal{G} \) be a nonweakly reversible CRN whose state space is as in Theorem 3.6. Then we cannot exclude any of the types I, N, or E. We know that so-called autocatalytic CRNs are at least of type E or of type I [25]. Besides this, not much is currently known for nonweakly reversible CRNs. We collect some examples and refer to section 6.2 for the computations.
Note that NW4 and NW5 have slightly different state space decomposition, i.e., the conditions from Theorem 3.6 are only necessary for product form.

The so-called small number effect appears in NW7 and NW6, which correspond to [33, Motif F] and [33, Motif G]. NW1 was already briefly studied concerning its stationary distribution on some irreducible components in [9, Example 2], and it follows from our study that this is the smallest CRN with nonproduct-form stationary distribution independent of the rate. NW9 is an example of a simple autocatalytic CRN on two species [25], while NW11 is an instance of an autocatalytic CRN on three species, and an inclusion process. NW12 was studied via simulations concerning stochastic oscillations in [36], besides being a particular instance of the inclusion process where dynamics can only move in one direction (see section 4.2.1 or 4.2.2).

The nonexistence proofs of product-form stationary distribution for NW1--NW5 can be found in section 6.2, where also derivations for E of NW11 and NW12 are given. Furthermore, based on the pattern of the reactions we conjecture the following to hold.

**Conjecture 4.6.** Consider a CRN $\mathcal{G}$ that is conservative, almost essential, and nonweakly reversible under Mass-action kinetics. Then there is a connected component $\mathcal{R}' \subseteq \mathcal{R}$ that is not weakly reversible. Assume there is $r \in \mathcal{R}'$ such that there is no $\tilde{r} \in \mathcal{R} \setminus \mathcal{R}'$, $\tilde{r} \neq r$, in a weakly reversible component such that $\nu_r' - \nu_r = \nu_{\tilde{r}}' - \nu_{\tilde{r}}$. Then $\mathcal{G}$ has nonproduct-form stationary distribution independent of the rate, i.e., it is in N.

### 4.2. Other CTMC models

Next, we consider some classes of examples of interest, first treating CTMCs in particle systems from statistical mechanics and then queuing networks.
Note that we do not aim to be comprehensive in scope, instead we sketch cases of interest where states $x \in \mathbb{Z}_{\geq 0}^n$ transition to $x - e_i + e_j$. Recall from sections 3.2 and 3.4 that the requirements for our treatment are linear parametrizations in the generator and the state space decomposition.

### 4.2.1. Inclusion process.

The inclusion process [16, 25] is a particle system where particles can move from one site of a lattice to another. The CTMC dynamics evolves in $\mathbb{Z}_{\geq 0}^S$, where $S$ is a finite number of sites (or set of species) which, as a CTMC, is defined by a generator $\mathcal{L}$ of the form

$$
\mathcal{L} h(x) = \sum_{i \neq j} p_{ij} x_i \left( \frac{m}{2} + x_j \right) (h(x + e_j - e_i) - h(x)).
$$

As observed in [25] the inclusion process can be expressed as a stochastic CRN, which is represented with sets of reactions $R_{ij}$ given by

$$
S_i \xrightarrow{\alpha_{ij}^1} S_j, \\
S_i \xrightarrow{\alpha_{ij}^2} 2S_i, \\
S_i + S_j \xrightarrow{\alpha_{ij}^2} 2S_j
$$

The homogeneous case is a special case of the Misanthrope process on a finite lattice [11], and for $p_{ij} = p_{ji}$ (where $\alpha_{ij}^1 = p_{ij} \frac{m}{2}$ and $\alpha_{ij}^2 = p_{ij}$) it corresponds to the symmetric inclusion process, which is generalized by autocatalytic CRNs [25].

These systems admit product-form stationary distributions for different parts of parameter space (see, i.e., [21, 25]). However, sufficient and necessary conditions on the rates are not known for product-form. After reparametrizing inclusion processes, by Theorem 3.11 the set of rate space where the processes have product-form stationary distribution is semialgebraic.

While this is nice, in practice it is nonetheless challenging to use the approach we derived; see NW8, NW11, and NW12 for examples.

### 4.2.2. More general particle systems.

Consider CTMC dynamics on a finite digraph of sites (i.e., $G = (\Lambda, E)$ strongly connected with $|\Lambda| < \infty$), where particles can jump from one site to another if the two vertices are connected in that direction under closed but inhomogeneous dynamics. Consider the dynamics given by the generator

$$
\mathcal{L} h(x) = \sum_{i \rightarrow j} b_{ij}(x_i, x_j) (h(x + e_j - e_i) - h(x)),
$$

where $b_{ij}$ are functions from $\mathbb{Z}_{\geq 0} \times \mathbb{Z}_{\geq 0} \rightarrow \mathbb{R}_{\geq 0}$ which satisfy

$$
b_{ij}(n, m) = 0 \iff n = 0,
$$

which we consider with linear parametrization. This allows general types of functions $b_{ij}$, allowing for inhomogeneities which can be spatial or coming from different types of transition.
of one site to another (see, e.g., [25, 20]). The setting above incorporates different well-known examples and generalizations, among which are the following:

- **Zero-range process**: \( b_{ij}(n, m) = r_{ij} f(n) \), where \( r_{ij} \) is a parameter.
- **Target process**: \( b_{ij}(n, m) = 1_{n>0} r_{ij} g(n) \), where \( r_{ij} \) is a parameter.
- **Inclusion process**: \( b_{ij}(n, m) = n(d + m) \), where \( d \) is a parameter. Note that, e.g., symmetric autocatalytic CRNs [25] with molecularity two representing the inclusion process have functions \( b_{ij}(n, m) = \alpha_1^{ij} n + \alpha_2^{ij} nm \).

Corresponding CTMCs are popular models for particle systems, and often admit product-form stationary distributions. We refer to [10, 21, 20] for more on the setting we consider and to [27, 14, 34, 28] for more on context. In examples where the \( b_{ij} \) satisfy (4.2), after choosing the graph structure and the constants (i.e., the functions \( f, g, v \)) with linear parametrization, the subset of parameter space where the CTMC has product-form stationary distribution is semialgebraic (by Theorem 3.11).

### 4.2.3. Whittle networks

In queuing networks, the particles represent customers which are in a location (or other entities). A fairly broad class of such CTMCs are Whittle networks [35], where we again focus on the case of closed dynamics on a finite digraph of nodes (i.e., \( G = (M, E) \) a strongly connected digraph with \( |M| < \infty \)). The generator is given by

\[
\mathcal{L} h(x) = \sum_{i \to j} \lambda_{ij} \phi_i(x)(h(x + e_j - e_i) - h(x)),
\]

where \( \lambda_{ij} \) are linear coefficients, and again reasonable conditions are usually imposed on the functions \( \phi_i \) (i.e., \( \phi_i(x) = 0 \iff x_i = 0 \)). Again in such a setting, it follows that after choosing the graph and the constants (i.e., the functions \( \phi_i \)) with linear parametrization, the subset of rate space with product-form stationary distributions is semialgebraic (by Theorem 3.11). Furthermore, more general dynamics could be considered as well, e.g., the functions could be \( \phi_{ij} \) instead of \( \phi_i \). We refer to [35, Theorem 1.15] or [6, Part IV, sections 2 and 5] for different known sufficient conditions for product-form stationary distributions.

### 5. Discussion

We developed, analyzed, and applied algebraic approaches for product-form stationary distributions to CRNs and other models from applied probability. While the algebraic characterization is only valid for CTMC dynamics with special state space decompositions and linear parameters, it applies to many examples and gives a procedure to find the region of the reaction rate (parameter) space where there is product-form. The approach can potentially be extended to more complicated state space decompositions, as long as all irreducible components are finite, or to more general \( \mathcal{I} \) product-form stationary distributions. Besides the applicability in CRN theory, we outlined other models of applied probability where the set of rates with product form stationary distribution is semialgebraic.

We analyzed some examples of CRNs under stochastic Mass-action kinetics, and found the smallest CRN with no product-form stationary distribution. Weakly reversible CRNs always have some reaction rates that are complex balance, leading to product-form stationary distribution. Therefore, the set of rates giving product-form is always nonempty for them. Among the examples considered here, this set is either equal to the toric variety described in [13], or equals the whole positive orthant (i.e., of type I and with \( \delta \geq 1 \)). On the other hand, our investigation into nonweakly reversible CRNs showed that corresponding examples...
can be of type I, N, or E, where further correspondence to particle systems was observed for different examples.

However, finding the equations defining the semialgebraic set with the proposed method appears to be cumbersome for big examples, and in practice we do not know at which point the ideal chains in Definition 3.7 stabilize in general. In terms of expansions of the approach it would be interesting to be able to extend statements from small CRNs to bigger CRNs. In the case of product-form and some specific nonproduct-form stationary distributions sufficient conditions for inheritance were given in [24]. It is natural to wonder whether sufficient conditions can be given for inheritance of nonproduct-form stationary distribution without using the specific form of the stationary distribution. In addition to the conjectured statements it could be of interest to extend the approach developed here to more general CRNs (i.e., more general state space decompositions), or to systematically analyze examples for CRNs (for different types of kinetics), models of statistical mechanics, or stochastic networks of interest (i.e., for different configurations). In terms of CRNs it would be interesting to know which weakly reversible CRNs are complex balanced if and only if they have product-form stationary distribution besides the ones with deficiency zero. More generally, it would be interesting to know structural conditions which imply either nonproduct-form stationary distributions independent of the rate, or product-form stationary distribution independent of the rate.

6. Appendix.

6.1. Some properties of product-form distribution. In this part we take a slightly more abstract view. Consider an indexed set of pairwise disjoint subsets $\Gamma_l \subseteq \mathbb{Z}_{\geq 0}^n$ with probability distributions on these sets $\pi_l \in \Delta_{\Gamma_l}$, and $l \in \mathcal{I}$ which overall we denote by $(\Gamma_l, \pi_l)_{l \in \mathcal{I}}$. We say this set has product-form distribution if there are product-form functions $f_i : \mathbb{N} \rightarrow \mathbb{R}_{>0}; S_i \in \mathcal{S}$ such that for any subset $\Gamma_l$ the distribution has the form

$$\pi_{\Gamma_l}(x) = Z_{\Gamma_l}^{-1} \prod_{S_i \in \mathcal{S}} f_i(x_i),$$

where

$$Z_{\Gamma_l} = \sum_{x \in \Gamma_l} \prod_{S_i \in \mathcal{S}} f_i(x_i)$$

is the finite normalizing constant. The derivations to come are consequences of the following observation.

Remark 6.1. Assume $(\Gamma_l, \pi_l)_{l \in \mathcal{I}}$ has product form distribution. Then, if both $x \in \Gamma_l$ and $x + e_k \in \Gamma_{l'}$, it follows from (6.1) that

$$\frac{\pi_{\Gamma_l}(x)}{\pi_{\Gamma_{l'}}(x + e_k)} = \frac{Z_{\Gamma_{l'}} f_k(x_k)}{Z_{\Gamma_l} f_k(x_k + 1)}.$$

Our next result is the key to Proposition 6.5, and follows from the definition of product form.

Lemma 6.2. Assume $(\Gamma_l, \pi_l)_{l \in \mathcal{I}}$ with $\pi_l \in \hat{\Delta}_{\Gamma_l}$ has product-form distribution. Then the following two conditions are satisfied:
(a) Assume that \( x, x + e_j - e_k \in \Gamma_i \) and \( y, y + e_j - e_k \in \Gamma_{i+1} \) are such that \( x_j = y_j, x_k = y_k \). Then
\[
\frac{\pi_i(x + e_j - e_k)}{\pi_i(x)} = \frac{\pi_{i+1}(y + e_j - e_k)}{\pi_{i+1}(y)}.
\]
(b) Assume that \( x \in \Gamma_i; x + e_j, y \in \Gamma_{i+1} \) and \( y + e_j \in \Gamma_{i+2} \) are such that \( x_j = y_j \). Then
\[
\frac{\pi_{i+1}(x + e_j)}{\pi_i(x)} = a_i \frac{\pi_{i+2}(y + e_j)}{\pi_{i+1}(y)},
\]
where \( a_i \) is a constant that only depends on the index \( i \in I \).

In particular, these conditions are necessary for product-form distribution.

It is possible to express the previous conditions which were defined via fractions as products. Together with the fact that the constants \( a_i \) only depend on the irreducible component \( \Gamma \), this gives the following observation.

**Remark 6.3.** Equivalent conditions to those of Lemma 6.2 that must hold for product-form stationary distributions are the following:

(a) Assume that \( x, x + e_j - e_k \in \Gamma_i \) and \( y, y + e_j - e_k \in \Gamma_{i+1} \) are such that \( x_j = y_j, x_k = y_k \). Then
\[
\pi_i(x + e_j - e_k)\pi_{i+1}(y) = \pi_{i+1}(y + e_j - e_k)\pi_i(x).
\]

(b) Assume that \( x, z \in \Gamma_i; x + e_j, y, z + e_k, w \in \Gamma_{i+1} \), and \( y + e_j, w + e_k \in \Gamma_{i+2} \) are such that \( x_j = y_j \) and \( z_k = w_k \). Then
\[
\pi_{i+1}(x + e_j)\pi_{i+1}(y)\pi_{i+2}(w + e_k)\pi_i(z) = \pi_{i+1}(z + e_k)\pi_{i+1}(w)\pi_{i+2}(y + e_j)\pi_i(x).
\]

**Remark 6.4.** More general conditions can be given by replacing \( i + 1, i + 2 \) by arbitrary indices \( i', i'' \) in the formulation of Lemma 6.2 and Remark 6.3, but then they become less transparent. Furthermore, we will only use them here in the form of Lemma 6.2. Note that, depending on the subsets \( \Gamma_i \) of \( \mathbb{Z}_{\geq 0}^n \), the conditions can be empty.

**Proposition 6.5.** Consider \( (\Gamma_i, \pi_i)_{i \in I} \), where
\[
\Gamma_i = \left\{ x \in \mathbb{Z}_{\geq 0}^{|S_i|} \mid \sum_{S_i \in S} x_i = l \right\}
\]
and \( \pi_i \in \hat{\Delta}_{\Gamma_i} \). Assume that \( I = \mathbb{Z}_{\geq 1} \). Then the two conditions of Lemma 6.2 are sufficient for product-form.

**Proof.** We assume \( n \geq 2 \), and instead of Lemma 6.2, we use the equivalent conditions in Remark 6.3. Let \( l = 1 \), and let us denote \( \alpha_i = \pi_1(e_i) \) for \( i = 1, \ldots, n \), completely defining the stationary distribution on \( \Gamma_1 \). Then \( \sum_{i=1}^n \alpha_i = 1 \). For the stationary distribution to be of product form we require, at this level, the existence of functions \( f_i : \mathbb{N} \rightarrow \mathbb{R}_{>0} \) for \( i = 1, \ldots, n \) such that
\[
\pi_1(e_i) = \frac{(\prod_{j \neq i} f_j(0)) f_i(1)}{Z_{\Gamma_1}},
\]
where $Z_{\Gamma_1} = \sum_{x \in \Gamma_1} \prod_{i=1}^{n} f_i(x_i)$. We can choose $f_i$ for $i = 1, \ldots, n$ mapping 0 to 1 and 1 to $\alpha_i$, obtaining $Z_{\Gamma_1} = \sum_{i=1}^{n} \alpha_i = 1$ such that the product-form functions satisfy (6.3) for $i = 1, \ldots, n$.

For $l > 1$ we will show that if we assume the algebraic conditions imposed on the stationary distribution for being product-form (i.e., as in Lemma 6.2), we can recursively define

$$f_i(l) = Z_{\Gamma_1} \pi_i(l e_i),$$

where

$$Z_{\Gamma_1} = Z_{\Gamma_{l-1}} \frac{\pi_{l-1}(x) f_k(x_k + 1)}{\pi(x + e_k) f_k(x_k)}$$

for any $k \in [n]$ and $x \in \Gamma_{l-1}$ such that $x \neq (l-1)e_k$ in such a way that (1) the definition of $Z_{\Gamma_1}$ does not depend on the choice of $x$ (as long as $x \neq (l-1)e_k$) and (2) the $f_i$ give product-form stationary distribution for $\Gamma_l$ (i.e., as in (6.1)).

We proceed by 2-step induction on $l$: Let $l = 2$. Using the special structure assumed for the irreducible components, the stationary distribution is determined by $\pi_2(2e_i)$ for $i = 1, \ldots, n$, and $\pi_2(e_i + e_k)$ for $i \neq k$. Requiring that it has product-form imposes the following conditions:

$$\pi_2(2e_i) = \frac{\left( \prod_{j \neq i} f_{j}(0) \right) f_i(2)}{Z_{\Gamma_2}}, \quad \pi_2(e_i + e_k) = \frac{\left( \prod_{j \neq i,k} f_{j}(0) \right) f_i(1)f_k(1)}{Z_{\Gamma_2}}.$$

Note that for any $k$ and for any $x = e_i$, where $i \neq k$ in (6.5), we obtain $Z_{\Gamma_2} = \frac{\alpha_i \alpha_k}{\pi_2(e_i + e_k)}$ according to the proposed definition. Let $z = e_j$ for any $j \neq k, i$. Then $x, z \in \Gamma_1$, $x_k, z_k < 1$ (so $x$ and $z$ can both be used for (6.5)), and Remark 6.3 (a), when applied to $x \in \Gamma_1$ and $y = x + e_k \in \Gamma_2$ (where $x_s = y_s$ for any $s \neq k$), ensures $\pi_1(e_j) \pi_2(e_i + e_k) = \pi_2(e_j + e_j) \pi_1(e_i)$, which implies

$$\frac{\alpha_i \alpha_k}{\pi_2(e_i + e_k)} = \frac{\alpha_j \alpha_k}{\pi_2(e_j + e_k)},$$

proving that $Z_{\Gamma_2}$ is well defined. Therefore, we need only define $f_i(l) = Z_{\Gamma_2} \pi_2(2e_i)$ as in (6.4) for each $i \in [n]$, which gives product-form stationary distribution.

We assume now that we have defined $f_i(l)$ for all $l \leq m + 1$ as in (6.4) by means of $Z_{\Gamma_1}$ and $\pi_j(l e_i)$, while $Z_{\Gamma_1}$ itself is defined as in (6.5) in terms of $Z_{\Gamma_{l-1}}$, $\pi_l$, $\pi_{l-1}$, and the $f_k(0), \ldots, f_k(l - 1)$ for $k \in [n]$, and that (6.1) holds for these. Let us show that then $Z_{\Gamma_{m+2}}$ can be defined as in (6.5) and does not depend on the choice of $k$ and $x$, and that then choosing $f_i(m + 2) = Z_{\Gamma_{m+2}} \pi_{m+2}(m + 2)e_i$ for $i \in [n]$ gives the desired functions $f_1, \ldots, f_n$ for the product form of $\pi_{m+2}$ as in (6.1).

Choose any $w \in \Gamma_{m+1}$, and let $k$ be such that $w_k < m$, so that $w + e_k \in \Gamma_{m+2}$ can be chosen for (6.5). Let $y \in \Gamma_{m+1}$ be different from $w$, and let $j$ be such that $y_j < m$, so $y + e_j \in \Gamma_{m+2}$ can be chosen for (6.5), too. Then there exist some $x, z \in \Gamma_m$ such that $x_j = y_j$ and $z_k = w_k$. We claim that

$$Z_{\Gamma_{m+1}} \frac{\pi_{m+1}(y) f_j(y_j + 1)}{\pi_{m+2}(y + e_j) f_j(y_j)} = Z_{\Gamma_{m+1}} \frac{\pi_{m+1}(w) f_k(w_k + 1)}{\pi_{m+2}(w + e_k) f_k(w_k)}.$$
The induction hypothesis ensures that
\[ Z_{\Gamma_{m+1}} = Z_{\Gamma_m} \frac{\pi_m(x)}{\pi_{m+1}(x+e_j)} f_j(x_j + 1) = Z_{\Gamma_m} \frac{\pi_m(z)}{\pi_{m+1}(z + e_k)} f_k(z_k + 1), \]
because \( x \) and \( z \) can also be chosen as in (6.5), so
\[ \frac{\pi_m(x)}{\pi_{m+1}(x + e_j)} \frac{\pi_m(z)}{\pi_{m+1}(z + e_k)} = \frac{f_k(z_k + 1)}{f_j(x_j + 1)} f_j(x_j). \]

But Remark 6.3 (b) makes the left-hand side equal to \( \frac{\pi_{m+1}(y)\pi_{m+2}(w + e_k)}{\pi_{m+2}(y + e_j)\pi_{m+1}(w)} f_k(w_j + 1)f_j(y_j) \), proving (6.6).

To finish, note that the corresponding product-form functions solve the Master equation (ME) on \( \Gamma_{m+2} \), because the constructed functions \( f_i \) give the values of \( \pi(x) \) also for \( x \not\equiv (m + 2) \epsilon_1 \): This follows from the relation in Remark 6.3 (b), which is guaranteed to hold between the \( \pi(x) \) for different points \( x \) of \( \Gamma_{m+2} \).

**Remark 6.6.** If \( |S| = 2 \), then the two conditions of Lemma 6.2 are sufficient for product-form even if \( I = \mathbb{Z}_{\geq 2} \). To see this, it is enough to show that the Ansatz for product-form stationary distribution has a positive real solution if considered on \( \Gamma_2, \Gamma_3, \) e.g., by using \( \log(\cdot) \) and the Rouché–Capelli theorem, from which we deduce that there are infinitely many solutions. Note that this does not hold for arbitrary index sets \( I = \mathbb{Z}_{\geq j} \). Furthermore, for \( |S| = 2 \) only relations of Remark 6.3 (b) have to be considered.

### 6.2. Derivations of conclusions for the examples in section 4.1.

For the reader’s convenience, we give some details on the analysis of the examples considered in section 4.1. We start with the analysis of the semialgebraic sets, and then cover the types of the product-form functions for the product-form stationary distributions of the examples of type I.

#### 6.2.1. Analysis of the semialgebraic sets for CRNs.

Let us partially present here the computations involving the examples in section 4.1. For this, we consider the network in (4.1), such that all the examples on two species from section 4.1 are subnetworks. The ME with the relevant reactions is

\[
1_{x \geq (1,0)} [\pi(x_1, x_2) \alpha x_1 - \pi(x_1 - 1, x_2 + 1) \beta(x_2 + 1)] \\
+ 1_{x \geq (2,0)} [\pi(x_1, x_2) (\lambda_3 x_2 - \pi(x_1 + 1, x_2 - 1) \alpha(x_1 + 1))] \\
+ 1_{x \geq (1,1)} [\pi(x_1, x_2) \lambda_5 x_1 x_2 - \pi(x_1 + 1, x_2 - 1) \lambda_3(x_1 + 1) x_2] \\
+ 1_{x \geq (2,2)} [\pi(x_1, x_2) (\lambda_1 + \lambda_3) x_1(x_1 - 1) - \pi(x_1 - 2, x_2 + 2) \lambda_2(x_2 + 2)(x_2 + 1) \\
- \pi(x_1 - 1, x_2 + 1) \lambda_5(x_1 - 1)(x_2 + 1)] \\
+ 1_{x \geq (2,2)} [\pi(x_1, x_2) \lambda_2 x_2(x_2 - 1) - \pi(x_1 + 2, x_2 - 2) \lambda_1(x_1 + 2)(x_1 + 1)] = 0.
\]

We will next focus on the computations for W3, W4, NW2, NW3, NW4, and NW5 for which it will be sufficient to consider the corresponding ideals. For each of them the corresponding ME can be obtained by setting in (6.7) the rates of the reactions that are not present to zero. Then we determine their irreducible components, compute the kernel of the
matrices \( A(\kappa) \) using the algorithm given in section 3.2, and obtain expressions for the ideals \( I_l \) defined in section 3.3. For the computations we used Maple, and even though we did not perform an analysis on the computational cost, for the examples considered here this was not an important issue: They took less than three seconds on the biggest example (including kernel computation, definition of \( J_i \) ideals, and computation of \( I_i \) for \( i \leq 5 \)).

We next consider the irreducible components which, for these examples, have the following index sets (i.e., the \( \Gamma_i, l \in I \) are as in Theorem 3.6):

- \( I = \mathbb{Z}_{\geq 1} \): W3, NW2, NW3.
- \( I = \mathbb{Z}_{\geq 2} \): W4.
- \( I = \mathbb{Z}_{\geq 3} \): NW4, NW5.

We note here that, while Theorem 3.6 does not apply to NW4 and NW5 as the index sets are different, the ideals give necessary conditions for product-form stationary distribution by Lemma 6.2. Furthermore for W3, NW2, NW3, and W4 we know by Theorem 3.6 and Remark 6.6 that the conditions in \( I_N \) for \( N \in \mathbb{N} \) such that \( I = I_N \) are also sufficient conditions.

As a consequence of the irreducible decompositions, \( I_3 \) is trivial for W4, NW4, and NW5, and the ideal \( I_4 \) is still trivial for NW4 and NW5, forcing us to compute further ideals in order to obtain nontrivial necessary conditions for product form, according to Lemma 6.2.

We next indicate for each of the mentioned examples the features that allow us to classify them as E/N form section, as in section 4.1, based on these computations. The ideals \( J_j \) can be written in terms of the \( \pi(x) \), and this expression depends only on the irreducible component. Since the structure of the irreducible components is shared for all networks we are considering (for most of them the index set starts in 2 or 3), there are common expressions:

\[
J_3 = \langle \pi_1(0,1)\pi_2(2,0)\pi_3(1,2) - \pi_1(1,0)\pi_2(0,2)\pi_3(2,1) \rangle,
\]

\[
J_4 = J_3 + (\pi_2(1,1)\pi_3(3,0)\pi_4(2,2) - \pi_2(2,0)\pi_3(1,2)\pi_4(3,1),
\]

\[
\pi_2(0,2)\pi_3(2,1)\pi_4(1,3) - \pi_2(1,1)\pi_3(0,3)\pi_4(2,2),
\]

\[
\pi_2(0,2)\pi_3(2,1)\pi_3(3,0)\pi_4(1,3) - \pi_2(2,0)\pi_3(1,2)\pi_4(3,1).\]

\[
J_5 = J_4 + (\pi_3(2,1)\pi_4(4,0)\pi_5(3,2) - \pi_3(3,0)\pi_4(2,2)\pi_5(4,1),
\]

\[
\pi_3(1,2)\pi_4(3,1)\pi_5(2,3) - \pi_3(3,0)\pi_4(2,2)\pi_5(4,1),
\]

\[
\pi_3(0,3)\pi_4(3,1)\pi_5(4,0)\pi_5(1,4) - \pi_4(3,0)\pi_4(1,3)\pi_5(4,1),
\]

\[
\pi_3(1,2)\pi_4(3,1)\pi_5(2,3) - \pi_3(2,1)\pi_4(3,1)\pi_5(3,2),
\]

\[
\pi_3(0,3)\pi_4(2,2)\pi_4(3,1)\pi_5(1,4) - \pi_3(2,1)\pi_4(1,3)\pi_5(0,0),
\]

\[
\pi_3(0,3)\pi_4(2,2)\pi_5(1,4) - \pi_3(1,2)\pi_4(0,4)\pi_5(2,3).\]

After substituting the \( \pi(x) \) by elements in the kernel of \( A(\kappa) \) for each example (i.e., by the \( F_1(\kappa), \ldots, F_m(\kappa) \) of Corollary 3.4) we obtain the corresponding ideals \( I_3, I_4, I_5 \), and the following observations can be made:

- In example NW2, the ideal \( I_3 \) contains the polynomial \( \beta^5 \lambda_2^2 (\alpha + \lambda_1) \), which has no solutions in the positive orthant of the rate space \( \mathbb{R}_{>0}^4 \). Hence NW2 is of type N.
• For example NW3, $I_3$ contains a polynomial of the form $\lambda_1^3(\alpha + 2\lambda_1)$, making NW3 of type N.

• For NW5, as we mentioned already, $I_3 = I_4 = (0)$, so we need $I_5$ for the first necessary conditions. It turns out again that $I_5$ contains a polynomial with only positive coefficients, which has also no positive solutions in the rate space $\mathbb{R}^3$.

• For W3, we obtain the condition $\alpha^2\lambda_2 - \beta^2\lambda_1 = 0$ already in $I_3$. Furthermore, we note that the above condition is the condition for complex balance, so $M_G \subseteq I_3$ (product-form implies complex balanced) and $\emptyset \neq V_{>0}(M_G) = V_{G,>0}$ by Lemma 4.2.

• For W4, $I_3$ is empty, but $I_4$ contains the element $\lambda_1\lambda_2^2 - \lambda_2\lambda_3^2$, which must vanish at any set of rates potentially having product-form stationary distribution. We note that the previous condition ensures complex balance for the CRN. So again by Lemma 4.2, $\emptyset \neq V_{>0}(M_G) = V_{G,>0}$.

• Finally, NW4 has trivial ideals $I_3$ and $I_4$, but $I_5$ yields some necessary conditions in this case, which include $6\alpha_1 - 6\alpha_2 + 7\alpha_3 = 0$, $\lambda_1^2 + (2\alpha_1 - 6\alpha_2)\lambda_2 + \alpha_1(\alpha_1 - 5\alpha_2) = 0$.

In the following we prove that this implies that NW4 is of type N. Without loss of generality, let $\lambda_3 = 1$ (the polynomials are homogeneous). Then the first condition gives that $\alpha_2 = \frac{6\alpha_1 + 7}{6}$, the second gives $1 + (2\alpha_1 - 6\alpha_2) + \alpha_1(\alpha_1 - 5\alpha_2) = 0$. Hence we can insert the expression for $\alpha_2$ in the other, and we get the polynomial $24\alpha_1^2 + 59\alpha_1 + 36$. This has no positive solution.

To complete our analysis, we note that NW11 and NW12 are known as particle systems to have values with product-form stationary distribution (i.e., they are I or E); see [21, Theorem 2.1] or [25]. They both have irreducible components $\Gamma_l, l \in \mathbb{Z}_{\geq 1}$ as in Theorem 3.6. After a check of $I_2$ it is easy to find nontrivial elements in the ideal showing that not all values give product-form stationary distributions (i.e., it is enough to look at, e.g., $\pi_1(0,0,1)\pi_2(1,1,0) - \pi_1(1,0,0)\pi_2(0,1,1)$ to see that for some values of $\kappa$ it does not vanish).

### 6.2.2. CRNs with product-form stationary distributions independent of the rate.

We next consider the examples of type I. As solutions for stationary distributions for such examples were already covered in depth in [24], our presentation will be relatively brief.

• Weakly reversible examples:

  W1 is clear, W2 is from [24, Example 5.1], and similarly W6 follows as it is a union of CRNs with compatible product-forms (see [24, Remark 5.3]).

• Nonweakly reversible examples:

  NW6–NW10 follow as in [24, Example 5.1].

We next give the product-form functions for the stationary distributions:

$$g_1(m) = \frac{a_0^m}{m!}, \quad g_2(m) = \frac{1}{m!} \prod_{l=1}^{\kappa} \frac{a_1 + a_2(l - 1)}{a_3 + a_4(l - 1)},$$

$$g_3(m) = \frac{1}{m!} \prod_{l=1}^{\kappa} \frac{a_5}{a_6 + a_7(l - 1)}, \quad g_4(m) = \frac{1}{m!} \prod_{l=1}^{\kappa} \frac{a_8 + a_9(l - 1)}{a_{10}},$$

where the $a_i$ are positive constants. Then we classify the CRNs with type I according to the product-form functions in their product-form stationary distributions in the following table.
The table contains the product-form functions for each species, where, e.g., the first row signifies that CRN $W_1$ has product-form stationary distribution

$$\pi(x) = \frac{1}{Z} f_1(x_1)f_2(x_2),$$

where both $f_1, f_2$ are of the form $g_1$ as above. We note that only the form is the same, but parameters might differ.

<table>
<thead>
<tr>
<th></th>
<th>In $S_1$</th>
<th>In $S_2$</th>
<th>In $S_3$</th>
<th>In $S_4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>W1</td>
<td>$g_1$</td>
<td>$g_1$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>W2</td>
<td>$g_2$</td>
<td>$g_1$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>W5</td>
<td>$g_2$</td>
<td>$g_1$</td>
<td>$g_2$</td>
<td></td>
</tr>
<tr>
<td>W6</td>
<td>$g_2$</td>
<td>$g_1$</td>
<td>$g_2$</td>
<td>$g_1$</td>
</tr>
<tr>
<td>NW6</td>
<td>$g_3$</td>
<td>$g_1$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>NW7</td>
<td>$g_4$</td>
<td>$g_1$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>NW8</td>
<td>$g_4$</td>
<td>$g_4$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>NW9</td>
<td>$g_4$</td>
<td>$g_3$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>NW10</td>
<td>$g_3$</td>
<td>$g_3$</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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