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Abstract

The empirical eigenvalue distribution of the elliptic random matrix ensemble tends to the uniform measure on an ellipse in the complex plane as its dimension tends to infinity. We show this convergence on all mesoscopic scales slightly above the typical eigenvalue spacing in the bulk spectrum with an optimal convergence rate. As a corollary we obtain complete delocalisation for the corresponding eigenvectors in any basis.

1 Introduction

The empirical spectral distribution (ESD) of an $n \times n$ random matrix $X = (x_{ij})$ is typically well approximated by a deterministic measure as $n$ tends to infinity. For Hermitian matrices this measure is supported on the real line. Wigner matrices with independent and identically distributed (i.i.d.) entries above the diagonal and $x_{ij} = x_{ji}$ are the basic representatives of this symmetry type. Their asymptotic spectral density is the celebrated semicircle law [57]. In contrast, the spectrum of non-Hermitian random matrices concentrates on an area of the complex plane. Their representatives are matrices whose entries $x_{ij}$ are i.i.d. without any symmetry constraints. The circular law [10, 32, 54] asserts that the limiting density for such matrices is the uniform distribution on a disk.

The elliptic ensemble, for which all entry pairs $(x_{ij}, x_{ji})$ with $i < j$ are i.i.d., naturally interpolates between the representatives of these two symmetry types. In particular, any linear combination of independent Wigner matrices and non-Hermitian matrices with i.i.d. entries has this property. As the name suggests the ESD of such matrices converges to the uniform distribution on an ellipse in the complex plane. Such elliptic law was first established by Girko under a bounded density assumption on the entries [33, 34]. It was extended by Naumov in [47], assuming only finite fourth moment, and subsequently by Nguyen and O’Rourke in [49], relying solely on finite variances of the entries. In case the entries of the elliptic random matrix $X$ are Gaussian, its joint eigenvalue distribution and limiting ESD are explicitly computable [14, 59, 61].

Elliptic random matrices are commonly used to model the dynamics of large neural networks [21, 45], where the reciprocal connection between neurons, modelled by $\text{Cov}(x_{ij}, x_{ji}) \neq 0$, is overrepresented [53, 56]. They also play a similar role in the analysis of the stability-complexity relationship within complex ecosystems [31]. Universal power law decay for the long time asymptotics of a system of differential equations, critically coupled through a random elliptic connectivity matrix, has been shown in [46] for the i.i.d. Gaussian and in [26] for the general non-Gaussian model without assuming identical distributions.

It is a hallmark of random matrix theory that the approximation of the eigenvalue process by its limiting density remains valid on all mesoscopic scales. The number of eigenvalues in a ball concentrates around the value predicted by the density as long as its radius stays well above the typical
eigenvalue spacing. Such strong local law is a signature of the logarithmic repulsion between eigenvalues and is in stark contrast to the behaviour of the Poisson point process, for which the independence between point positions leads to much larger fluctuations. The first local laws on the optimal spectral scale in the bulk appeared in the context of Wigner matrices [28, 30] (see [29] for a historical account). Since then they have been established for a wide range of self-adjoint models, including random matrices with deterministic deformations [37, 42], variance profiles [3], general decaying correlations [4, 27], heavy tailed entries [1, 16], band matrices [19, 22], sparse random graphs [12, 13, 23], invariant ensembles [17] as well as specific polynomials [8, 25] and rational functions [24] in several random matrices.

In the non-Hermitian setup local laws were first established for matrices with i.i.d. entries [18, 59]. They were extended to ensembles with independent non-identically distributed entries [4, 6], ensembles with decaying correlations [8], products of independent matrices [36, 48] and to matrices that are either multiplied by independent Haar unitaries on the left and right [11] or by a matrix with i.i.d. entries on one side [58]. In all these cases the spectral density becomes radially symmetric in the limit of large dimension. Control on the fluctuation of the ESD down to local scales is also a vital ingredient in spectral universality proofs [20, 55].

In this work we establish the local law in the spectral bulk of elliptic $n \times n$-random matrices $X$. The spectral resolution and convergence rates are optimal, up to factors $n^{o(1)}$. As a corollary we show complete delocalisation of the eigenvectors of $X$ in any basis. For matrices with independent entries similar results have been proved in [43, 44, 51], for matrices with decaying correlations in [8] and for a model with elliptic type correlations and non-random imaginary part in [52].

Our proof relies on Girko’s Hermitization trick, i.e. on expressing the spectral distribution of $X$ in terms of the eigenvalues of the $\zeta$-dependent family of Hermitian matrices

$$H_\zeta := \begin{pmatrix} 0 & X - \zeta \\ (X - \zeta)^* & 0 \end{pmatrix}, \quad \zeta \in \mathbb{C} \tag{1.1}$$

at the origin. Optimal control on the resolvent $G(\zeta, \eta) := (H_\zeta - i\eta)^{-1}$ for $\eta \gg n^{-1}$ in combination with a bound on the smallest singular value of $X - \zeta$, which we import from [49], allows to infer the local law for $X$. The Hermitization $H_\zeta$ belongs to a general class of self-adjoint random matrices with correlated entries, for which it was shown in [27] that $G = G(\zeta, \eta)$ satisfies the non-linear matrix Dyson equation (cf. (5.7)) with solution $M = M(\zeta, \eta)$ in the limit $n \to \infty$. In contrast to [27], however, the equation associated to $H_\zeta$ has a structural instability on local scales $\eta \ll 1$. We treat this instability by projecting the Dyson equation onto a codimension one subspace to conclude $G - M \to 0$. A similar strategy has been used in [8]. In contrast to previous works we establish the convergence $(x, (G - M)y) \to 0$ isotropically for all deterministic vectors $x, y$ without performing an elaborate separate step (see e.g. [15, 40]) and without tracking a family of high probability sets associated to a large number of vectors for which the convergence holds (see e.g. [27, 37]). Compared to the general settings in the latter two references, here this simplification is achievable because of the simple structure within both, the correlations and expectation values of $H_\zeta$ entries. We reduce the stability analysis of the matrix Dyson equation to a finite dimensional problem by taking partial traces of $G - M$ and at the same time treat all directions simultaneously by working with isotropic $L^p$-norms directly on the space of random matrices. This strategy streamlines the proof of the local law for $H_\zeta$ and is generalisable to random matrices with block correlation structures. More precisely, it is applicable to Kronecker random matrices (see [4] for a definition) with constant variance and expectation profiles, i.e. for $\bar{a}_i = a$ and $s_{ij}^\mu = s^\mu$, $t_{ij}^\mu = t^\mu$ in [4, eq. (2.1) and eq. (2.3)], respectively.

2 Main results

In this section, we state our assumptions and the main results.
2.1 Assumptions

Throughout the paper, let \( \varrho \in (-1, 1) \) and \( \mu \in [0, 1] \) be fixed. Let \( \xi_0, \xi_1 \) and \( \xi_2 \) be complex random variables such that

\[
\mathbb{E}\xi_j = 0, \quad \mathbb{E}|\xi_j|^{\nu} < \infty, \quad \mathbb{E}|\xi_0|^2 = 1, \quad \mathbb{E}(\text{Re} \xi_k)^2 = \mu, \\
\mathbb{E}(\text{Im} \xi_k)^2 = 1 - \mu, \quad \mathbb{E}[\text{Re} \xi_1 \text{Re} \xi_2] = \mu \varrho, \quad \mathbb{E}[\text{Im} \xi_1 \text{Im} \xi_2] = -(1 - \mu) \varrho, \quad \mathbb{E}[\text{Re} \xi_1 \text{Im} \xi_2] = 0
\]

for all \( k, l \in \{1, 2\} \), \( j \in \{0, 1, 2\} \) and \( \nu \in \mathbb{N} \).

Let \( X = (x_{ij})_{i,j=1}^{n} \in \mathbb{C}^{n \times n} \) be a random matrix such that

- \( \{(x_{ij}, x_{ji}); i,j \in [n], \ i < j\} \cup \{x_{ii}; i \in [n]\} \) consists of independent random variables,
- \( \{x_{ii}; i \in [n]\} \) are independent copies of \( \frac{1}{\sqrt{n}} \xi_0 \),
- \( \{x_{ij}, x_{ji}; i,j \in [n], \ i < j\} \) are independent copies of \( \frac{1}{\sqrt{n}}(\xi_1, \xi_2) \).

Here, we used the notation \( [n] := \{1, \ldots, n\} \).

2.2 Local elliptic law and delocalisation

We introduce \( \sigma_\varrho: \mathbb{C} \to [0, \infty) \), the uniform probability density on the ellipse \( E_\varrho \) defined through

\[
\sigma_\varrho(\zeta) = \frac{1}{\pi} \frac{1}{1 - \varrho^2} \mathbb{1}(\zeta \in E_\varrho), \quad E_\varrho := E_{\varrho, 0}, \quad E_{\varrho, \delta} := \left\{ \zeta \in \mathbb{C}; \frac{(\text{Re} \zeta)^2}{(1 + \varrho)^2} + \frac{(\text{Im} \zeta)^2}{(1 - \varrho)^2} \leq 1 - \delta \right\} \quad (2.1)
\]

with \( \delta \in [0, 1] \).

The next theorem, the main result of the present work, will provide detailed information about the eigenvalue density of \( X \) on all mesoscopic scales. Such scale is probed by the observables \( f_{\zeta_0, \alpha} \) defined through

\[
f_{\zeta_0, \alpha}: \mathbb{C} \to \mathbb{C}, \quad f_{\zeta_0, \alpha}(\zeta) := n^{2\alpha} f(n^\alpha (\zeta - \zeta_0)), \quad (2.2)
\]

where \( f: \mathbb{C} \to \mathbb{C} \) is an arbitrary function, \( \zeta_0 \in \mathbb{C} \) and \( \alpha > 0 \).

**Theorem 2.1** (Local elliptic law). Let \( \delta \in (0, 1) \) and \( \alpha \in (0, 1/2) \). Then, for any \( \varepsilon > 0 \) and \( \nu \in \mathbb{N} \), there is \( C > 0 \) such that

\[
P \left( \left| \frac{1}{n} \sum_{\zeta \in \text{Spec}X} f_{\zeta_0, \alpha}(\zeta) - \int_{\mathbb{C}} f_{\zeta_0, \alpha}(\zeta) \sigma_\varrho(\zeta) d^2 \zeta \right| \leq n^{-1+2\alpha+\varepsilon} \|\Delta f\|_{L^1} \right) \geq 1 - C n^{-\nu} \quad (2.3)
\]

uniformly for all \( n \in \mathbb{N}, \zeta_0 \in E_{\varrho, 0}, \) and every \( f \in C_0^\infty(\mathbb{C}) \) satisfying \( f(\zeta) = 0 \) for all \( \zeta \in \mathbb{C} \) with \( |\zeta| \geq \varphi \) and \( \|\Delta f\|_{L^{2+\epsilon}} \leq n^D \|\Delta f\|_{L^1} \) with some constants \( \varphi, a > 0 \) and \( D \in \mathbb{N} \).

Theorem 2.1 will be proved at the end of Section 3 below. We also obtain complete delocalisation of eigenvectors of \( X \) in any basis.

**Corollary 2.2** (Isotropic eigenvector delocalisation). Let \( \delta \in (0, 1) \) and denote

\[
V_\delta = \{ \mathbf{u} \in \mathbb{C}^n \setminus \{0\}; \ X \mathbf{u} = \zeta \mathbf{u} \text{ for some } \zeta \in E_{\varrho, 0}\},
\]

the set of eigenvectors of \( X \) with eigenvalue in \( E_{\varrho, 0} \). Then, for any \( \varepsilon > 0 \) and \( \nu > 0 \), there is \( C > 0 \) such that

\[
P \left( \left| \langle \mathbf{w}, \mathbf{u} \rangle \right| \leq n^{-1/2+\varepsilon} \|\mathbf{w}\| \|\mathbf{u}\| \text{ for all } \mathbf{u} \in V_\delta \right) \geq 1 - C n^{-\nu}
\]

for all \( \mathbf{w} \in \mathbb{C}^n \) and all \( n \in \mathbb{N} \). Here, \( \langle \mathbf{w}, \mathbf{u} \rangle \) denotes the Euclidean scalar product of \( \mathbf{w} \) and \( \mathbf{u} \).

Corollary 2.2 is a consequence of the local law for the Hermitization \( H_\zeta \) of \( X \) from (1.1) which is the main input in the proof of Theorem 2.1. Its proof will be given in Section 5.1 below.

**Remark 2.3** (Weaker assumptions for Corollary 2.2). Exception of eigenvalues away from \( E_{\varrho} \).
(i) For Corollary 2.3 and their proofs given in Section 3, it suffices to assume that the entries of $X$ satisfy

- The collection $\{x_{ii} : i \in [n]\} \cup \{(x_{ij}, x_{ji}) : i, j \in [n], i < j\}$ consists of independent random variables.
- The random variables have mean zero and variance $\frac{1}{n}$, i.e. $\mathbb{E}x_{ij} = 0$ and $\mathbb{E}|x_{ij}|^2 = \frac{1}{n}$ for all $i, j \in [n]$, and satisfy $\mathbb{E}[x_{ik}x_{kj}] = \frac{2}{n}$ for all $i, k \in [n]$ with $i < k$.
- For any $\nu \in \mathbb{N}$, there is a constant $C_{\nu} > 0$ such that $\mathbb{E}|x_{ij}|^{\nu} \leq C_{\nu}n^{-\nu/2}$ for all $i, j \in [n]$.

For simplicity of the presentation, we stated Theorem 2.1 and Corollary 2.2 under the same assumptions. The stronger assumptions are solely needed to control the smallest singular value via a result by Nguyen–O’Rourke (see Theorem 3.4 below).

(ii) A sufficiently strong local law also implies that there are no eigenvalues away from the support of the limiting eigenvalue density. This is also correct in the present setup. However, for elliptic random matrices the absence of eigenvalues away from $E_{p}$ has been shown in [30, Theorem 2.2] for real matrices. Therefore, we refrain from reproving such result here.

Moreover, for real and complex matrices, exclusion of eigenvalues can also be derived from [26] by combining [26, Lemma 4.8] and the displayed equation after [26, eq. (7.2)].

We now give an overview of the remainder of this paper. In the next subsection, we explain a few notations and conventions used throughout this work. Section 3 summarises the main ingredients and contains the proof of Theorem 2.1 given these ingredients. In Section 4, we analyse the Dyson equation and its solution which is a deterministic approximation of the resolvent of the Hermitization of $X$. In Section 5, this analysis is used to prove a local law for the Hermitization, a key input for the proof of the local law for $X$.

### 2.3 Notations

Here, we introduce and collect a few notations used throughout the paper. We first recall the definition $[n] := \{1, \ldots, n\}$ for $n \in \mathbb{N}$. We write $\#\Sigma$ for the number of elements of a set $\Sigma$. For $r > 0$, we denote the disk of radius $r$ in the complex plane centred at the origin by $\mathbb{D}_r := \{z \in \mathbb{C} : |z| < r\}$. For functions of $\zeta \in \mathbb{C}$, we write $\partial$ and $\bar{\partial}$ for their derivatives with respect to $\zeta$ and $\bar{\zeta}$, respectively, i.e. $\partial = \frac{1}{2}(\partial_{\text{Re} \zeta} - i\partial_{\text{Im} \zeta})$ and $\bar{\partial} = \frac{1}{2}(\partial_{\text{Re} \zeta} + i\partial_{\text{Im} \zeta})$. We remark that, in matrix equations, scalars are identified with the corresponding multiple of the identity matrix, e.g. $H_{\zeta} - i\eta$. For a matrix $A \in \mathbb{C}^{l \times l}$, we denote its normalised trace by $\langle A \rangle = \frac{1}{l}\text{Tr} A$.

Throughout the paper, we use the convention that all generic constants are denoted by $c$ and $C$ and may always depend on the distribution of $\xi := (\xi_0, \xi_1, \xi_2)$. These constants are uniform in all other parameters, e.g. $n, \zeta$, etc., within specified parameter sets.

If $f$ and $g$ are two real scalars then we write $f \lesssim g$ and $g \gtrsim f$ if there is a constant $C > 0$ such that $f \leq Cg$. If $f \lesssim g$ and $g \gtrsim f$ then we write $f \sim g$. In case, the constant $C$ depends on a parameter $\delta$ we write $\lesssim_{\delta}, \gtrsim_{\delta}$ and $\sim_{\delta}$, respectively. The same notation is also used for Hermitian matrices $f$ and $g$, where $f \lesssim Cg$ is interpreted in a quadratic form sense. If $f$ is complex and $g \geq 0$ then we write $f = O(g)$ if $|f| \lesssim g$. Similarly, $f = O_{\delta}(g)$ if $|f| \lesssim_{\delta} g$. We omit the subscripts from $\lesssim$ and $O$ for the parameters $1 - |\theta|$, $\alpha$ from (2.2) as well as $\varphi$, $D$ or $a$ from Theorem 2.1.

### 3 Proof of local elliptic law

In this section, we prove Theorem 2.1. To that end, we first collect the ingredients of its proof and then use them to conclude the local elliptic law. The novel ingredients will be proved in the following sections.

The first ingredient is a basic formula due to Girko [22] expressing the averaged linear statistics of $X$ in a more tractable way. Indeed, since log is the fundamental solution of the Laplace equation in
the well-known identity
\[ \log |\det H_\zeta| = -2n \int_0^T \text{Im} G(\zeta, \eta) d\eta + \log |\det (H_\zeta - iT)| \] for any \( T > 0 \) (see [38] for the use of [33] in a similar context). Recall that \( \langle R \rangle \) denotes the normalised trace of a matrix \( R \in \mathbb{C}^{2n \times 2n} \).

When \( n \) becomes large, \( \langle G \rangle \) is well approximated by a deterministic function which we introduce next. For each \( \zeta \in \mathbb{C} \) and \( \eta > 0 \), let \( M \equiv M(\zeta, \eta) \in \mathbb{C}^{2 \times 2} \) be the unique solution of
\[ -M^{-1} = \begin{pmatrix} i\eta & \zeta \\ \zeta^* & -i\eta \end{pmatrix} + \mathcal{J}[M], \quad \mathcal{J}\left[ \begin{pmatrix} a_{11} & a_{12} \\ a_{21} & a_{22} \end{pmatrix} \right] := \begin{pmatrix} a_{22} & \rho a_{21} \\ \rho a_{12} & a_{11} \end{pmatrix}, \tag{3.4} \]
whose imaginary part \( \text{Im} M = \frac{1}{2}(M - M^*) \) is positive definite. The existence and uniqueness of \( M \) is shown e.g. in [38]. In (3.4), \( a_{11}, a_{12}, a_{21}, a_{22} \in \mathbb{C} \). The relation in (3.4) is called Dyson equation and the linear map \( \mathcal{J} : \mathbb{C}^{2 \times 2} \to \mathbb{C}^{2 \times 2} \) is the self-energy operator or self-energy. It is easy to see that the unique solution \( M \) of (3.4) satisfies
\[ M = \begin{pmatrix} iv & b \\ b & iv \end{pmatrix} \tag{3.5} \]
for each \( \zeta \in \mathbb{C} \) and \( \eta > 0 \), with some \( v \equiv v(\zeta, \eta) \in (0, \infty) \) and \( b \equiv b(\zeta, \eta) \in \mathbb{C} \). The following proposition states that \( \langle G \rangle \) is well approximated by \( iv \) on all scales \( \eta \in [n^{-1+\gamma}, n^{100}] \) slightly above the typical eigenvalue spacing of \( H_\zeta \) around zero, which is of order \( n^{-1} \) (in the bulk, i.e. for \( \zeta \in E_{\rho,\delta} \)). This proposition will be proved in Section 6.1 below.

**Proposition 3.1** (Local law for \( H_\zeta \), averaged version). Let \( v \) be as in (3.5), \( \gamma > 0 \) and \( \delta \in (0, 1) \). Then, for any \( \varepsilon > 0 \) and \( \nu > 0 \), there is \( C_{\varepsilon,\nu} > 0 \) such that
\[ P\left( |\langle G(\zeta, \eta) \rangle - iv(\zeta, \eta) | \leq \frac{n^\varepsilon}{n\eta} \right) \geq 1 - C_{\varepsilon,\nu} n^{-\nu} \]
uniformly for all \( \eta \in [n^{-1+\gamma}, n^{100}] \), \( \zeta \in E_{\rho,\delta} \) and \( n \in \mathbb{N} \).

The previous proposition directly implies the bound on the number of small singular values of \( X - \zeta \) in the next lemma. The singular values of \( X - \zeta \) coincide with the moduli of the eigenvalues of \( H_\zeta \). The latter are denoted by \( \{\lambda_1(\zeta), \ldots, \lambda_{2n}(\zeta)\} = \text{Spec} H_\zeta \) in the following.

**Lemma 3.2** (Number of small singular values of \( X - \zeta \)). Let \( \delta \in (0, 1) \) and \( \gamma > 0 \). Then, for each \( \nu > 0 \), there is a constant \( C_\nu > 0 \) such that
\[ P\left( \# \{i \in [2n] : |\lambda_i(\zeta)| \leq \eta \} \leq n\eta \right) \geq 1 - C_\nu n^{-\nu} \]
uniformly for all \( \eta \in [n^{-1+\gamma}, n^{100}] \), \( \zeta \in E_{\rho,\delta} \) and \( n \in \mathbb{N} \).

As we have seen in the formulation of Proposition 3.1 and Lemma 3.2 the following notion of high probability events is useful. It will be used extensively in the proofs of Lemma 3.2 and Theorem 2.1 below.
Definition 3.3 (With very high probability). The (sequence of) events \((A_n)_{n \in \mathbb{N}}\) occur with very high probability if for every \(\nu > 0\) there is \(C_\nu > 0\) such that, for all \(n \in \mathbb{N}\),

\[
\mathbb{P}(A_n) \geq 1 - C_\nu n^{-\nu}.
\]

Proof of Lemma 3.2. From the first bound in \((3.7)\) in Lemma 3.5 below, we conclude that the trace of \(G\) is bounded by \(n\), i.e. \(|\text{Tr} G(\zeta, \eta)| \lesssim n\), with very high probability due to Proposition 3.4. Since

\[
\frac{\# \sum_{i} \eta}{2n} \leq \sum_{i} \frac{\eta}{\eta^2 + \lambda_i(\zeta)^2} \leq \text{Im} \text{Tr} G(\zeta, \eta) \lesssim n,
\]

where \(\Sigma_\eta := \{i \in [2n] : |\lambda_i(\zeta)| \leq \eta\}\), this proves Lemma 3.2. 

The smallest singular value of \(X - \zeta\), which coincides with \(\min_{j \in [2n]} |\lambda_j(\zeta)|\), is controlled in the following result from \([99\text{, Theorem 1.9]}\). See also \([35\text{, Lemma 36}]\) for a related result.

Theorem 3.4 (Smallest singular value of \(X - \zeta\)). Let \(a > 0\). Then, for any \(B > 0\), there are \(A > 0\) and \(C > 0\) such that

\[
\mathbb{P}(\min_{j \in [2n]} |\lambda_j(\zeta)| \leq n^{-A}) \leq Cn^{-B}
\]

uniformly for all \(n \in \mathbb{N}\) and \(\zeta \in \mathbb{C}\) with \(|\zeta| \leq n^a\).

The next lemma relates \(v\) from \((3.5)\) with the elliptic law \(\sigma_\varphi\) defined in \((2.1)\) and will be proved in Section 4.3 below. The relation is expected due to the identities in \((3.1)\) and \((3.3)\).

Lemma 3.5 (\(\sigma_\varphi\) as distributional derivative). For every \(\psi \in C_0^\infty(\mathbb{C})\) with \(\supp \psi \subset E_{\varphi, \delta}\) for some \(\delta \in (0, 1)\), we have

\[
\frac{1}{2\pi} \int_{\mathbb{C}} \Delta \psi(\zeta)L(\zeta)d^2\zeta = \int_{\mathbb{C}} \psi(\zeta)\sigma_\varphi(\zeta)d^2\zeta,
\]

where the integral in the definition of \(L\) exists in Lebesgue sense for all \(\zeta \in \mathbb{C}\).

Moreover, uniformly for all \(\eta \in (0, \infty)\), \(\zeta \in \mathbb{D}_{10}\) and \(T \in [1, \infty)\), we have

\[
v(\zeta, \eta) \leq 2(1 + \eta)^{-1}, \quad \int_0^T |v(\zeta, \eta) - \frac{1}{1 + \eta}| d\eta \lesssim 1, \quad \int_T^\infty |v(\zeta, \eta) - \frac{1}{1 + \eta}| d\eta \lesssim T^{-1}.
\]

In order to use Proposition 3.1 when \((G)\) is integrated with respect to \(\zeta\), we will approximate such integrals by an average of evaluations of the integrand at uniformly distributed points. This approximation is controlled by the next lemma which is a simplified version of \([35\text{, Lemma 36}]\) used in a similar context.

Lemma 3.6 (Monte Carlo sampling). Let \(\Omega \subset \mathbb{C}\) be bounded and of positive Lebesgue measure. Let \(\mu\) be the normalised Lebesgue measure on \(\Omega\) and \(F : \Omega \to \mathbb{C}\) square-integrable with respect to \(\mu\). For \(m \in \mathbb{N}\), let \(\xi_1, \ldots, \xi_m\) be independent random variables distributed according to \(\mu\).

Then, for any \(\delta > 0\), we have

\[
\mathbb{P}\left(\left| \frac{1}{m} \sum_{i=1}^m F(\xi_i) - \int_{\Omega} Fd\mu \right| \leq \frac{1}{\sqrt{m\delta}} \left( \int_{\Omega} \left| F - \int_{\Omega} Fd\mu \right|^2 d\mu \right)^{1/2} \right) \geq 1 - \delta.
\]

Proof. The i.i.d. random variables \(F(\xi_1), \ldots, F(\xi_m)\) have mean \(\int_{\Omega} Fd\mu\) and variance \(\int_{\Omega} |F - \int_{\Omega} Fd\mu|^2 d\mu\). Thus, Markov’s inequality implies Lemma 3.6. 

We now combine the results introduced above in order to prove Theorem 2.1. The argument is very similar to the proof of \([8\text{, Theorem 2.7}]\). However, we detail it here for the convenience of the reader.
Proof of Theorem 2.1. Set $\Omega := E_0 \delta/2$. Let $f \in C_0^0(\mathbb{C})$ with supp $f \subset \mathbb{D}_\delta$ and $\|\Delta f\|_{L^{2+\alpha}} \leq n^D \|\Delta f\|_{L^1}$. Owing to the definition of $f_{\xi_0,\alpha}$ in (2.2) and supp $f \subset \mathbb{D}_\delta$, we have supp $f_{\xi_0,\alpha} \subset \Omega$ if $n$ is sufficiently large.

Since $\Omega \subset \mathbb{D}_{10}$, combining the first step in (3.1), (3.6) and the last estimate in (3.7) yields

$$
\frac{1}{n} \sum_{\xi \in \text{Spec}X} f_{\xi_0,\alpha}(\xi) - \int \sigma_{\xi_0,\alpha}(\xi) \, d\mathcal{L}^2 \xi = \int \Omega F(\xi) \, d\mu(\xi) + O(T^{-1} \|\Delta f\|_{L^1} n^{2\alpha}).
$$

(3.8)

Here, we denoted by $\mathcal{L}$ the normalised Lebesgue measure on $\Omega$ and by $F$ the function defined through

$$
F(\xi) := \frac{1}{2\pi} \Delta f_{\xi_0,\alpha}(\xi) h(\xi), \quad h(\xi) := \frac{1}{n} \sum_{\xi \in \text{Spec}X} \log|\xi - \xi_i| + \int_0^T (v(\xi, \eta) - \frac{1}{1 + \eta}) \, d\eta.
$$

The rest of this proof is devoted to estimating $\int F \, d\mu$. We now apply Lemma 3.6. The function $\xi \mapsto \log|\xi - \xi|$ is in $L^p(\Omega)$ for all $p \in [1, \infty)$. Hence, the second bound in (3.7) implies that, for any $p \in [1, \infty)$, we have $\|h\|_{L^p(\Omega)} \lesssim 1$ uniformly for $T \geq 1$. In particular, $F$ is square-integrable on $\Omega$.

For any $\nu > 0$, we apply Lemma 3.6 with $\delta = n^{-\nu}$ and $m = n^{\nu+2D+20}$ to get

$$
\left| \int \Omega F(\xi) \, d\mu(\xi) - \frac{1}{m} \sum_{i=1}^m F(\xi_i) \right| \lesssim n^{D-10+4\alpha} \|\Delta f\|_{L^{2+\alpha}}
$$

(3.9)

with probability at least $1 - n^{-\nu}$. Here, $\xi_1, \ldots, \xi_m$ are uniformly distributed on $\Omega$.

We now choose $T := n^{100}$ and show that, for all $\varepsilon > 0$, we have

$$
|F(\xi)| \leq n^\varepsilon n^{-1} |\Delta f_{\xi_0,\alpha}(\xi)|
$$

(3.10)

with very high probability for every $\xi \in \Omega$.

First, we decompose $h$. To that end, we introduce

$$
\begin{align*}
&h_1(\xi) := \int_{n^{-1+\varepsilon}}^1 v(\xi, \eta) - \langle \text{Im} G(\xi, \eta) \rangle \, d\eta, \\
&h_2(\xi) := -\int_0^{n^{-1+\varepsilon}} \langle \text{Im} G(\xi, \eta) \rangle \, d\eta, \\
&h_3(\xi) := \frac{1}{4n} \sum_{i \in [2n]} \log \left(1 + \frac{\lambda_i(\xi)^2}{T^2}\right) - \log \left(1 + \frac{1}{T}\right), \\
&h_4(\xi) := \int_{n^{-1+\varepsilon}} v(\xi, \eta) \, d\eta.
\end{align*}
$$

Using $\int_0^T (1 + \eta)^{-1} \, d\eta = \log(1 + T)$, the second step in (3.1) and (3.3), we obtain $h = h_1 + h_2 + h_3 + h_4$. Therefore, in order to prove (3.10), it suffices to show that $|h_i(\xi)| \leq n^{-1+\varepsilon}$ with very high probability for $i \in [4]$.

Using the Lipschitz-continuity of $v(\xi, \eta) - \langle \text{Im} G(\xi, \eta) \rangle$ in $\eta$ and a grid-argument in $\eta$, we conclude from Proposition 2.1 with $\gamma = \varepsilon$ that $|h_1(\xi)| \leq n^{-1+\varepsilon}$ with very high probability.

The spectral theorem for $H_\xi$ shows that using the short-hand $\lambda_j \equiv \lambda_j(\xi)$, we have

$$
-h_2(\xi) = \frac{1}{4n} \sum_{j \in [2n]} \log \left(1 + \frac{n^{-2+2\varepsilon}}{\lambda_j}\right).
$$

We decompose the sum into the three regimes, $|\lambda_j| < n^{-1+\varepsilon}$, $|\lambda_j| \in [n^{-1+\varepsilon}, n^{-1/2}]$ and $|\lambda_j| > n^{-1/2}$ and estimate the sum separately in each of them. Owing to Lemma 3.2 with $\eta = n^{-1+\varepsilon}$, we obtain

$$
\sum_{|\lambda_j| < n^{-1+\varepsilon}} \log \left(1 + \frac{n^{-2+2\varepsilon}}{\lambda_j}\right) \lesssim n^{2\varepsilon}
$$

as $|\log|\lambda_j|| \leq n^\varepsilon$ for all $j \in [2n]$ with very high probability by Theorem 3.3. We introduce $\eta_k := 2^k n^{-1+\varepsilon}$ and dyadically decompose $[n^{-1+\varepsilon}, n^{-1/2}]$ into intervals $[\eta_k, \eta_{k+1}]$. This yields

$$
\sum_{|\lambda_j| \in [n^{-1+\varepsilon}, n^{-1/2}]} \log \left(1 + \frac{n^{-2+2\varepsilon}}{\lambda_j}\right) \leq \sum_{k=0}^K \sum_{|\lambda_j| \in [\eta_k, \eta_{k+1}]} \log \left(1 + \frac{n^{-2+2\varepsilon}}{\lambda_j}\right) \lesssim n^{\varepsilon}
$$
for some $K = O(\log n)$, where we used $\log(1 + x) \leq x$ for $x \geq 0$ and $\#\{i: |\lambda_i| \leq \eta_{k+1}\} \leq 2^{k+1} n^\varepsilon$ with very high probability due to Lemma 3.2 with $\eta = \eta_{k+1}$. As $\log(1 + x) \leq x$ for $x \geq 0$ and $\#\text{Spec} H_\zeta = 2n$, we get
\[
\sum_{|\lambda_j| > n^{-1/2}} \log \left( 1 + \frac{n^{-2+2\varepsilon}}{\lambda_j^2} \right) \leq 2mn^{-1+2\varepsilon} = 2n^2 \varepsilon.
\]
Therefore, $|h_2(\zeta)| \lesssim n^{2\varepsilon}$ with very high probability.

Since $\log(1 + x) \leq x$ for $x \geq 0$ and $|x_{ij}| \leq n^{-1/2+\varepsilon}$ with very high probability, which follows from $\mathbb{E}[|\xi_i|^\nu] < \infty$ for all $\nu \in \mathbb{N}$ and $j \in \{0, 1, 2\}$, we obtain
\[
|h_3(\zeta)| \leq \frac{1}{4nT^2} \text{Tr}(H^2_\zeta) + T^{-1} \leq \frac{4}{4nT^2} \sum_{i,j=1}^n (|x_{ij}|^2 + |\zeta|^2) + T^{-1} \leq n^{-1}
\]
with very high probability. We trivially have $|h_4(\zeta)| \leq 2n^{-1+\varepsilon}$ due to the first bound in (3.7). Hence, replacing $\varepsilon$ by $\varepsilon/3$ shows $|h(\zeta)| \leq n^{-1+\varepsilon}$ with very high probability for every $\zeta \in \Omega$. This implies (4.10) as explained above.

From (3.10), we conclude that
\[
\frac{1}{m} \sum_{i=1}^m |F(\xi_i)| \leq n^{-1+\varepsilon} \frac{1}{m} \sum_{i=1}^m |\Delta f_{\alpha,\alpha}(\xi_i)| \leq n^{-1+\varepsilon+2\alpha} \|\Delta f\|_{L^1} + n^{-D-11+\varepsilon+4\alpha} \|\Delta f\|_{L^{2+\alpha}}
\]
with probability at least $1 - 3n^{-\nu}$. Here, we used Lemma 3.5 in the second step.

Finally, we use (3.3), (3.11) and the assumption $\|\Delta f\|_{L^{2+\alpha}} \leq n^D \|\Delta f\|_{L^1}$ to conclude that the first term on the right-hand side of (3.8) is bounded by $n^{-1+\varepsilon+2\alpha} \|\Delta f\|_{L^1}$ with very high probability. Since $T = n^{-100}$, this completes the proof of Theorem 2.1. \qed

4 Solution and stability of Dyson equation

In this section, we study the solution $M \in \mathbb{C}^{2 \times 2}$ of the Dyson equation, (3.4), and its stability. This will allow us to prove Lemma 3.5 (see Section 4.3 below) and be an important ingredient in the proof of Theorem 5.1 below.

4.1 Properties of $M$

We start this section with some bounds on $M$ and an asymptotic expansion for $M$ when $\eta$ is large.

Lemma 4.1 (Basic estimates on $M$). (i) Uniformly for all $\eta > 0$ and $\zeta \in \mathbb{C}$, we have
\[
\|M\| \leq \min\{1, \eta^{-1}\} \leq 2(1 + \eta)^{-1}, \quad (4.1a)
\]
\[
\|M^{-1}\| \lesssim 1 + \eta + |\zeta|. \quad (4.1b)
\]

(ii) Let $r > 0$. Then, uniformly for all $\eta > 0$ and $\zeta \in \mathbb{D}_r$, we have
\[
M = \text{im} \eta^{-1} + O_r(\eta^{-2}), \quad (4.2a)
\]
\[
M^* M \gtrsim_r (1 + \eta)^{-2}, \quad (4.2b)
\]
\[
\text{Im} M \gtrsim_r \eta(1 + \eta)^{-2}. \quad (4.2c)
\]

We first record a useful identity following from (3.4). Taking the imaginary part in (3.4) yields $\text{Im} M = M^*(\eta + \mathcal{J}[\text{Im} M]) M$. Thus, since $\text{Im} M = v = \mathcal{J}[\text{Im} M]$, we obtain
\[
|M|^2 = M^* M = v^2 + |b|^2 = \frac{v}{\eta + v}. \quad (4.3)
\]

In particular, $\|M\|^2 = v^2 + |b|^2 = \frac{v}{\eta + v}$. 

Proof. The identity (4.3) directly yields \( |M| \leq 1 \). From (3.4), we conclude \( -\Im M^{-1} \geq \eta \) and, hence, \( |M| \leq \eta^{-1} \). Therefore, \( |M| \leq \min\{1, \eta^{-1}\} \) \( \leq 2(1 + \eta)^{-1} \) which is (4.1a). For (4.1b), we apply \( \| \cdot \| \) to (3.4) and use that \( \| \mathcal{S}[M] \| \leq \| M \| \leq 1 \) by (4.1a).

For the proof of (4.1c), let \( r > 0 \). Then there is \( C_r > 0 \) such that \( \eta^{-1}(|\zeta| + |M|) \leq 1/2 \) for all \( \eta \geq C_r \) and \( \zeta \in \mathbb{D}_r \). If \( \eta \in (0, C_r) \) then (4.2a) holds trivially. If \( \eta \geq C_r \) then we take the inverse of (3.4), expand the right-hand side of the result around \( (i\eta)^{-1} \) and obtain

\[
-M = (i\eta)^{-1} \left( 1 + (i\eta)^{-1} \left( \frac{0}{\zeta} + \mathcal{S}[M] \right) \right)^{-1} = -i\eta^{-1} + O_r(\eta^{-2}).
\]

Here, we used in the last step that \( \| \mathcal{S}[M] \| \leq \| M \| \) and \( \eta^{-1}(|\zeta| + |M|) \leq 1/2 \) for \( \eta \geq C_r \) and \( |M| \leq 2(1 + \eta)^{-1} \) by (4.1a). This proves (4.2a) in the missing regime. For (4.2b), we note that \( M^*M \geq \| M^{-1} \|^2 \). Hence, the upper bound in (4.1b) implies (4.2b) as \( |\zeta| \leq r \). Since \( \Im M = M^*(-\Im M^{-1})M \geq \eta M^*M \) by (3.4), the bound (4.2c) follows from (4.2b).

The next lemma shows that, for \( \zeta \in E_{\eta,\delta} \), the origin is asymptotically in the bulk spectrum of \( H_{\zeta} \).

Lemma 4.2 (Scaling of \( v \) on \( E_{\eta,\delta} \)). Let \( \delta \in (0, 1) \). Then, uniformly for \( \zeta \in E_{\eta,\delta} \) and \( \eta \in (0, 1] \), we have

\[
v(\zeta, \eta) \sim_\delta 1.
\]

Moreover, for any \( \zeta \in \Int(E_\eta) \), we have

\[
\lim_{\eta \downarrow 0} v(\zeta, \eta)^2 = 1 - \frac{(\Re \zeta)^2}{(1 + \eta)^2} - \frac{(\Im \zeta)^2}{(1 - \eta)^2}.
\]

We need further relations following from (5.3). Left-multiplying (3.3) by \( M \) and computing the right-upper entry of the result using (3.3) yield \( -b(\eta + v) = v(\zeta + gb) \). Hence, by applying (4.3), we obtain

\[
b = \frac{\Re \zeta}{1 + \eta/v} + i \frac{\Im \zeta}{1 - \eta/v} = \frac{1}{2} \frac{\zeta + \bar{\zeta}}{1 + \eta/v} + \frac{1}{2} \frac{\zeta - \bar{\zeta}}{1 - \eta/v}.
\]

Employing (4.3) again, we arrive at

\[
\frac{(\Re \zeta)^2}{(1 + \eta/v + \eta)^2} + \frac{(\Im \zeta)^2}{(1 + \eta/v - \eta)^2} = |b|^2 = \frac{1}{1 + \eta/v} - v^2.
\]

Proof. We now show that there is \( c \sim_\delta 1 \) depending only on \( \delta \) such that if \( v(\zeta, \eta) \leq c \) for some \( z \in \mathbb{D}_{10} \) and \( \eta \in (0, 1] \) then \( \zeta \notin E_{\eta,\delta} \). The previous statement implies (4.4).

Suppose that \( v(z, \eta) \leq c \). First, we choose \( c \sim 1 \) sufficiently small such that \( |b| \geq 1 \). This is possible since \( v^2 + |b|^2 \gtrsim 1 \) by (4.2b) for \( z \in \mathbb{D}_{10} \) and \( \eta \in (0, 1] \). Note that \( |b| \leq 1 \) by (4.1a) and (4.3).

Taking the real and imaginary part of (1.6), solving them for \( \Re b \) and \( \Im b \), respectively, and combining the results to a relation for \( \tau = |b| \) yield

\[
\frac{(\Re \zeta)^2}{(\tau - 1 + \eta\tau)^2} + \frac{(\Im \zeta)^2}{(\tau - 1 - \eta\tau)^2} = 1 + O(v^2),
\]

where we also used \( \tau = |b| \sim 1 \).

Since \( \tau^{-1} + \eta \tau \geq 1 + \eta \) and \( \tau^{-1} - \eta \tau \geq 1 - \eta \) for \( \tau \in (0, 1] \), we conclude from (4.9) that

\[
\frac{(\Re \zeta)^2}{(1 + \eta)^2} + \frac{(\Im \zeta)^2}{(1 - \eta)^2} \geq 1 + O(v^2).
\]

Therefore, \( \zeta \notin E_{\eta,\delta} \) if \( c \sim_\delta 1 \) is chosen sufficiently small, which completes the proof of (4.4).

For the proof of (4.3), we fix \( \zeta \in \Int(E_\eta) \). Hence, \( \zeta \in E_{\eta,\delta} \) for some \( \delta \in (0, 1) \). We obtain (4.3) by sending \( \eta \downarrow 0 \) in (4.8) and using \( v(\zeta, \eta) \sim_\delta 1 \) by (4.4). This completes the proof of Lemma 4.2. \( \square \)
4.2 Stability

For the following analysis of the stability operator of the Dyson equation, (3.4), we introduce the matrix

\[ E_- := \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix} \in \mathbb{C}^{2 \times 2}. \]

We will work on the linear subspace \( E^\perp \subset \mathbb{C}^{2 \times 2} \), where the orthogonality is understood with respect to the Hilbert-Schmidt scalar product on \( \mathbb{C}^{2 \times 2} \). The next proposition proves a precise bound on the inverse of the stability operator \( \mathcal{L} : \mathbb{C}^{2 \times 2} \to \mathbb{C}^{2 \times 2} \) of the Dyson equation, (3.4). The operator \( \mathcal{L} \) is defined through

\[ \mathcal{L} R := R - M(\mathcal{F} R) M \quad (4.10) \]

for any \( R \in \mathbb{C}^{2 \times 2} \). This proposition will be a crucial ingredient in the proof of Proposition 4.4 and its generalisation, Theorem 5.1 below.

**Proposition 4.3** (Linear stability estimate). For any \( \zeta \in \mathbb{C} \) and \( \eta > 0 \), the operator \( \mathcal{L} \) leaves \( E^\perp \) invariant and is invertible on \( E^\perp \). Moreover, the inverse of the restriction to \( E^\perp \) satisfies

\[ \| \mathcal{L}^{-1} \|_{E^\perp} \lesssim \left( v^2 + \frac{\eta}{v} \right)^{-1} \quad (4.11) \]

uniformly for all \( \zeta \in \mathbb{D}_{10} \) and \( \eta \in (0, 1] \).

In (4.11) and the following, we write \( \mathcal{L}^{-1} \|_{E^\perp} \) for the inverse of the restriction of \( \mathcal{L} \) to \( E^\perp \), i.e. the operator is first restricted to \( E^\perp \) and then inverted.

**Corollary 4.4** (Linear stability estimate in bulk). Let \( \delta \in (0, 1) \). Then, uniformly for \( \zeta \in E_{\delta, \delta} \) and \( \eta \in (0, 1] \), we have

\[ \| \mathcal{L}^{-1} \|_{E^\perp} \lesssim \delta \cdot 1. \]

**Proof of Corollary 4.4.** The claimed bound follows directly from (4.11) and (4.3). \( \square \)

**Proof of Proposition 4.3.** The main tool of this proof is the following lemma, which is proved in [2, Lemma 5.8] and provides a bound on the inverse of operators of the type \( \mathcal{U} - \mathcal{F} \), where \( \mathcal{U} \) is unitary and \( \mathcal{F} \) is self-adjoint. The lemma uses the notion of the spectral gap of a self-adjoint operator \( \mathcal{F} \) on \( \mathbb{C}^k \). The spectral gap \( \text{Gap}(\mathcal{F}) \) of \( \mathcal{F} \) is the difference of the two largest eigenvalues of \( |\mathcal{F}| \) (cf. [2, Definition 5.4]). In the next lemma and for the rest of this proof, \( \| \cdot \|_2 \) is the operator norm on \( \mathbb{C}^{k \times k} \) induced by the Euclidean norm on \( \mathbb{C}^k \).

**Lemma 4.5** (Rotation-Inversion). Let \( \mathcal{F} \) be a self-adjoint and \( \mathcal{U} \) a unitary operator on \( \mathbb{C}^k \). Suppose that \( \text{Gap}(\mathcal{F}) > 0 \) and \( \| \mathcal{F} \|_2 \leq 1 \). Then there is universal constant \( C > 0 \) such that

\[ \|(\mathcal{U} - \mathcal{F})^{-1}\|_2 \leq C(\text{Gap}(\mathcal{F}) |1 - \| \mathcal{F} \|_2 \langle h, \mathcal{F} h \rangle|)^{-1}, \]

where \( h \) is the normalised eigenvector of \( \mathcal{F} \) corresponding to the nondegenerate eigenvalue \( \| \mathcal{F} \|_2 \).

We now explain how \( \mathcal{L} \) can be represented as \( \mathcal{U} - \mathcal{F} \) for some \( \mathcal{U} \) and \( \mathcal{F} \) introduced next. From (3.5), we conclude that \( M \) is normal. Let \( M = |M| U = U |M| \) be its polar decomposition. Owing to (4.3), we have

\[ |M|^2 = M^* M = \| M \|^2, \quad \| M \|^2 = v^2 + |b|^2 = \frac{v}{\eta + v}, \quad U = (v^2 + |b|^2)^{-1/2} M. \]

Consequently, \( \mathcal{L} = \mathcal{U}^* (\mathcal{U} - \mathcal{F}) \) with the definitions \( \mathcal{F} := \| M \|^2 \mathcal{F} \) and \( \mathcal{U} R := U^* R U^* \) for any \( R \in \mathbb{C}^{2 \times 2} \). Note that \( \mathcal{F} \), \( \mathcal{U} \) and \( \mathcal{U}^* \), and, thus, \( \mathcal{L} \) leave \( E^\perp \) invariant. Moreover, \( \mathcal{F} \) is self-adjoint and \( \mathcal{U} \) is unitary on \( E^\perp \). In particular, \( \| M \|^2 \mathcal{F} \) is self-adjoint on \( E^\perp \).

We now apply Lemma 4.5 by identifying \( E^\perp \) with \( \mathbb{C}^3 \) and the choices of \( \mathcal{F} \) and \( \mathcal{U} \) made above. It is easily seen that \( \text{Spec}(\mathcal{F}|_{E^\perp}) = \{ 1, \varrho, -\varrho \} \) with the identity matrix, the first and second Pauli
matrix being the respective eigenvectors. Hence, \( \|\mathcal{T}\| = \|M\|^2 \|\mathcal{T}\|_2 = \|M\|^2 = \frac{n}{\eta^2 - v^2} \leq 1 \) and \( \text{Gap}(\mathcal{T}) = \|M\|^2(1 - |\eta|) \). Moreover, the eigenvector \( h \) from Lemma 3.5 is the identity matrix. Thus, 1 - \( \|M\|^2(1) \cdot h(\mathcal{H} h) = (M^2) = 1 - v^2 + |\eta|^2 = 2v^2 + \frac{n}{\eta^2 - v^2} \) by (3.5) and (4.3). Therefore, Lemma 4.5 implies
\[
\|\mathcal{L}^{-1} |_{E_\pm} \|_2 \leq C \left( (1 - |\eta|) \|M\|^2 \left( 2v^2 + \frac{n}{\eta^2 + v} \right) \right)^{-1},
\]
where we identified \( E_\pm \) with \( \mathbb{C}^3 \) and \( \|\cdot\|_2 \) denotes the operator norm induced by the Hilbert-Schmidt scalar product on \( E_\pm \subset \mathbb{C}^{2 \times 2} \). Since \( \|M\| \geq 1 \) and \( v = \text{Im} M \geq \eta \) for \( \eta \in (0, 1) \) and \( \zeta \in \mathbb{D}_0 \) by (4.2a) and (4.2b), respectively, and the norms on the space of operators on \( \mathbb{C}^{2 \times 2} \) are equivalent (with constants \( \sim 1 \)), we conclude (4.11) from (4.12).

**Corollary 4.6 (Bounded derivatives).** The function \( M(\zeta, \eta) \) is continuously differentiable with respect to \( \zeta, \bar{\zeta} \) and \( \eta \) at any \( \eta > 0 \) and \( \zeta \in \mathbb{C} \). Moreover, for any \( \delta \in (0, 1) \), we have
\[
\|\partial M(\zeta, \eta)\| + \|\bar{\partial} M(\zeta, \eta)\| + \|\partial \eta M(\zeta, \eta)\| \lesssim_\delta 1
\]
uniformly for \( \eta \in (0, 1] \) and \( \zeta \in E_{\eta, \delta} \).

**Proof.** Since (3.4) is an equation on \( E_\pm \) and the linear stability operator \( \mathcal{L} \) is invertible on \( E_\pm \) for any \( \eta > 0 \) and \( \zeta \in \mathbb{C} \), the implicit function theorem implies the continuous differentiability with respect to \( \zeta, \bar{\zeta} \) and \( \eta \). The bound on the derivatives follows from differentiating (3.4) and using Corollary 4.6. \( \square \)

### 4.3 Proof of Lemma 3.5

**Proof of Lemma 3.5.** Note that the integral in the definition of \( L \) exists in the Lebesgue sense since, for every \( r > 0 \), we have
\[
|v(\zeta, \eta) - (1 + \eta)^{-1}| \lesssim_r (1 + \eta)^{-2}
\]
uniformly for all \( \eta > 0 \) and \( \zeta \in \mathbb{D}_r \) by (4.1a) and (4.2a).

The first inequality in (3.7) follows directly from (4.1a). The second and the third bound in (3.7) are immediate consequences of (4.13) with \( r = 10 \).

The main ingredients of the proof of (3.6) are the identity (4.14) and the limit (4.15) below which we will show in the following. For each \( \epsilon > 0 \), we have \( L_\epsilon \in \mathcal{C}^2(\mathbb{C}) \) and
\[
2\partial L_\epsilon(\zeta) = -b(\zeta, \epsilon), \quad L_\epsilon(\zeta) := -\int_\epsilon^\infty \left( v(\zeta, \eta) - \frac{1}{1 + \eta} \right) d\eta.
\]
Moreover, \( b(\zeta, \eta) \) is differentiable with respect to \( \bar{\zeta} \) for \( \eta > 0 \) by Corollary 4.6. For any \( \delta \in (0, 1) \), we have
\[
-\frac{1}{\pi} \lim \lim_{\eta \downarrow 0} \bar{\partial} b(\zeta, \eta) = \sigma_\epsilon(\zeta)
\]
uniformly on \( E_{\eta, \delta} \).

We now deduce (3.6) from (4.14) and (4.15). Let \( \psi \in \mathcal{C}^2(\mathbb{C}) \) such that \( \text{supp} \psi \subset E_{\eta, \delta} \) for some \( \delta \in (0, 1) \). First, we multiply the first relation in (4.14) by \( \frac{1}{\pi} \bar{\partial} \psi \) and integrate the result over \( E_{\eta, \delta} \). Thus, integrating by parts on both sides and using \( \Delta = 4\partial \bar{\partial} \) yields
\[
\frac{1}{2\pi} \int_{E_{\eta, \delta}} \Delta \psi(\zeta)L_\epsilon(\zeta) d^2\zeta = -\frac{1}{\pi} \int_{E_{\eta, \delta}} \psi(\zeta) \bar{\partial} b(\zeta, \epsilon) d^2\zeta.
\]
From (4.13), we conclude that \( L \) is uniformly bounded in \( \zeta \) and that \( L_\epsilon \to L \) uniformly on \( \mathbb{D}_{10} \) for \( \epsilon \downarrow 0 \). Therefore, sending \( \epsilon \downarrow 0 \) in (4.10) proves (3.6) due to (4.15).

For the proof of (4.15), we apply \( \partial \) to (4.7), send \( \eta \downarrow 0 \) and use that \( \lim_{\eta \downarrow 0} \bar{\partial}(\eta/v) = \lim_{\eta \downarrow 0} \eta/v = 0 \) on \( E_{\eta, \delta} \) as \( v \sim 1 \) and \( |\partial v| \lesssim 1 \) on \( E_{\eta, \delta} \) by Lemma 4.2 and Corollary 4.6 respectively. This proves (4.15) due to the definition of \( \sigma_\epsilon \) in (2.1).\( \square \)
What remains is proving \( L_c \in C^1(\mathbb{C}) \) and (4.14). We first observe that \( v \) is differentiable with respect to \( \eta \) and \( \zeta \) by Corollary 4.10 and positive for \( \eta > 0 \) due to (3.5) and the positive definiteness of \( \mathrm{Im} M \). Hence, differentiating (4.8) with respect to \( \eta \) and \( \zeta \) yield

\[
\begin{align*}
\left( \frac{2v^3}{\eta} + \frac{2(\mathrm{Re} \zeta)^2}{(1 + \varrho + \eta/v)^3} + \frac{2(\mathrm{Im} \zeta)^2}{(1 - \varrho + \eta/v)^3} - \frac{1}{(1 + \eta/v)^2} \right) \partial_\eta \left( \frac{\eta}{v} \right) &= \frac{2v^2}{\eta}, \\
\left( \frac{2v^3}{\eta} + \frac{2(\mathrm{Re} \zeta)^2}{(1 + \varrho + \eta/v)^3} + \frac{2(\mathrm{Im} \zeta)^2}{(1 - \varrho + \eta/v)^3} - \frac{1}{(1 + \eta/v)^2} \right) \partial_\zeta \left( \frac{\eta}{v} \right) &= \frac{\mathrm{Re} \zeta}{(1 + \varrho + \eta/v)^2} - \frac{i\mathrm{Im} \zeta}{(1 - \varrho + \eta/v)^2}.
\end{align*}
\]

(4.17)

Since \( \partial(\eta/v) = -\eta v^{-2} \partial v \) and \( v = \eta^{-1} + O(\eta^{-2}) \) by (4.12a), the second identity in (4.17) implies \( |\partial| \lesssim n^{-2} \) for large \( n \). As \( \partial v \) is a continuous function in \( \eta \) on \((0, \infty)\) by Corollary 4.10, \( \partial v \) is Lebesgue-integrable in \( \eta \) on \((\varepsilon, \infty)\) for any \( \varepsilon > 0 \). Thus, \( L_c \in C^1(\mathbb{C}) \), \( \partial L_c(\zeta) = -\int_{\varepsilon}^{\infty} \partial v(\zeta, \eta) \, d\eta \) for all \( \varepsilon > 0 \) and \( \lim_{\varepsilon \to \infty} \partial L_c(\zeta) = 0 \). Therefore, \( \partial L_c(\zeta) \) is differentiable in \( \eta \) and (4.14) is equivalent to \( 2 \partial_\zeta \partial L_c(\zeta) = -\partial_\zeta b(\zeta, \varepsilon) \) since \( \lim_{\varepsilon \to \infty} \partial L_c(\zeta) = 0 \) and \( \lim_{\varepsilon \to \infty} b(\zeta, \varepsilon) = 0 \) by (4.13). Owing to (4.7), the identity \( 2 \partial_\zeta \partial L_c(\zeta) = -\partial_\zeta b(\zeta, \varepsilon) \) is equivalent to

\[
\begin{align*}
\frac{2v^2}{\eta} \left( \frac{\eta}{v} \right) &= \left( \frac{\mathrm{Re} \zeta}{(1 + \varrho + \eta/v)^2} - \frac{i\mathrm{Im} \zeta}{(1 - \varrho + \eta/v)^2} \right) \partial_\zeta \left( \frac{\eta}{v} \right).
\end{align*}
\]

(4.18)

Since (4.18) holds due to (4.17), this proves (4.14) and, thus, completes the proof of Lemma 3.5. \( \square \)

5 Local law for Hermitization and eigenvector delocalisation

In this section we prove Proposition 5.1 and Corollary 2.2, see Section 5.1 below. The main tool is the local law for \( H = H_\zeta \) from (3.2), Theorem 5.1 below, which states that as \( n \) tends to infinity the resolvent \( G = G(\zeta, \eta) = (H_\zeta - i\eta)^{-1} \) converges to the deterministic matrix \( M = M(\zeta, \eta) \in \mathbb{C}^{2n \times 2n} \) defined as

\[
M(\zeta, \eta) := \begin{pmatrix}
iv(\zeta, \eta) & b(\zeta, \eta) \\
b(\zeta, \eta) & iv(\zeta, \eta)
\end{pmatrix},
\]

(5.1)

where every entry in this \( 2 \times 2 \)-block structure is a multiple of the identity matrix in \( \mathbb{C}^{n \times n} \), i.e. \( M = M \otimes 1 \in \mathbb{C}^{2n \times 2n} \otimes \mathbb{C}^{n \times n} \). We recall that \( M \) and \( v \) as well as \( b \) were defined in (3.1) and (3.5), respectively.

To express the convergence of \( G \) to \( M \), we introduce appropriate norms. For any random matrix \( A \in \mathbb{C}^{l \times l} \) in dimension \( l \in \mathbb{N} \) we define the \( p \)-norms

\[
\|A\|_p := \|A\|_{p, \text{iso}} := \sup_{\|x\|, \|y\| \leq 1} (\mathbb{E}|\langle x, Ay \rangle|^p)^{1/p}, \quad \|A\|_{p, \text{av}} := \sup_{\|B\| \leq 1} (\mathbb{E}|\langle BA \rangle|^p)^{1/p},
\]

(5.2)

where the supremum is taken over \( x, y \in \mathbb{C}^l \) and \( B \in \mathbb{C}^{l \times l} \), respectively. In (5.2) and in the following, \( \langle \cdot , \cdot \rangle \) denotes the Euclidean scalar product on \( \mathbb{C}^l \) and \( \langle \cdot \rangle \) the normalised trace on \( \mathbb{C}^{l \times l} \). We also allow \( p = \infty \) by setting \( \|A\|_{\infty} := \lim_{p \to \infty} \|A\|_p \) for \( \# = \text{iso, av} \). In particular, \( \|\alpha\|_p \) denotes the standard \( p \)-norm for a scalar random variable \( \alpha \). Note that

\[
\|A\|_{p, \text{iso}} \sim_1 \|A\|_{p, \text{av}} \sim_1 \|A\|_p
\]

(5.3)

for all \( A \in \mathbb{C}^{l \times l} \) and \( p \in \mathbb{N} \), i.e. if \( l \) does not depend on \( n \) all these norms are comparable.

With these definitions we state the local law for \( H_\zeta \).

**Theorem 5.1 (Local law for \( H_\zeta \)).** Let \( \gamma \in (0, 1) \) and \( p \in \mathbb{N} \). Uniformly for all \( \eta \in [n^{-1+\gamma}, n^{100}] \) and \( \zeta \in E_{\vartheta, \gamma} \), the following local law holds:

\[
\|G - M\|_{p, \text{iso}} \lesssim_{p, \gamma} \frac{n^\gamma}{\sqrt{mj}}, \quad \|G - M\|_{p, \text{av}} \lesssim_{p, \gamma} \frac{n^\gamma}{mj}.
\]

(5.4)
The proof of Theorem 5.1 will be presented in Section 5.2 below. For \( \eta \in [n^{-\varepsilon}, n^{100}] \) with a very small \( \varepsilon > 0 \), it will directly follow from [27, Theorem 2.1]. As it stands, equation (5.4) is unstable in the local regime \( \eta \leq n^{\varepsilon} \). Thus, the results from [27] do not directly extend to such small \( \eta \). We will use the refined stability from Proposition 4.3 orthogonal to the unstable direction \( E_- \), to show 5.3 in the local regime.

### 5.1 Proofs of Proposition 3.1 and Corollary 2.2

We now conclude Proposition 5.1 and Corollary 2.2 from Theorem 5.1

**Proof of Proposition 3.1.** We first note that \( \langle M \rangle = iv \) by the definition of \( M \) in (5.1). Thus, Proposition 5.1 follows directly from Theorem 5.1 with suitably chosen \( \gamma \) and \( p \) as

\[
P\left( \left| \langle G(\zeta, \eta) \rangle - iv(\zeta, \eta) \right| \geq \frac{n^C}{n^\eta} \right) \leq \frac{n^{C_p}}{n^\eta} E|\langle G(\zeta, \eta) - M(\zeta, \eta) \rangle|^p \leq \frac{n^{C_p}}{n^\eta} (\|G(\zeta, \eta) - M(\zeta, \eta)\|_{1v}^p)^p
\]

due to Markov’s inequality.

We use a standard argument, adjusted to our setting, to obtain eigenvector delocalisation from the resolvent control in the local law, see e.g. [28] for an early version of this argument.

**Proof of Corollary 2.2.** Fix \( w \in \mathbb{C}^n \) and \( \varepsilon > 0 \). Let \( u \in V_\delta \) and \( \zeta \in E_{0, \delta} \) such that \( X_u = \zeta u \). Thus, \( H_\zeta(0, u)^t = 0 \). We extend \((0, u)^t/(0, u)^t\) to an orthonormal basis \((0, u)^t/(0, u)^t, v_2, \ldots, v_{2n}\) of \( \mathbb{C}^{2n} \) consisting of eigenvectors of \( H_\zeta \) with corresponding eigenvalues \( \lambda_1(\zeta) = 0, \lambda_2(\zeta), \ldots, \lambda_{2n}(\zeta) \). Hence, for any \( x \in \mathbb{C}^{2n} \) and \( \eta > 0 \), the spectral theorem for \( H_\zeta \) yields

\[
\text{Im} \langle x, G(\zeta, \eta)x \rangle = \frac{|\langle x, (0, u)^t \rangle|^2}{\| (0, u)^t \|^2} + \frac{2\sum_{i=2}^{2n} \eta |\langle x, v_i \rangle|^2}{\lambda_i(\zeta)^2 + \eta^2} \geq \frac{1}{\eta} \frac{|\langle w, u \rangle|^2}{\| u \|^2},
\]

where we chose \( x = (0, w)^t \) in the last step. Owing to (5.5), for any \( \eta > 0 \), we have the inclusion of events

\[
\{ \exists u \in V_\delta : \| (w, u) \| \geq n^{-1/2+\varepsilon} \| w \| \| u \| \} \subset \{ \exists \zeta \in E_{0, \delta} : \eta |\langle x, G(\zeta, \eta)x \rangle| \geq n^{1+2\varepsilon} \| x \|^2 \},
\]

where \( x := (0, w)^t \).

We now show that \( |\langle x, G(\zeta, \eta)x \rangle| \) is bounded even on small scales \( \eta \). Since \( \| M \| = \| M \| \leq 1 \) by [1,1], the bound on \( |G - M|_{p_0} \) in [3.4] with suitably chosen \( \gamma \) and \( p \) as well as Markov’s inequality imply that, for each \( \gamma \), we have \( |\langle x, G(\zeta, \eta)x \rangle| \leq \| x \|^2 \) with very high probability uniformly for all \( \zeta \in E_{\delta, \gamma} \), where \( \eta = n^{-1+\gamma} \). As \( \zeta \mapsto \langle x, G(\zeta, \eta)x \rangle \) is Lipschitz-continuous with Lipschitz-constant \( \leq n^2 \) for \( \eta \geq n^{-1} \), a grid- and continuity-argument in \( \zeta \) yields that, for any \( \gamma \in (0, 1) \), the bound \( \max_{\zeta \in E_{\delta, \gamma}} |\langle x, G(\zeta, \eta)x \rangle| \leq \| x \|^2 \) holds with very high probability for \( \eta = n^{-1+\gamma} \). This proves Corollary 2.2 due to the inclusion (5.6) with \( \eta = n^{-1+\gamma} \) and sufficiently small \( \gamma > 0 \). 

### 5.2 Proof of Theorem 5.1

In the regime \( \eta \geq 1 \), Theorem 5.1 directly follows from [27, Theorem 2.1] (see also Proposition 5.3 below). Therefore, we focus on the regime \( \eta \leq 1 \).

The proof of Theorem 5.1 is based on the realisation that \( G \) approximately satisfies the matrix Dyson equation

\[
1 + (i\eta + Z + SM)M = 0,
\]

where \( Z = -E_H \in \mathbb{C}^{2n \times 2n} \) and \( S \) is the natural extension of \( \mathcal{S} \) from [3.4] to \( \mathbb{C}^{2n \times 2n} \), i.e.

\[
Z = \begin{pmatrix} 0 & \zeta \\ \zeta & 0 \end{pmatrix}, \quad \mathcal{S}A = \begin{pmatrix} \langle A_{22} \rangle & \langle A_{21} \rangle \\ \langle A_{12} \rangle & \langle A_{11} \rangle \end{pmatrix}, \quad A = \begin{pmatrix} A_{11} & A_{12} \\ A_{21} & A_{22} \end{pmatrix}.
\]
The matrix $M$ defined in (5.4) solves (5.7).

For consistency with the presentation in [27] we introduce the self-energy operator

$$
\tilde{S}A := E(H + Z)A(H + Z),
$$

which is a slight modification of $S$. Indeed, one easily verifies that

$$
\tilde{S}A = SA + \left( \begin{array}{cc}
P \odot A_{22}^i & Q \odot A_{21}^i \\
Q^* \odot A_{12}^i & P \odot A_{11}^i 
\end{array} \right),
$$

where $P = (p_{ij})_{i,j=1}^n$ and $Q = (q_{ij})_{i,j=1}^n$ are the $n \times n$-matrices with entries

$$
p_{ij} := \mathbb{E} x^i_j x^j_i, \quad p_{ii} := 0, \quad q_{ij} := \mathbb{E} x^2_{ij}, \quad q_{ii} := 0
$$

for $i, j \in [n]$ with $i \neq j$, and $\odot$ denotes the entrywise Hadamard product. From the definition of the resolvent $G$ we see that

$$
1 + (i\eta + Z + \tilde{S}G)G = D, \quad D := (H + Z + \tilde{S}G)G.
$$

We interpret this equation as a perturbation of (5.7) with error matrix $D$. This point of view is justified by the following proposition that we import from [27, Theorem 4.1].

**Proposition 5.2** (Bound on error matrix). Let $\varepsilon > 0$ and $p \in \mathbb{N}$. Then there is $C_* > 0$ such that, uniformly for $\eta \in [n^{-1}, 1]$ and $\zeta \in \mathbb{D}_{10}$, we have the following bounds on the error matrix

$$
\|D\|_p \lesssim_{p,\varepsilon} n^\varepsilon \sqrt{\frac{\|\text{Im} G\|_q}{\eta}} (1 + \|G\|_q)^{C_*} \left( 1 + n^{-1/4}\|G\|_q \right)^{C_* - p} \quad (5.12)
$$

$$
\|D\|_{p^*} \lesssim_{p,\varepsilon} n^\varepsilon \sqrt{\frac{\|\text{Im} G\|_q}{\eta}} (1 + \|G\|_q)^{C_*} \left( 1 + n^{-1/4}\|G\|_q \right)^{C_* - p} \quad (5.13)
$$

with $q = C_* p^* / \varepsilon$ (choose $\mu = 1/4$).

In the remainder of this section we will infer the bounds (5.4) for $\Delta := G - M$ from the bounds on the error matrix in Proposition 5.2. We subtract (5.7) from (5.11) to find

$$
\Delta - M(S\Delta)M = M(S\Delta)\Delta - M(D + (\tilde{S} - S)G)G. \quad (5.14)
$$

This equation is equivalent to the last equation in the proof of [27, Theorem 5.2] with the translation $\Delta \to V, \tilde{S} \to S, M \to M$. However, in (5.11) we have written the linear and quadratic term in terms of $S$ instead of $\tilde{S}$ and, thus, added the additional error term $((\tilde{S} - S)G)G$. Note that $M$ also satisfies (5.7) with $S$ replaced by $\tilde{S}$ since $\tilde{S}M = SM$ due to the block diagonal structure of $M$ in (5.1). The purpose of writing (5.14) in this fashion will become apparent when we take partial traces inside the $2 \times 2$ block structure underlying (5.14). In contrast to the setup in [27], equation (5.14) is unstable because the linear stability operator acting on $\Delta$ on its left-hand side has a non-trivial kernel. This instability also prevents us from using [27, Theorem 5.2] directly to show stability of (5.14). The bounded invertibility of the stability operator in [27] was ensured by [27, Assumption (E)] which is violated by $\tilde{S}$ as well as $S$.

We will now show how stability of (5.14) is nevertheless achieved when the equation is restricted to a codimension one subspace. First we reduce (5.14) to a matrix equation on $\mathbb{C}^{2 \times 2}$ through the partial trace operation $\mathbb{C}^{2n \times 2n} \to \mathbb{C}^{2 \times 2}$, $A \mapsto A$ defined via

$$
A := \left( \begin{array}{cc}
\langle A_{11} \rangle & \langle A_{12} \rangle \\
\langle A_{21} \rangle & \langle A_{22} \rangle 
\end{array} \right), \quad A = \left( \begin{array}{cc}
A_{11} & A_{12} \\
A_{21} & A_{22} 
\end{array} \right),
$$

with $A_{ij} \in \mathbb{C}^{n \times n}$ for all $i, j = 1, 2$. We apply this operation to (5.14) and find

$$
\mathcal{L} \Delta = M(\mathcal{J} \Delta)\Delta - MD, \quad D := D + ((\tilde{S} - S)G)G. \quad (5.15)
$$
where $M = \mathbf{M}$ and $\mathbb{S} : \mathbb{C}^{2 \times 2} \to \mathbb{C}^{2 \times 2}$ is the stability operator of the Dyson equation, (3.4), defined in [4,10]. Recall from Proposition 4.8 that $\mathbb{S}$ leaves $E_\bot$ invariant, that

$$\kappa_\delta := \sup_{\zeta \in E_{\rho,\delta}} \| \mathbb{S}^{-1} |_{E_\bot} \| \lesssim 1$$

and that $\Delta \perp E_\bot$ because $\langle G_{11} \rangle = \langle G_{22} \rangle$ (cf. [8, Lemma B.5]) as well as $\langle M_{11} \rangle = iv = \langle M_{22} \rangle$ (cf. (5.1)). Thus, taking the $\| \cdot \|_p$-norm from (5.2) after inverting $\mathbb{S}$ on $E_\bot$ in (5.15) and multiplying with $1(\| \Delta \| \leq c/\kappa_\delta)$ with some small enough constant $c > 0$ yields

$$\| \Delta |(\| \Delta \| \leq c/\kappa_\delta) \|_p \lesssim \kappa_\delta \| D \|_p,$$

(5.17) uniformly for $\zeta \in E_{\rho,\delta}$. Recall the comparability of the norms from (5.3) for $\| \cdot \|_p$ for all $\delta, \gamma > 0$.

The first inequality in (5.18) holds due to the definition of $D$ in (5.15) and

$$\| (\widetilde{S} - S)G \|_p \lesssim n^{-1} \| G^* G \|_p,$$

(5.19) which itself follows from the expression for $\widetilde{S} - S$ in (5.5), that the matrices $Q$ and $P$ from (5.10) satisfy

$$|p_{ij}| + |q_{ij}| \lesssim n^{-1}$$

(5.20)

and from the general inequality

$$(\| AB \|_p^{\text{av}})^2 \leq \| A^* A \|_p^{\text{av}} \| B^* B \|_p^{\text{av}} \leq \| A^* A \|_p \| B^* B \|_p,$$

for any random matrices $A, B$. For the equality in (5.18) we used the Ward identity

$$G^* G = GG^* = \frac{\text{Im} G}{\eta}.$$

(5.21)

We will now use (5.17) together with (5.18) to show that $\| \Delta \|_p \ll 1$ (cf. Theorem 5.1). We briefly explain the strategy behind the proof of this fact. Through Proposition 5.2 and (5.18) a bound of the form $\| \Delta \|_p \ll 1$ for all $p \in \mathbb{N}$ implies $\| D \|_p \ll 1$ for all $p \in \mathbb{N}$ because $\| G \|_p \leq \| M \|_p \| \Delta \|_p \ll 1$ in this case and $n\eta \gg 1$. This, in turn, implies $\| \Delta \|_p \ll 1$ for all $p$ because of (5.17). Finally, we estimate $\| \Delta \|_p$ in terms of $\| \Delta \|_2$ to get $\| \Delta \|_p \ll 1$. Altogether this argument shows that $\| \Delta \|_p \ll 1$ implies $\| \Delta \|_p \ll 1$ on all of $\mathbb{A}_{\delta,\gamma}$ for any $\gamma > 0$, where we introduced the parameter set

$$\mathbb{A}_{\delta,\gamma} := E_{\delta,\gamma} \times [n^{-1+\gamma}, 1].$$

This implication can be bootstrapped from a far away from the local regime $\eta \sim n^{-1}$, i.e. from a global law with $\eta \sim 1$. The global law is imported from [27] Theorem 2.1. Using $\| G \| \leq \eta^{-1} \leq n$ on $\mathbb{A}_{\delta,\gamma}$ in combination with [27] Lemma 5.4 (i), we obtain the following version of [27] Theorem 2.1 since $M$ in [27] coincides with $M$ from (5.1) due to $\tilde{S}M = SM$.

**Proposition 5.3 (Global law).** There is a universal constant $c > 0$ such that for any $\varepsilon > 0$ the global law

$$\| \Delta \|_p \leq \varepsilon p, \quad \frac{n^\varepsilon}{\sqrt{\eta}}, \quad \| \Delta \|_p^{\text{av}} \leq \varepsilon \frac{n^\varepsilon}{\eta}$$

holds for $\zeta \in D_{10}$ and $\eta \in [n^{-1-\varepsilon}, n^{100}]$.

Before we formalise the bootstrapping in Lemma 5.4 we require a few preparations. Through (5.14) and the definition of $\mathbb{S}$ in (5.8) in terms of partial traces we bound $\| \Delta \|_p$ in terms of $\| \Delta \|_p$ and the error matrix, namely

$$\| \Delta \|_p^\# \leq \| \Delta \|_p + \| \Delta \|_2 \| \Delta \|_2^\# + \| D \|_p^\# + \| (\tilde{S} - S)G \|_p^\#,$$

(5.22)
where \( \# = \text{iso, av} \) and we used \( \|M\| \lesssim 1 \) by \((1.13)\). Note that \( \|\Delta\|_p \sim \|\Delta\|_{av} \) because \( \Delta \in \mathbb{C}^{2 \times 2} \).

The additional error term in \((5.22)\) which is not covered by Proposition \(5.2\) satisfied the bounds
\[
\left\| \left( (\hat{S} - S)G \right) G \right\|_p \lesssim n^{-1/2} \|G\|_{2p} \|GG^*\|_p^{1/2} \leq \|G\|_{2p} \left( \frac{\|\text{Im} \, G\|_{n\eta}}{n\eta} \right)^{1/2}.
\]
\[(5.23)\]

The first inequality in \((5.23)\) holds because for any \(x, y \in \mathbb{C}^{2n}\) we have
\[
\mathbb{E} \left| \left( (\hat{S} - S)G \right) y \right|^p \leq \mathbb{E} \left( \left| (\hat{S} - S)G^* x \right|^p \right) \left( \|G\|_{2p} \right)^p \lesssim \frac{1}{n^{p/2}} \|G^* G\|_{p/2}^p \|G\|_{2p}^p.
\]
Here, in the last step we used \((5.9), (5.20)\) and
\[
\mathbb{E} \| (R \odot A)x \|_{2p}^2 = \mathbb{E} \left( \sum_{i=1}^{2n} |(e_i, A\tilde{x}_i)|^2 \right)^p \leq (2n)^p \|A\|_{2p}^p \|\tilde{x}_i\|_{2p}^p \leq (2n)^p \|A^r A\|_{p \max} \|\tilde{x}_i\|_{2p}^p
\]
for any random matrix \(A \in \mathbb{C}^{2n \times 2n}\) and deterministic \(R \in \mathbb{C}^{2n \times 2n}\) with \(\tilde{x}_i := (r_{ij}, x_j)_j\) and \(e_i = (\delta_{ij})_j\). The second inequality in \((5.28)\) follows from the Ward identity, \((5.21)\).

Finally, for any random matrix \(A \in \mathbb{C}^{l \times l}\) we define a norm that tracks several \(p\)-norms simultaneously through
\[
\|A\|_{*,K}^\# := \sum_{k=0}^{4K} n^{-k/K} \|A\|_{2k}^\# + n^{-2} \|A\|_{\infty}^\#,
\]
\[(5.24)\]
for any fixed \(K \in \mathbb{N}\) and \# = av, iso. We use the convention \(\|A\|_{*,K}^\# := \|A\|_{*,K}^\#_{av}\). This norm is convenient in the following to express inequalities such as \((5.22)\), that estimate the \(p\)-norm of \(\Delta\) in terms of its \(2p\)-norm, in a fixed norm. The \(\ast\)-norm and \(p\)-norm are bounded in terms of each other through
\[
n^{-k/K} \|A\|_{2k}^\# \leq \|A\|_{*,K}^\# \leq \frac{1}{1 - n^{-1/K}} \|A\|_{2k}^\# + n^{-2} \|A\|_{\infty}^\#.
\]
\[(5.25)\]

With these preparations we now formalise the bootstrap step in which a rough bound on \(\Delta\) is transported from the almost global regime \(\Lambda_{\delta, \gamma}\) with \(\gamma\) close to \(1\) to the local regime \(\Lambda_{\delta, \gamma}\) with \(\gamma \ll 1\).

**Lemma 5.4 (Bootstrap).** There is a constant \(c_* > 0\) depending only on the distribution of \(\xi\) such that \(\|\Delta\|_p \lesssim_{p, \delta, \gamma} n^{-\gamma/6}\) for all \(p \in \mathbb{N}\) on \(\Lambda_{\delta, \gamma}\) implies \(\|\Delta\|_p \lesssim_{p, \delta, \gamma} n^{-\gamma/6}\) for all \(p \in \mathbb{N}\) on \(\Lambda_{\delta, (1 - c_*)\gamma}\).

**Proof.** For transparency of the argument we write \(\delta_* := c_* \gamma\), where we will choose the constant \(c_* > 0\) sufficiently small later in the proof. Furthermore, we will omit the dependence on \(\delta\) in the notation for the remainder of this proof. In particular, all constants implicit in the comparison relation \(\lesssim\) may depend on \(\delta\) and we write \(\Lambda_{\delta} = \Lambda_{\delta, \gamma}\).

We assume that \(\|\Delta\|_p \lesssim_{p, \gamma} n^{-\gamma/6}\) holds for all \(p \in \mathbb{N}\). Since \(\|M\| = \|M\| \leq 1\) by \((1.14)\) we see that the resolvent is bounded on \(\Lambda_{\delta\gamma}\), i.e. that \(\|G\|_p \lesssim_{p, \gamma} 1\). The function \(\eta \mapsto \eta \|G(\zeta, \eta)\|_p\) is monotonically increasing which is seen by checking positivity of its derivative. In particular,
\[
\|G(\zeta, n^{-\delta_*} \eta)\|_p \lesssim n^{\delta_*} \|G(\zeta, \eta)\|_p.
\]

We conclude that \(\|G\|_p \lesssim_{p, \gamma} n^{\delta_*}\) holds on \(\Lambda_{\gamma - \delta_*}\). This simplifies the bounds on the error matrix on \(\Lambda_{\gamma - \delta_*}\) from Proposition \(5.2\) to
\[
\|D\|_p \lesssim_{p, \varepsilon, \gamma} n^{\frac{\varepsilon + C_* \delta_* + \delta_* / 2}{\sqrt{\eta n\gamma}}} \lesssim \gamma n^{-\gamma/3}, \quad \|D\|_{av} \lesssim_{p, \varepsilon, \gamma} \frac{n^{\varepsilon + C_* \delta_* + \delta_*}}{n\eta} \lesssim n^{-\gamma/2}.
\]
\[(5.26)\]

For the final bounds we used that \(n\eta \geq n^{\gamma - \delta_*}\) by definition of \(\Lambda_{\gamma - \delta_*}\), and we choose \(\varepsilon = \delta_* = c_* \gamma\) for sufficiently small \(c_* > 0\) depending only on the distribution of \(\xi\) through \(C_*\).

From \((5.17)\) we find that for every \(p \in \mathbb{N}\) the bound
\[
\|\Delta \| \lesssim_{\|\Delta\|} n^{-\gamma/3},
\]
\[(5.27)\]
holds on \( A_{\gamma - \delta} \), where we used (5.18), (5.29) and \( \| G \|_p \prec_{p, \gamma} n^{\delta} \). By Markov’s inequality and (5.3), the inequality (5.27) implies

\[
P(n^{-\gamma/4} \leq \| \Delta \| \leq c/\kappa_3) \prec_{p, \gamma} n^{-\gamma p/12}.
\]

We take a union bound over points in \( A_{\gamma - \delta} \cap (n^{-3} \mathbb{Z}^2) \) and use the Lipschitz continuity \( | \partial \zeta \| \Delta \| + | \partial \eta \| \Delta \| \lesssim \eta^{-2} \leq n^2 \) for every realisation of \( \| \Delta \| \) to conclude

\[
P(\exists (\zeta, \eta) \in A_{\gamma - \delta} : n^{-\gamma/5} \leq \| \Delta \| \leq n^{-\gamma/7} ) \prec_{p, \gamma} n^{-p},
\]

(5.28)

for every \( p \in \mathbb{N} \). The Lipschitz-continuity of \( M \) follows from Corollary 4.6. By using Markov’s inequality again in an analogous argument we infer

\[
P(\exists (\zeta, \eta) \in A_{\gamma} : \| \Delta \| \geq n^{-\gamma/5}) \prec_{p, \gamma} n^{-p}.
\]

(5.29)

from the assumption \( \| \Delta \|_p \prec_{p, \gamma} n^{-\gamma/6} \) for all \( p \in \mathbb{N} \) on \( A_{\gamma} \). Since \( \| \Delta \| \) is continuous in \( \eta \), the combination of (5.28) and (5.29) implies

\[
P(\exists (\zeta, \eta) \in A_{\gamma - \delta} : \| \Delta \| \geq n^{-\gamma/5}) \prec_{p, \gamma} n^{-p}.
\]

This, in turn, allows to estimate the \( p \)-norm of \( \Delta \) via

\[
\| \Delta \|_p \leq n^{-\gamma/5} + \frac{2}{\eta} P(\| \Delta \| \geq n^{-\gamma/5})^{1/p} \prec_{p, \gamma} n^{-\gamma/5},
\]

where we also used \( \| \Delta \| \leq 2\eta^{-1} \).

We use this bound, as well as (5.23) and \( \| G \|_p \prec_{p, \gamma} n^{\delta} \) in (5.22) to see the first inequality in

\[
\| \Delta \|_p \prec_{p, \gamma} n^{-\gamma/5} + n^{-\gamma/5} \| \Delta \|_2 + \| D \|_p + \frac{3^{3/2}}{\epsilon \eta} \prec_{p, \gamma} n^{-\gamma/5} + n^{-\gamma/5} \| \Delta \|_2 + n^{2\gamma - \gamma/2} \prec_{p, \gamma} n^{-\gamma/5} (1 + \| \Delta \|_2p).
\]

(5.30)

for all \( p \in \mathbb{N} \) with \( c_\gamma \leq 1/10 \). For the second inequality we used (5.23) and \( n\eta \geq n^{\gamma - \delta} = n^{(1-c)\gamma} \). In (5.30), the \( p \)-norm of \( \Delta \) is bounded in terms of the \( 2p \)-norm. The \( \ast \)-norm from (5.24) is designed to handle this problem. Summing up (5.30) over \( p = 2^k \) implies

\[
\| \Delta \|_{\ast, K} \lesssim_{K, \gamma} n^{-\gamma/5} + n^{-\gamma/5+1/K} \| \Delta \|_{\ast, K} + n^{-2} \| \Delta \|_\infty.
\]

For \( K \geq 100/\gamma \) and with \( \| \Delta \|_\infty \leq \frac{1}{10} \leq n \) we infer \( \| \Delta \|_{\ast, K} \lesssim_{K, \gamma} n^{-\gamma/5} \). This finishes the proof since \( \| \Delta \|_{2^k} \lesssim_{K, \gamma} n^{k/2} \| \Delta \|_{\ast, K} \lesssim_{K, \gamma} n^{k/2 - \gamma/5} \lesssim_{k, \gamma} n^{-\gamma/6} \) holds by choosing \( K \) sufficiently large, depending on \( k \) and \( \gamma \).

By the isotropic global law from Proposition 5.3 we see that the bound \( \| \Delta \|_p \prec_{p, \gamma} n^{-\gamma/6} \) is satisfied on \( A_{\delta, \gamma} \) for some \( \gamma \) close to 1. Thus, repeated application of Lemma 5.4 implies the following corollary.

**Corollary 5.5** (Weak isotropic local law). For any \( \gamma > 0 \) the bound \( \| \Delta \|_p \prec_{p, \gamma} n^{-\gamma/6} \) holds on \( A_{\gamma, \gamma} \).

Armed with this rough bound that holds down to all mesoscopic scales, i.e. on \( A_{\gamma, \gamma} \) for all \( \gamma > 0 \) we prove the local law for \( H_\zeta \).

**Proof of Theorem 5.1** By Corollary 5.5 and \( \| M \| \preceq 1 \), we have a uniform bound on the resolvent on all of \( A_{\gamma, \gamma} \), i.e. \( \| G \|_p \prec_{p, \gamma} 1 \). Proposition 5.2 then implies

\[
\| D \|_p \prec_{p, \gamma} n^{\gamma} \sqrt{\frac{\| \text{Im} G \|_\gamma}{\eta}}, \quad \| D \|_{p, \gamma} \prec_{p, \gamma} n^{\gamma} \sqrt{\frac{\| \text{Im} G \|_\gamma}{\eta}}.
\]

(5.31)
Together with (5.18) and (5.31), we use (5.15) and (5.16) to see

\[
\|\Delta\|_p \lesssim_{p, \varepsilon, \gamma} \|\Delta\|_2^2 p + n^\varepsilon \frac{\|\text{Im} G\|_q}{n \eta} \lesssim_{p, \gamma} n^{-\gamma/6} \|\Delta\|_2^2 p + n^\varepsilon \frac{\|\text{Im} G\|_q}{n \eta},
\]

(5.32)

where we used the rough bound from Corollary 5.5.

We sum up \( p = 2^k \) and use \( \|\Delta\|_\infty \leq 2 / \eta \) to get a quadratic inequality for the \( \star \)-norm defined in (5.24), namely

\[
\|\Delta\|_{\star, K} \lesssim_{K, \varepsilon, \gamma} n^{-\gamma/6 + 1/K} \|\Delta\|_{\star, K} + \frac{n^\varepsilon}{n \eta}.
\]

By choosing \( \varepsilon > 0 \) small and \( K \in \mathbb{N} \) large enough, we conclude

\[
\|\Delta\|_{\star, K} \lesssim_{K, \gamma} \frac{n^{\gamma/2}}{n \eta}.
\]

(5.33)

Now we use (5.32), (5.31), (5.23) and (5.19) in (5.22) to find

\[
\|\Delta\|_p \lesssim_{p, \varepsilon, \gamma} \|\Delta\|_p + \|\Delta\|_2 p \|\Delta\|_2 + n^\varepsilon \sqrt{\frac{\|\text{Im} G\|_q}{n \eta}}, \quad \|\Delta\|_p^p \lesssim_{p, \varepsilon, \gamma} \|\Delta\|_p + \|\Delta\|_2 p \|\Delta\|_2 + n^\varepsilon \|\text{Im} G\|_q / n \eta.
\]

We use (5.33), (5.26), sum up \( p = 2^k \) and employ \( \|\Delta\|_\infty \leq 2 / \eta \) to translate these bounds to the \( \star \)-norm and conclude (5.4) with (5.25).

\[
\square
\]
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