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Figure 1: Applying collaborative filtering to preferences inferred from the brains of individuals to estimate preferences for unseen samples.

ABSTRACT
Collaborative filtering is a common technique in which interaction data from a large number of users are used to recommend items to an individual that the individual may prefer but has not interacted with. Previous approaches have achieved this using a variety of behavioral signals, from dwell time and clickthrough rates to self-reported ratings. However, such signals are mere estimations of the real underlying preferences of the users. Here, we use brain-computer interfacing to infer preferences directly from the human brain. We then utilize these preferences in a collaborative filtering setting and report results from an experiment where brain inferred preferences are used in a neural collaborative filtering framework. Our results demonstrate, for the first time, that brain-computer interfacing can provide a viable alternative for behavioral and self-reported preferences in realistic recommendation scenarios. We also discuss the broader implications of our findings for personalization systems and user privacy.
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1 INTRODUCTION
The use of collaborative filtering to infer user preferences and recommend content according to an individual’s needs has become ubiquitous across the web. It is widely adopted by industries to contend with information overload, from entertainment providers creating personal music [59] or movie [6] recommendations, to news aggregation services recommending articles of preferred topics [14] and online retailers suggesting products for customers [37].

Recent years have seen extensive research in developing new techniques to improve collaborative filtering results and better utilize the ever-increasing amount of user and content data. In particular, a wide variety of neural architectures have been introduced that may offer more robust estimations of user behavior and interests [10, 22, 25, 69].

Despite these advancements, it has become clear that the performance of collaborative filtering is not solely dependent on the exact computational method [12], but relies more on the quality of the signal capturing user preferences. That is, significant potential for advancement lies within novel user signals and their ability to represent the "true" underlying user preference.
Previous work has exploited a variety of explicit and implicit user signals to model the users, for example by using reviews and ratings [38], click behavior [39], time spent attending to certain content [70], content saving or sharing [47], explicit interactions [53, 54], and affective information recorded from the users [2, 5]. However, explicit and implicit signals are just indirect probes of the real, underlying preferences of the users inferred from behavior. Consequently, they are prone to bias and error [1].

Even explicit ratings are not always indicators of direct preference, but may instead reflect polarized opinions of the users - users may be selectively rating items to express support or opposition to various aspects of the rated content. Implicit measures relying on behavioral probes can also be unreliable [27, 44], as users may also click items by mistake or out of curiosity to find out what the actual content is like. Furthermore, users might interact with content they otherwise do not prefer because they find it outrageous or particularly unusual, or simply because they a victim of link baiting - a phenomenon used by content providers to entice visitors.

Here, we propose a novel alternative signal to capture the real preferences of users: direct measurement of the human brain. Such an approach is not dependent on implicit or explicit behavior. Instead, it only requires the user to perceive the content. We reveal neurophysiological markers of graded preference in electroencephalography (EEG) from a realistic preference experiment and use the inferred preferences in a collaborative filtering setting, as illustrated in Figure 1.

In detail, we ask the following research questions:

**RQ1:** Can brain responses be used to predict user preferences?

**RQ2:** Can preferences inferred from the brain be used for collaborative filtering?

Our results demonstrate, for the first time, the decoding and predicting of preferences directly from data collected via EEG. We then use the inferred preferences in a collaborative filtering setting, as illustrated in Figure 1.

In detail, we ask the following research questions:

**RQ1:** Can brain responses be used to predict user preferences?

**RQ2:** Can preferences inferred from the brain be used for collaborative filtering?

Our results demonstrate, for the first time, the decoding and predicting of preferences directly from data collected via EEG. We then use the inferred preferences in a collaborative filtering setting, as illustrated in Figure 1.

2 BACKGROUND

2.1 Collaborative Filtering

Collaborative filtering is a technique in which data from many users are used to inform personalization systems and tailor content recommendation to better match an individual’s needs and interests [24, 56]. Since its early applications in news and email filtering, as described by [24], collaborative filtering has become a widely researched topic in academia [59] and technique used across a variety of industries [6, 14, 37]. The cornerstone of collaborative filtering is the availability of data that correlates with the underlying user preferences. Research has mainly relied on two types of data: explicit ratings available from the users and implicit behavioral signals, such as clicks or dwell time [40].

These data are exploited by a wide variety of collaborative filtering approaches, from classic matrix factorization [26, 34] and k-nearest neighbor [67] approaches to more specialized models. Many neural architectures have been proposed, and an extensive survey of these approaches is provided in [71]. These vary from recent neural matrix factorization and graph-based collaborative filtering [25, 68].

Recently, many of the novel algorithmic approaches have been called into question. In some instances, new approaches to collaborative filtering are just different architectures that do not necessarily show improved performance apart from specific datasets or selected baselines [13]. As it is unclear whether or not the newest methods are genuinely better than well-established baselines, a more promising approach to improving the performance of collaborative filtering approaches is to obtain more information from users.

In addition to collecting implicit interaction data from users to further enhance information retrieval and personalization systems, physiological information and affective features related to an individual user have also been used. Early work in this area includes the use of affective features in a small collaborative filtering scenario [43], as well as successful attempts in using facial expressions to enhance search results [3]. Affective metadata has also been used to retrieve and label image content [62, 63], while emotional responses inferred from a user’s physiology have been used successfully to improve music recommendations [4]. In this work, we utilize data beyond explicit ratings, implicit behavioral measures, and peripheral physiological signals, and derive users’ real preferences by directly measuring brain responses to content.

2.2 Brain Imaging for Information Retrieval

Brain imaging and brain-computer interfacing refers to techniques and approaches to measuring and utilizing brain signals for purposes of understanding and interacting with digital systems. For example, [46] utilized brain imaging methods to reveal how information needs arise, and how they can be predicted from fMRI data. Functional near-infrared spectroscopy (fNIRS) relies on the same signal captured by fMRI but presents a more affordable, wearable alternative that shows also potential for information filtering in a recommendation context [49]. Magnetoencephalography (MEG), which measures the magnetic field produced by synchronously firing neurons, has also been used, such as in [32], to infer the relevance of images. While MEG’s popularity as an imaging method for brain-computer interfaces (BCIs) is currently inhibited by its cumbersome user experience, lack of portability, and considerable cost, steps towards developing more user-friendly wearable MEG are being undertaken [8].

A long history of research and relative affordability has seen electroencephalography (EEG) as the most widely applied neuroimaging tool used in information retrieval and human-computer interaction. Synchronized firing of areas of similarly oriented neurons produce changes in electrical potential that can be measured by electrodes on the scalp. By classifying temporal changes in the potential across the different electrodes, EEG-based BCIs detect associated mental activities like imagining hand movements and use this classification to control an interface [36].

Another type of EEG-based BCIs use psychophysiological knowledge of EEG activity synchronized towards known events, commonly referred to as the event-related potential (ERP), to make inferences on underlying mental events. Early research showed that ERPs respond to the degree that a stimulus reduces ambiguity,
or in other words, how much information the stimulus delivers [61]. Later work showed that uncommon, relevant, attended stimuli reliably amplify a late, parietal part of the ERP [51], while the latency of this component responds to the degree the stimulus is processed [18], or needs processing [65]. Given its close relationship with information needs and cognitive processing, this P3 potential is clearly of particular importance with regards to detecting relevance.

The use of ERPs for inferring informational preference may have two distinct advantages over classic indicators. First, since ERPs inform both on explicit and implicit forms of cognition, they provide more comprehensive measurement for gauging preferences [33]. Classic ERP-based BCIs are known to improve their reliability by requiring users to mentally count relevant stimuli, thus amplifying P3s by increasing the reliance on explicit cognition [23]. EEG has been shown to be sensitive to implicit memory recall, showing activity related to forgotten memories [66]. Therefore, EEG measurements may provide more information than what is given by a user’s physical interaction with a computing system.

Secondly, EEG systems provide more sensitive measurements for inferring preferences as they have been shown to predict graded relevance of stimuli as opposed to mere binary relevance. For example, while early research used simple term detection [21], later studies found ERPs can likewise indicate multiple relevance levels [50] and a deeper sense of topical relevance [28, 29]. Such information can also be used beyond simple tagging of relevant material or annotation towards recommendation systems, such as material matching or high variation within the stimuli. Segments from films, musical pieces, or images of products may contain a high degree of internal relevance. For example, viewing the face of a person one recognizes can produce a measurable brain response or having jewelry for eyes). The human assessor did not screen the generated images, a human assessor manually screened each stimulus for potential artifacts (such as faces being unnaturally distorted or having jewelry for eyes). The human assessor did not screen the generated images for any other physical attributes. These images were then sorted into male- and female-appearing groups, and the first 120 images of each group were selected, resulting in a total of 240 unique images. These images were then resized to a resolution of 512 x 512 pixels, and an elliptic grey frame was applied to mask the background and non-facial features.

3 NEUROPHYSIOLOGICAL EXPERIMENT

In this section, we report a neurophysiological experiment where images of artificially generated faces were presented to participants, their evoked brain responses were obtained via EEG, and the collected EEG data were associated with personal preference ratings provided by each participant. These data were used to train classifiers for each participant. The predicted outputs from these classifiers were then used as inputs for various collaborative filtering models.

3.1 Participants

Thirty-one participants were recruited from the University of Helsinki. All participants were fully informed of the nature of the study and signed a statement of informed consent to acknowledge understanding of their rights as participants in accordance with the Declaration of Helsinki, including their right to withdraw from the experiment at any time and for any reason. Complete data was obtained for 31 participants, 13 of which self-reported as female and 18 as male. The mean reported age was 28 years (SD = 7.14, range 18-45). All participants received compensation for their participation in the form of two vouchers to the local cinema.

3.2 Stimuli

A primary challenge in designing a subjective preference experiment was selecting stimuli that adequately reflect a real-world application and where preference assessments can be made by users in a reasonable amount of time. In other words, we needed to select stimuli such that many preference assessments could be made within the time frame of a typical EEG experiment (30 to 90 minutes, including setup time). Since humans have a natural and rapid preference reaction in response to seeing a face [42], and this reaction may naturally vary between high preference and low preference [48], we designed our experiment as a human facial attractiveness experiment, intended to reflect the visual assessments users commonly make on internet dating platforms.

In selecting facial stimuli, it was also important that participants did not recognize any of the stimuli, so that their personal assessment of each stimulus would be based on perceived preferences rather than a participant’s confounding knowledge of the content appearing in the image. Using images of celebrities or other publicly-available images could introduce additional confounding factors that are difficult to account for. For example, viewing the face of a person one recognizes can produce a measurable brain response whether or not one finds the face personally attractive. Additionally, using relatively homogeneous stimuli (oval cutouts of faces placed on a grey background) reduces the likelihood of confounds related to high variation within the stimuli. Segments from films, musical pieces, or images of products may contain a high degree of internal variation which may produce neurophysiological effects unrelated to preference assessment (such as bright colors or distinct patterns). To avoid this, we used artificially created images of faces as stimuli. This allowed us to keep the stimuli relatively homogeneous and ensure that they did not depict any known individual.

Stimuli were generated using a GAN architecture trained from 30,000 images of celebrity faces¹, using a random process by sampling from 70,000 latent vectors from a 512-dimensional multivariate normal distribution [31]. To ensure there were no errors in the generated images, a human assessor manually screened each stimulus for potential artifacts (such as faces being unnaturally distorted or having jewelry for eyes). The human assessor did not screen the generated images for any other physical attributes. These images were then sorted into male- and female-appearing groups, and the first 120 images of each group were selected, resulting in a total of 240 unique images. These images were then resized to a resolution of 512 x 512 pixels, and an elliptic grey frame was applied to mask the background and non-facial features.

3.3 Apparatus

Stimuli were presented using an LCD display positioned approximately 60 cm from the participant, running at 60 Hz and with a resolution of 1680 x 1050 pixels. Psychology Software Tools E-Prime 3.0.3.60 stimulus presentation software was used to optimize the timing of the display and the EEG amplifier trigger control.

¹https://github.com/tkarras/progressive_growing_of_gans
3.4 Task

Participants were asked to view faces presented to them on a screen and visually assess each face for personally attractiveness. The experiment was divided into 3 blocks, with 8 rapid serial visual presentation (RSVP) trials per block. Each RSVP trial consisted of 60 images, for a total of 480 stimulus presentations per block. Prior to each RSVP trial, participants were instructed to observe the presented faces and make a mental note whenever they saw a face they found personally attractive. The RSVP then started, with 60 images presented at 2 Hz (500 ms stimulus onset asynchrony) against a grey background. After viewing the last stimulus, participants were asked by the software to give an estimation of how many times they had made a mental note. This number was then used in the confirmation task at the end of the block. During the confirmation task, participants were presented with smaller versions of all images presented during the RSVP trials in groups of 60; the participants were requested to click on the images which they had found attractive. The experiment took approximately 25 minutes, not including two self-timed breaks placed between the three blocks.

3.5 Data Cleaning and Labeling

To improve the signal-to-noise ratio while maintaining the paradigm of a real-world BCI application, EEG data were preprocessed using simple heuristics that can be applied in real-time and without human input [41]. First, the EEG data were digitized and referenced to the common average. Next, a band-pass filter was applied between 0.2 Hz and 35 Hz to remove line noise and slow fluctuations in the signal. Then, the data were time-locked to stimulus-onset and split into 1100 ms long segments (commonly referred to as “epochs”) including 200 ms of baseline electrical activity. The average of this baseline activity was subtracted from the rest of the epoch. Finally, epochs containing artifacts (e.g. eye blinks) were excluded from the data set by applying individually tailored thresholds to the absolute maximum voltage. After preprocessing, approximately 12 percent of all epochs were removed. The final dataset consisted of 1265 epochs per participant (SD = 109), out of a maximum possible 1440.

In order to assign ground truth labels of attractiveness for the stimuli images, we used the answers provided by participants during the confirmation task. Thus, for each participant, epochs and their associated stimuli were assigned an integer rating from 0 to 3, based on the number of times that particular participant had reported the image as personally attractive during the confirmation tasks.

3.6 Neurophysiological Results

ERP plots were produced by averaging the voltages for epoched data across participants, grouped by individual ratings. A clear graded response was found prominently at the Fz and Pz electrodes (See Figure 3).

Averaged ERPs evoked by images were analyzed to estimate the effect of attractiveness. Visual inspection of the effect of attractiveness across the scalp suggested two main components. A somewhat earlier, more frontal component was found in particular over the Fz, while a later, more parietal component peaked over Pz. Two separate repeated measures ANOVAs were conducted to determine whether attractiveness had dissociable effects across these two sites. A first repeated measures ANOVA used the average amplitude between 250-350 as measure and attractiveness (0 vs 1 vs 2 vs 3) as factor. A significant effect of attractiveness was observed, \( F(3, 90) = 15.13, p < 0.0001, \eta^2 = 0.34 \). Attractiveness had a near linear effect within the time window of 250-350 ms, with attractiveness 1 and 2 in between (0.80 and 1.11 \( \mu V \)). Bonferroni corrected post-comparisons suggested almost all comparisons showed significant differences, \( p < 0.005 \), apart from 0 vs 1, 0 vs 2, and 2 vs 3. A second repeated measures ANOVA used the average amplitude between 350-500 as measure and attractiveness (0 vs 1 vs 2 vs 3) as factor to test the later, parietal effect. Here, attractiveness also had a significant effect, \( F(3, 90) = 34.93, p < 0.0001, \eta^2 = 0.54 \), characterized by a monotonically increasing amplitude evoked the higher an image’s rating. Post-hoc comparisons showed significant effects \( (p < 0.01) \) between all attractiveness rating combinations except for 1 vs 2.
Figure 3: ERP plots for the Fz (left) and Pz (right) channels, grouped by class label and averaged across all participants. Stimuli onset are indicated with the dashed vertical line at 0ms and 500ms. Visual inspection of the ERPs indicates a strong late positivity correlated with preference. This effect is particularly noticeable at the Pz channel.

4 INFERRING PREFERENCES FROM BRAIN SIGNALS

4.1 Problem Formulation

Here we formalize the problem outlined in the preceding section as an information retrieval task. Given a set of brain signals from multiple users and known preference interactions, we learn a mapping $G : B, U \rightarrow Y$ to estimate the preferences of a given user $P$ for unseen items $X$. This formulation can be broken down into two sub-problems, formalized in detail below.

4.1.1 Preference Estimation. First, we learn the associations between an individual user’s brain signals and their expressed preferences for particular items. Given an individual user’s brain responses and self-reported preferences, we learn a mapping between users’ brain signals and their preferences in order to predict new preferences for content they have seen but for which preference information is not available.

Given a recorded brain signal $B_i$ consisting of 32 channels of time series voltage data and an associated preference rating $y_i$ for an item $x_i$, we learn a mapping $G : B \rightarrow Y$ such that for a new brain signal $B_x$, we can approximate a preference rating $\hat{y}_x$. Intuitively, this problem presents itself as a supervised classification task.

4.1.2 User-Item Interaction. Next, we learn the relationships between users and items such that, given an item for which there are not any recorded brain signals for a particular user, we may still infer their preference responses using the available preferences inferred from other users.

Given predicted preferences $\hat{Y}$ of users $U$ for items $I$, we learn a mapping $G : U, I \rightarrow \hat{Y}$ such that given an item $i$ unseen by user $u$, we can estimate their preference response $\hat{y}_{ui}$. This problem can be generalized as a matrix factorization task, where we seek to learn interactions between users and items by estimating their latent representations.

4.2 Machine Learning Experiments

We model the brain signals with a neural architecture representing a combination of a neural EEG classifier [11] and neural collaborative filtering approach [25]. The architecture is depicted graphically in Figure 4.

To decode individual preferences using a neural architecture, we designed a multi-layer perceptron (MLP) that takes as inputs vectorized epochs and labeling information, and produces estimations of class probabilities as outputs. The MLP architecture consists of 3 densely connected layers of 256, 128, and 64 neurons respectively, using ReLU activations. Batch normalization and 25% dropout is applied between each layer. The final layer consists of four neurons corresponding to different preferences levels and a softmax activation. The MLP model was trained for 10 epochs using leave-one-out cross-validation for each participant, Adam optimization, and sparse categorical crossentropy as the loss function.

For the neural collaborative filtering step (NCF), we replicate the architecture presented in [25]. The NCF model was trained for 10 epochs using leave-one-out cross-validation for each participant, Adam optimization, and root mean squared error (RMSE) as the loss function.

4.3 Data Featurization

Recall that our epoch dataset contains time series data 1100ms in length, across 32 channels, and with integer labels from 0 to 3 for each epoch indicating how much a participant preferred its associated stimulus image. These epochs were shortened from 1100 millisecond (ms) long segments to omit the 200ms of pre-stimulus baseline activity, leaving epochs 900ms in length. From these, we resampled using a sliding window of 750ms in length, with a starting position of 0 ms to a maximum of 150ms in increments of 2ms, for a total of 75 resampled epochs produced from each original epoch.
Figure 4: A diagram of the neural architecture. For all architectures, the machine learning and collaborative filtering are conducted in two phases. In the first phase, an individual classifier model associating a brain response $B_x$ with an explicit preference rating $y_B$, is trained for participant $u$. Then, given a new stimulus $x_i$ and brain response $B_{x_i}$, the classifier estimates a preference rating $\hat{y}_B$. This process is repeated for all participants to predict preferences for many stimuli for which explicit ratings are not available. In the second phase, a collaborative filtering approach (in this example, neural collaborative filtering) is used to estimate preferences for missing user-item interactions.

For each individual participant, class imbalances were corrected using downsampling.

A vectorized representation of the EEG data was then constructed by splitting each epoch into 25 equidistant time windows and averaging the measured voltages for each time window and for each channel. This resulted in a data matrix $X^m \times t'$, where $m = 32$ channels and $t' = 25$ time windows, for a total of 800 data points for each response $n$.

4.4 Prediction Setup and Control Conditions

In order to reveal the effect of brain input for collaborative filtering, we designed an experiment with controls for classification and collaborative filtering, rating data distributions, and explicit upper bound performance. It is noteworthy that the purpose of the experiment was not to conduct a conventional computational method comparison, but rather to study whether the brain input can be a reliable alternative to explicit feedback and exclude the possibility that the effect would be due to a specific choice of a computational architecture.

Control methods: We compared the neural architecture with two well-established approaches: A linear discriminant analysis (LDA) classifier step and singular value decomposition (SVD) collaborative filtering step, and LDA with k-nearest neighbors (kNN). LDA with shrinkage, which was selected automatically using the Ledoit-Wolf Lemma [35], is found to be robust for single-trial EEG/ERP classification [7]. In this experiment, the LDA output is a probability estimate for each of the four possible classes. Results from the LDA classifiers were then converted to float values from 0 to 1 using a weighted arithmetic mean of the estimated probabilities and then aggregated across participants to create a user-item rating matrix.

With these data representations as inputs, personalized classifiers were trained separately for each participant using a leave-one-out strategy. These results were then combined to produce a single user-item rating matrix. Using this matrix, we run SVD and kNN, which represent well-known matrix factorization and nearest neighbor approaches of collaborative filtering [60]. We refer to these methods as LDA+SVD and LDA+kNN respectively.

In the experiments, kNN was run with max $k=40$ and min $k=1$, and SVD with 10 factors (we did not find that changing these parameters had any significant affect on performance). Matrix factorization using SVD was achieved by following the approaches outlined in [34] and [52]. Both kNN and SVD were achieved using implementations from the Surprise library.

For all methods, test and control, the collaborative filtering step was conducted via a standard procedure where random entries of the user-item rating matrix were removed in various proportions to simulate different sparsity levels (25%, 50% and 75%), in addition to the dataset’s natural sparsity of 10% from pre-processing and artifact removal. The ground-truth explicit ratings of removed entries were then predicted for using collaborative filtering.

Random performance control: As the data was obtained in a neurophysiological experiment specifically for the present study, we also wanted to control for potential bias in the data and included a random baseline in which a random rating is predicted based on the distribution of the training set using Maximum Likelihood Estimation – with the assumption that the training data is normally distributed. We also used label permutation of classifier outputs as a random baseline, and found it achieved similar results.

Upper-bound performance control: In addition, we computed an upper bound for all models by using explicit ratings, rather than ratings inferred from EEG data, as the collaborative filter input. This approach reveals the ideal upper-bound performance of the models for this dataset and allows for a better comparison of the performance of the EEG-derived preferences to the performance of explicitly reported ratings.

5 RESULTS

5.1 Classifier Models

For inferring preferences from brain signals, the MLP classifier achieved a mean RMSE of 0.41 (SD=0.05) across participants. The LDA classifier performed significantly better than the MLP classifier ($p<0.01$), with a mean RMSE of 0.35 (SD=0.06) across participants.

https://github.com/NicolasHug/Surprise
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Figure 5: Comparison of RMSE values (lower is better) for various collaborative filtering methods, averaged across participants. The performance of random baselines for the various methods, which did not vary significantly, has been averaged into a single random baseline to keep the plots readable.

The range in RMSE across participants was similar for both methods, with the LDA classifier ranging from a minimum of 0.24 to a maximum of 0.50, and the MLP ranging from a minimum of 0.31 to a maximum of 0.52. Both methods performed significantly better ($p < 0.001$) than random baselines (RMSE of 0.53, SD=0.06). Investigating per-participant performance, the LDA classifier was better than random for 28 out of 31 participants, while the MLP classifier was better than random for 27 out of 31 participants. Per-participant performance for the MLP classifier is shown in the top of Figure 6.

5.2 Collaborative Filtering Models

For all sparsity levels and input types (EEG classifier and ground truth labels), all three methods performed significantly better than random ($p < 0.001$). Testing our collaborative filtering methods with leave-one-out cross validation at 10% sparsity, the MLP+NCF approach achieved a mean RMSE of 0.29 (SD=0.05), compared to 0.34 (SD=0.02) for LDA+SVD and 0.35 (SD=0.02) for LDA+KNN. The performance of all models was negatively correlated with sparsity. When comparing collaborative filtering methods across sparsity levels using the classifier outputs (see Figure 5), there were no statistically significant differences in mean performance. Statistically significant differences ($p < 0.05$) were found when comparing performance between 10% and 75% sparsity ($p < 0.05$) using ground-truth labels as collaborative filtering inputs.

Collaborative filtering results across participants, shown at the bottom of Figure 6, suggest that meaningful information is recovered. Not only does the predictive performance improve for most participants (29 out of 31, $p < 0.01$) when compared to the MLP classifier, but for the 4 subjects where the MLP classifier could not produce statistically significant results better than random, collaborative filtering does successfully predict their responses better than the random baselines.

It is worth noting that the differences in performance related to sparsity may also be due to the relatively small number training examples available (240 items * 31 users = 7440 total data points at 0% sparsity). Thus, it cannot be ruled out that the varying results for the neural MLP+NCF approach are largely influenced by the number of training examples used.

6 DISCUSSION AND CONCLUSIONS

6.1 Summary of Contributions

In this work, we explored preferences inferred from human brain signals using collaborative filtering. We devised an approach for capturing preferences via EEG and evaluated the approach using...
two modeling instantiations—a neural architecture and a conventional combination of classification and matrix factorization. To this end, we set out to study two research questions that we answer below.

**RQ1: Can brain responses be used to predict user preferences?** Our results show that brain responses can be reliably associated with self-reported preferences and that preferences can be predicted from EEG/ERP responses in a single-trial setting. Our results are also in line with previous findings that the evoked ERPs follow a pattern according to the graded level of the self-reported preferences [50].

**RQ2: Can preferences inferred from the brain be used for collaborative filtering?** Our results show the feasibility of brain input as an information source for collaborative filtering—thus demonstrating collaborative filtering where preferences are obtained directly from human brain responses evoked by digital content. While the neural architecture yielded the highest performance, all collaborative filtering architectures produced results close to the performance achieved by using the explicit ratings. Furthermore, all architectures for brain-based collaborative filtering achieved results significantly better than random baselines with large effect sizes.

### 6.2 Limitations

We evaluated the approach in a task of visual preferences toward human faces and demonstrated—for the first time—the feasibility of using brain signals for collaborative filtering. The models and experiments presented here demonstrate that brain signals are feasible sources of preference information, and can be used to complement or replace the conventional behavioral signals that are widely exploited by recommender systems. Nonetheless, it is not without its limitations.

Our approach is based on capturing event-related potentials via EEG evoked in response to perception of content. This limits the approach to information that can be matched with perception. However, the same limitation applies to any behavioral signal that is used as implicit feedback, as implicit signals also require pairing with the content.

While our approach theoretically relies upon user perception and brain responses alone, we nonetheless required the user to still provide some explicit ratings in order to properly train the EEG classification models and establish an upper bound for the performance. Ideally, explicit ratings could be omitted entirely and a completely unsupervised approach be used instead, however such an approach would still require some ground-truth labels in order to quantitatively assess performance.

We limited our dataset to faces and presented several machine learning architectures to infer and predict preferences from brain signals, however our approach is not restricted to the particular type of stimuli or computational method used in the present experiment. Rather, it is meant to serve as a general guideline for developing physiological and brain-computer interfacing to capture user preferences for recommendation. As the methodology relies on ERPs, in principle it allows to operate on any perception, whether it is visual, auditory, somatosensory, or even olfactory or gustatory. This opens new avenues for capturing user preferences and interests in real-time as users experience the physical and digital world around them.

### 6.3 Future Work

While our models show high performance on both preference estimation and collaborative filtering, we foresee some straightforward approaches to improve the model architectures. First, the time series nature and the known component structure of EEG/ERP data could be exploited by recurrent and attention-based neural architectures [64]. Moreover, rather than using outputs from a classifier model as the primary feature for the collaborative filtering step, a more exciting, albeit challenging approach would be to use the brain signals as input features without any supervision signal, and to instead recommend content based on similar cognitive profiles.

### 6.4 Ethical considerations

The opportunities of utilizing brain responses for recommender systems come with great risks for privacy and present unique ethical challenges, especially with regard to how data collected from BCIs may be used and abused. Brain-computer interfacing with online services may be particularly vulnerable to malicious third-parties and misuse or mishandling of sensitive information. For all intents and purposes, raw data collected via EEG should be treated as private information, as such data can potentially be used to identify certain physiological disorders and cognitive mental states [9, 19, 58]. EEG can also be used to identify an individual [16, 45], so measures must be taken to ensure the data is properly anonymized. Future neuroimaging techniques may provide less noisy and higher resolution data from which greater amounts of information could be obtained.

The misuse of such data presents a highly disturbing vision of the future. From monitoring citizens and subliminally probing them for private information, influencing their political opinions via partisan selective exposure, to explicitly targeting users with neural profiles that suggest susceptibility to addiction and binge behavior, our community at large must carefully consider data privacy, ownership, and ethically sustainable utilization of these novel user signals.
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