Interpretable autoencoders trained on single cell sequencing data can transfer directly to data from unseen tissues
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Abstract: Autoencoders have been used to model single-cell mRNA-sequencing data with the purpose of denoising, visualization, data simulation, and dimensionality reduction. We, and others, have shown that autoencoders can be explainable models and interpreted in terms of biology. Here, we show that such autoencoders can generalize to the extent that they can transfer directly without additional training. In practice, we can extract biological modules, denoise, and classify data correctly from an autoencoder that was trained on a different dataset and with different cells (a foreign model). We deconvoluted the biological signal encoded in the bottleneck layer of scRNA-models using saliency maps and mapped salient features to biological pathways. Biological concepts could be associated with specific nodes and interpreted in relation to biological pathways. Even in this unsupervised framework, with no prior information about cell types or labels, the specific biological pathways deduced from the model were in line with findings in previous research. It was hypothesized that autoencoders could learn and represent meaningful biology; here, we show with a systematic experiment that this is true and even transcends the training data. This means that carefully trained autoencoders can be used to assist the interpretation of new unseen data.
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1. Introduction

Deep learning models have been described as the Swiss Army knife of single-cell mRNA analysis [1] and used for denoising [2,3], data simulation [4], imputation of missing values [5–7], visualization [8–11], and decomposition [12,13]. All these applications have proven that this class of models correctly encapsulates the relevant information in a dataset, even from the sparse and often heterogeneous single-cell data. We showed that with specialized training, it is possible to make such models interpretable [14], and more recently, studies from several other groups have been aiming at the interpretation of autoencoder models trained on single-cell data [15–19].

In our implementation [14], we aimed specifically to increase the autoencoders ability to capture interpretable biological features in the bottleneck layer by enforcing a soft orthogonality constraint to prevent entanglement and task-sharing between units [20,21], using the following constraint on the loss:

\[
\text{Loss} = \text{mean}(x - y \ast \log(x + \epsilon)) + \lambda \ast \text{L2\_norm}(I - WW^T)
\]

where \(x\) is the input, \(y\) is the reconstructed input; \(y = \text{decode}(\text{encode}(x))\), \(\epsilon = 1 \times 10^{-8}\) constant, \(\lambda\) is a hyperparameter that determines the impact of the soft orthogonality constraint, \(W\) is the weight matrix of the final encoding layer, \(W^T\) (the transpose matrix) of \(W\), and
I-WWT is the orthogonality constraint. This, in essence, penalizes the sharing of tasks over units in the hidden layer during the training process.

Each unit in the bottleneck layer was subsequently interrogated using saliency maps [22,23]. This made it possible to directly map the relationships between input and output of a neural network model and thereby deconvolute the model to highlight salient features (genes) that are activated for a given cell.

Here we investigate the transferability of the model, which is still an open question for further implementation of this type of model and a prerequisite for transfer learning between datasets. We further use an automated hyperparameter optimization step to pursue a more holistic model and to evaluate the use of additional regularization. We found that adding complexity to the model did not improve the performance. We also found the structure of the data in the latent space to match the structure in the input space, even when the model was trained on data from another tissue. This suggests that our model system was able to generalize and capture fundamental biological processes and that this encoding was transferable across distant tissue types such as muscle and mammary gland tissues. By applying saliency maps, we interpreted the salient features in a systematic manner using gene set enrichment analysis (GSEA) [24]. With batch correction techniques, we could further extend generalization across 10x genomics and SMART-seq2 sequencing platforms.

2. Materials and Methods

In this study, we used data from Tabular Muris Compendium [25], where data from 12 organs and tissues were included comprising data generated using both 10x genomics and SMART-seq2 (see Table 1 and Supplementary File S1: Section A) for data counts.

Table 1. Datasets from Tabular Muris included in the study and the number of genes in each dataset used for training (after extracting the Hallmark genes and filtering or batch correction).

<table>
<thead>
<tr>
<th>Smart-seq2</th>
<th>Amount of Genes</th>
<th>10x Genomics</th>
<th>Amount of Genes</th>
<th>Combined Dataset</th>
<th>Amount of Genes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tongue</td>
<td>3904</td>
<td>Tongue</td>
<td>10,757</td>
<td>Tongue</td>
<td>498</td>
</tr>
<tr>
<td>Thymus</td>
<td>3772</td>
<td>Thymus</td>
<td>7808</td>
<td>Thymus</td>
<td>726</td>
</tr>
<tr>
<td>Spleen</td>
<td>3708</td>
<td>Spleen</td>
<td>8798</td>
<td>Spleen</td>
<td>848</td>
</tr>
<tr>
<td>Marrow</td>
<td>3992</td>
<td>Marrow</td>
<td>10,445</td>
<td>Marrow</td>
<td>771</td>
</tr>
<tr>
<td>Liver</td>
<td>3779</td>
<td>Liver</td>
<td>6950</td>
<td>Liver</td>
<td>653</td>
</tr>
<tr>
<td>Kidney</td>
<td>3762</td>
<td>Kidney</td>
<td>11,645</td>
<td>Kidney</td>
<td>774</td>
</tr>
<tr>
<td>Heart</td>
<td>4130</td>
<td>Heart_and_Aorta</td>
<td>8081</td>
<td>Heart</td>
<td>745</td>
</tr>
<tr>
<td>Bladder</td>
<td>3900</td>
<td>Bladder</td>
<td>10,926</td>
<td>Bladder</td>
<td>653</td>
</tr>
<tr>
<td>Mammary</td>
<td>3969</td>
<td>Mammary_Gland</td>
<td>11,495</td>
<td>Mammary</td>
<td>829</td>
</tr>
<tr>
<td>Lung</td>
<td>3974</td>
<td>Lung</td>
<td>10,666</td>
<td>Lung</td>
<td>738</td>
</tr>
<tr>
<td>Trachea</td>
<td>4022</td>
<td>Trachea</td>
<td>10,584</td>
<td>Trachea</td>
<td>822</td>
</tr>
<tr>
<td>Muscle</td>
<td>3968</td>
<td>Limb_Muscle</td>
<td>9202</td>
<td>Muscle</td>
<td>834</td>
</tr>
</tbody>
</table>

Single-cell mRNA datasets were standardized to the logarithm of counts per million log(CPM+1). Datasets were used independently or combined with Seurat batch correction [26]. The combined dataset takes a name from the Smart-seq2 tissue component (Table 1). The autoencoder was implemented in Python v.3.6.8 (https://www.python.org/, accessed on 9 June 2020) using the PyTorch v.1.3.0 deep learning framework (https://pytorch.org/, accessed on 9 June 2020). The neural network was fully connected with 2 layers for the encoding and 2 layers for the decoding process, with a width defined by the number of genes of the dataset (Table 1). Weights were initialized using the Xavier
normal distributed initialization [27], and the autoencoder was trained unsupervised with Stochastic gradient descent (SGD) with a fixed Nesterov momentum of 0.9 using a negative log-likelihood (NLL) Poisson loss function and a soft plus the activation function. The soft orthogonality constraint was applied to the bottleneck layer, as described in the introduction, and the autoencoder was trained using early stopping with a hyperparameter optimization, based on [28]. In order to reduce training time, only genes present in the 50 Mus Musculus Hallmark pathways from MSigDB [29] were used in the training process. Underlying patterns captured in the autoencoder were interpreted using Guided backpropagation [23], and the bottleneck layer was visualized using saliency maps. See Supplementary Materials and Methods for further details on the model, deconvolution, and interpretation of saliency maps from guided backpropagation.

The explainability of the model was assessed with GSEA on the saliency maps based on the implementation from [30]. The performance of the models was visually assessed with UMAP [31] and quantitatively predicting cell type with kNN [32], with $k = \{5...25\}$. One dataset was used to train the kNN, and multiple datasets were used for testing (see Supplementary S1.5) to quantify the performance using the following measure:

\[
\text{Accuracy} = \frac{\text{number of correct predictions}}{\text{number of correct predictions} + \text{number of false predictions}}
\]

3. Results

The autoencoder (for example, Bladder data from 10x genomics in Figure 1) consists of an input (yellow), output (red), and three hidden layers, the central being the bottleneck layer (green) and thus the lowest dimensionality representation of the data. The input and output dimensions are equal to the number of genes in the dataset that was present in the Mus Musculus Hallmark pathways post-filtering. Initially, the input is encoded into a reduced version in the bottleneck layer and then decoded back to its original dimensionality in the output layer. During the decoding, the autoencoder learns to recreate its original input based on the information retained in the bottleneck layer. The encoding/decoding process is learned during training in a process where weights are fitted based on a Poisson loss function and a soft orthogonality constraint, such that the output values resemble closer the input values, see further specification in Supplementary S1.1).

![Figure 1. Overview of data visualization and autoencoder. UMAP of raw data (left), autoencoder architecture (center), UMAP of encoded data (right). In the autoencoder nodes in the input layer are yellow, the bottleneck layer nodes are green and output layer nodes are red. “…” indicates additional nodes not displayed in the graphics.](image)

In order to optimize the model’s hyperparameter space, Bayesian optimization (BO) was used for each individual Tabula Muris tissue dataset, including Smart-seq2, 10x genomics, and combined (see Table 1) (see Supplementary S1.2). The Bayesian statistical model was created by testing some initial hyperparameter values in the actual model and finding the respective loss. The obtained coordinates then constitute the initial Bayesian...
An experiment was carried out to investigate a simple model versus a model with additional regularization in the form of L1 norm and weight decay. The simple model was optimized for learning rate (lr), orthogonality constraint, size of the bottleneck layer (bottleneck_size), and the size of the neighboring hidden layers (hidden_size) in the following ranges: \(\text{lr} \in [1 \times 10^{-5}, 1 \times 10^{-3}]\), orthogonality \(\in [1 \times 10^{-25}, 1 \times 10^{-5}]\), hidden_size \((50, 140)\) and bottleneck_size \((35, 75)\). The complex model was additionally optimized for L1 norm and weight decay, in ranges: \(\text{L1} \in [1 \times 10^{-25}, 1 \times 10^{-5}]\), weight decay \(\in [1 \times 10^{-25}, 1 \times 10^{-5}]\). The simple and the complex model were optimized over 40 trials, where each trial examined a new set of hyperparameters. Each trial comprised 100 training epochs, where the training dataset constituted 95%. After each trial, a hold-out dataset (5%) evaluated the model’s performance by computing the mean test loss for all cells in the test set. This experiment was performed for Smart-seq2 (Supplementary File S1: Section B) and 10x genomics (Supplementary File S1: Section B), and the combined dataset batch was corrected using Seurat (Table 2; see Supplementary File S1: Section D). Furthermore, we captured the mean loss of unseen datasets evaluated in a model after completed training (see Supplementary File S1: Section E).

Table 2. Model test loss using a combined dataset with a simple and a more complex regularization. Bold indicates best model.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Simple Model Mean Loss</th>
<th>Hidden Layers</th>
<th>Bottleneck Layer</th>
<th>Complex Model Mean Loss</th>
<th>Hidden Layers</th>
<th>Bottleneck Layer</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bladder</td>
<td>0.94610459</td>
<td>77</td>
<td>44</td>
<td>0.94966865</td>
<td>101</td>
<td>65</td>
</tr>
<tr>
<td>Heart</td>
<td>0.95382822</td>
<td>99</td>
<td>57</td>
<td>0.95688325</td>
<td>70</td>
<td>40</td>
</tr>
<tr>
<td>Kidney</td>
<td>0.97204543</td>
<td>118</td>
<td>42</td>
<td>0.97270389</td>
<td>95</td>
<td>65</td>
</tr>
<tr>
<td>Liver</td>
<td>0.95906472</td>
<td>106</td>
<td>35</td>
<td>0.95659369</td>
<td>124</td>
<td>40</td>
</tr>
<tr>
<td>Lung</td>
<td>0.96714902</td>
<td>83</td>
<td>63</td>
<td>0.96536231</td>
<td>119</td>
<td>62</td>
</tr>
<tr>
<td>Mammary</td>
<td>0.97676671</td>
<td>65</td>
<td>42</td>
<td>0.97654885</td>
<td>91</td>
<td>62</td>
</tr>
<tr>
<td>Marrow</td>
<td>0.98160857</td>
<td>110</td>
<td>53</td>
<td>0.98427087</td>
<td>67</td>
<td>60</td>
</tr>
<tr>
<td>Muscle</td>
<td>0.95753598</td>
<td>92</td>
<td>72</td>
<td>0.95977772</td>
<td>89</td>
<td>62</td>
</tr>
<tr>
<td>Spleen</td>
<td>0.97818142</td>
<td>98</td>
<td>68</td>
<td>0.97743446</td>
<td>67</td>
<td>58</td>
</tr>
<tr>
<td>Thymus</td>
<td>0.98370707</td>
<td>73</td>
<td>63</td>
<td>0.98711485</td>
<td>88</td>
<td>57</td>
</tr>
<tr>
<td>Tongue</td>
<td>0.93583191</td>
<td>90</td>
<td>51</td>
<td>0.93667495</td>
<td>74</td>
<td>70</td>
</tr>
<tr>
<td>Trachea</td>
<td>0.97082079</td>
<td>100</td>
<td>49</td>
<td>0.96826011</td>
<td>116</td>
<td>55</td>
</tr>
</tbody>
</table>

Bold indicates best model—it is standard in machine learning community in performance tables.

We found no clear signs of improvement or deterioration of performance by adding more complexity or when assessing similar experiments for 10x Genomics and SMART-seq2 datasets independently (data not shown). No overall trends point to one model being superior to the other; therefore, further analysis was performed based on the simple model since there is no justification in adding additional complexity, considering the number of extra calculations and computational power needed.

The orthogonality constraint varied markedly between different datasets in 10x genomics, Smart-seq, and Seurat, where optimal values were found in the full range from \([1 \times 10^{-25}, 1 \times 10^{-5}]\). BO always led to a bottleneck layer smaller than the neighboring hidden layers for all datasets and platforms, although the ranges include overlapping values of the hidden_size and the bottleneck_size \((50, 140)\) and \((35, 75)\).
The hyperparameter optimization was able to find minimums in the hyperparameter space to reduce the model’s test loss and thereby enhance the bottleneck layer’s ability to capture essential features in the noisy scRNA-seq dataset. The resulting optimal model and its associated hyperparameters were then trained for additional 400 epochs to constitute the final model.

In order to obtain a better understanding of the underlying space that an autoencoder captures, an autoencoder trained on one dataset was exposed to a new unseen dataset to examine if the model could generalize over datasets. This was performed by feeding a new dataset through an already trained model and examining how the model projects new datasets. For this experiment, we trained the autoencoder with the combined Marrow dataset (Smart-seq2 and 10x genomics) and investigated how well it could project the other combined datasets, see Figure 2. Additionally, we specifically investigated if a model can generalize across other datasets when there are no overlapping cell types, see Supplementary File S1: Section F.

Furthermore, an experiment was conducted assessing one dataset’s ability to predict cell type labels in another dataset. This was performed using the SMART-seq2 Marrow dataset and the combined (Smart-seq2 and 10x genomics) Lung dataset because these represent both integrated and single technology and have an overlap with cells in other tissue datasets. See Table 3 for overlapping cell types with Marrow and Table 4 for overlap with Lung. Cell type distributions for the Smart-seq2 and the combined dataset are seen in Supplementary File S1: Sections C.1 and C.2.

Table 3. Cell types from SMART-seq2 bone marrow samples, also present in other SMART-seq2 datasets.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Cell Types Overlapping with Marrow</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lung</td>
<td>T-cell, B-cell, Natural killer cell, Monocyte</td>
</tr>
<tr>
<td>Liver</td>
<td>B-cell, Natural killer cell</td>
</tr>
<tr>
<td>Muscle</td>
<td>T-cell, B-cell</td>
</tr>
<tr>
<td>Thymus</td>
<td>T-cell, B-cell</td>
</tr>
<tr>
<td>Spleen</td>
<td>T-cell, B-cell</td>
</tr>
</tbody>
</table>

Table 4. Cell types from Lung samples integrated from SMART-seq2 and 10x genomics, also present in other combined datasets.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Cell Types Overlapping with Lung</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bladder</td>
<td>Leukocyte, Endothelial cell</td>
</tr>
<tr>
<td>Marrow</td>
<td>Monocyte, Macrophage, Natural killer cell, T-cell, B-cell</td>
</tr>
<tr>
<td>Thymus</td>
<td>T-cell, Leukocyte</td>
</tr>
<tr>
<td>Trachea</td>
<td>Stromal cell, Leukocyte, Epithelial cell, Endothelial cell</td>
</tr>
<tr>
<td>Spleen</td>
<td>B-cell, Myeloid cell, Natural killer cell, T-cell</td>
</tr>
<tr>
<td>Kidney</td>
<td>Leukocyte, Macrophage, Endothelial cell</td>
</tr>
<tr>
<td>Liver</td>
<td>B-cell, Leukocyte, Natural killer cell</td>
</tr>
<tr>
<td>Mammary</td>
<td>Endothelial cell, T-cell, B-cell, Macrophage</td>
</tr>
<tr>
<td>Muscle</td>
<td>Endothelial cell, T-cell, B-cell, Macrophage</td>
</tr>
<tr>
<td>Heart</td>
<td>Endothelial cell, Leukocyte</td>
</tr>
</tbody>
</table>
Figure 2. Left plots are the original UMAP of the Seurat datasets, Bladder, Heart, Mammary, Muscle. The right plots are the same datasets encoded by the model trained on the Seurat Marrow dataset. Each color depicts a different cell type, as labeled in Tabular Muris Compendium [25].
Assessing the kNN predicted cell type, using $k = [2, \ldots, 25]$ (Figure 3) shows that the bottleneck layer in several cases improves the accuracy of the classification, most likely by acting to denoise the input data, even if the autoencoder is trained on the basis of another dataset. Classifying cell types with a naïve kNN on the original full dataset (middle panel) is thus comparable or worse than the same classification based on autoencoder encoded data even when it is trained on foreign data (left panel). This is not the case when the autoencoder is not trained on any data (right panel). This suggests that relevant information, not specific to the dataset, is encoded in the autoencoder and that it can be transferred to unseen data. This ability may even transfer across not too distant species (see a test in Supplementary File S1: Section I, transferring between Mouse and Human).

Figure 3. Example kNN-model predicting accuracy of common cell type labels. The kNN was trained on Marrow dataset from Smart-seq2, on the datasets encoded by a trained autoencoder, full dataset, and a randomly initialized autoencoder. Predicting cell type labels for the other Smart-seq2 datasets. Dashed line indicates performance when taking a majority vote as prediction, which assigns all cells to the most abundant cell type. The left represents the kNN model trained and tested on the encoded datasets, the middle represents the kNN model trained and tested on the full dataset and the right represents the kNN trained and tested on data encoded by a randomly initialized autoencoder.

A few of the datasets benefit from denoising, as also seen in Figure 4, but generally, the increase in accuracy is smaller than with the single-technology transfer in Figure 3. Moreover, the effect of neighborhood size, $k$, for kNN on variance in accuracy appears to be decreased dramatically, most likely by Seurat batch correction. In both cases, the
accuracy of predictions using representations from an autoencoder trained on a foreign
dataset is comparable to the kNN model trained on the full dataset. This indicates that the
autoencoder preserves and encodes essential general biological information in the manifold
dimensionality reduction.

**Figure 4.** kNN was trained on combined Lung dataset from Smart-seq2 and 10x genomics, on data
encoded by the trained autoencoder, full dataset, and dataset encoded by a randomly initialized
autoencoder. Predicting cell type labels for the other combined datasets. Dashed line indicates
performance when taking a majority vote as prediction, which assigns all cells to the most abundant
cell type. The left represents the kNN model trained and tested on the encoded datasets, the middle
represents the kNN model trained and tested on the full dataset, and the right represents the kNN
trained and tested on data encoded by a randomly initialized autoencoder.

There is no assumption that cell types behave identically or are in a similar state when
found residing in different tissues or organs, and we merely highlight this overlap to reason
that the space spanned by the training space will also accommodate the projected data.
When projecting datasets with cell types that the model has not previously been exposed to
(Figure 2), the model trained on the Marrow dataset is able to project highly specific heart
cells (Supplementary File S1: Section C Table S24). The mean F1 scores corresponding to
Figures 3 and 4 can be found in Supplementary File S1: Section G.

We have previously shown that the combination of orthogonality constraint and
saliency maps makes it possible to explain features. In order to investigate if this ability
is intact when using a foreign autoencoder trained on a different dataset and tissue, we
performed GSEA on the input using the gradient of the back-propagated saliencies.
GSEA takes a ranked list of genes as input and investigates the hypothesis that members of a query gene set are randomly distributed throughout the gene set being tested. In this case, the ranking is based on each row in a gene-based saliency map, such that the adapted gradient from the backpropagation pass forms the basis for the ranking.

In order to demonstrate an example of the interpretation of a transferability of the model, it trained on the Muscle dataset from Smart-seq2 that was used to compute the saliency maps for the Mammary dataset (Figure 5). Here the saliency map is computed for each individual cell type in the Mammary dataset and then subtracting the saliency map from the whole dataset. Each individual corrected saliency map was then used as an input to the GSEA analysis to compute the number of times a given pathway was significant.

![Image](image_url)

**Figure 5.** Model trained on Muscle dataset from Smart-seq2 with orthogonality constraint used to compute the saliency maps for each cell type in the Mammary dataset. Heatmap shows frequency that each pathway was significant. The saliency map from each bottleneck layer was thereby used as an input to the GSEA analysis to compute the number of times a given pathway was significant. The x-axis represents the (nth-bottleneck layer), and the color of the heatmap displays how many times the given Hallmark pathway was found significant, considering that the mammary dataset has 4 cell types. Only hidden units with at least one significant pathway are displayed.

From the heatmap Figure 5, we can see that hidden units generally do not appear to share tasks when normalized to the total dataset, suggesting intact explainability of the model, as investigated in a previous study [14]. Most of the hidden units have one or few significant pathways associated with their activity, as calculated by the saliency maps.

For 19 of the hidden units, only one pathway is significant (11 units have two significant pathways, 6 have 3, and 2 have 4 and 5 pathways, respectively). For the pathways, 11 out of 50 are significant in only one hidden unit, and four have more than four. Out of 50 hallmark signatures that become significant when calculating saliencies for all cells in the Mammary dataset, there are 19 of which two (adipogenesis, epithelial-mesenchymal transition) are also the most significantly overlapping ($p < 2.27 \times 10^{-3}$, hypergeometric test) with breast tissue-specific genes from Protein Atlas [36]. Signature Hallmark pathways “Myogenesis” and “UV-response UP” that are significantly overlapping with tissue specifically expressed genes from both skeletal muscle and breast tissue are not found significant. These results suggest that the primary signal when interpreting saliencies from the direct transfer of foreign models provides mainly differences between the dataset used for training and the data subsequently passed. Further studies are needed to explore if this feature can be scaled.
to larger or combined datasets, e.g., to delineate differences in normal cells from cancer cells. In order to further investigate the tendency to share tasks over hidden units, the significant pathways were calculated on a model trained without orthogonality constraint where the remaining parameters are tuned with Bayesian Optimisation (see Supplementary File S1: Section H). Here, only 13 of the hidden are significantly associated with a single pathway (10 units have 2 significant pathways, 6 have 3, and 1 has 5), suggesting that the orthogonality constraint is a contributing factor to ensure interpretability.

4. Discussion

Here we investigated the generalization of autoencoders across datasets and found that specialized training of autoencoders encodes biologically meaningful modules, which can be applied to a new dataset. This ability is intact even if there are no cell types in common between training and prediction data. We assume that the primary source of increase in accuracy when predicting cells on the representation of an autoencoder trained from another dataset is due to a reduced noise in reduction. However, the increase would not be possible if the autoencoder was not able to learn a representation that spans biologically relevant features, important to differentiate even unseen cell types. Our findings suggest that a common transcriptional representation can be found using single-cell sequencing. The current main obstacles are the effect of batch and technologies, which we could only partially address here, using common single-cell batch correction methods.

Supplementary Materials: The following is available online at https://www.mdpi.com/article/10.3390/cells11010085/s1: Supplementary S1: Supplementary methods, Section A: Dataset specifications, Section B: Experiment testing simple and complex model, Section C: Cell type distributions from kNN, Section D: Batch correction, Section E: Loss of model trained on one dataset while initializing an unseen dataset, Section F: Auto encoder modelling data with no overlapping cell types, Section G: F1 scores of kNN cell type prediction, Section H: Gene set enrichment analysis of saliency maps. Section I: Autoencoders ability to project Human data.
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