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WEAK QUASI-FACTORIZATION FOR THE BELAVKIN-STASZEWSKI RELATIVE ENTROPY

ANDREAS BLUHM, ANGELA CAPEL, AND ANTONIO PÉREZ-HERNÁNDEZ

Abstract. Quasi-factorization-type inequalities for the relative entropy have recently proven to be fundamental in modern proofs of modified logarithmic Sobolev inequalities for quantum spin systems. In this paper, we show some results of weak quasi-factorization for the Belavkin-Staszewski relative entropy, i.e. upper bounds for the BS-entropy between two bipartite states in terms of the sum of two conditional BS-entropies, up to some multiplicative and additive factors.

1. Introduction

Given a finite-dimensional bipartite Hilbert space $\mathcal{H}_{AB} = \mathcal{H}_A \otimes \mathcal{H}_B$ and $\rho_{AB}, \sigma_{AB} \in \mathcal{D}(\mathcal{H}_{AB})$ two density matrices on it, their (Umegaki) relative entropy \cite{OP93} is given by

$$D(\rho_{AB} || \sigma_{AB}) := \text{tr}[\rho_{AB}(\log \rho_{AB} - \log \sigma_{AB})],$$

if $\text{supp}(\rho_{AB}) \subset \text{supp}(\sigma_{AB})$, and by $+\infty$ otherwise (let us assume hereafter that $\rho_{AB}, \sigma_{AB}$ are full-rank, i.e. positive definite, states, so that we are always in the first case). It constitutes the most natural extension of the Kullback-Leibler (KL) divergence \cite{KL51} to the quantum setting and provides a measure of the distinguishability between two quantum states.

Due to the non-commuting nature of the quantum setting, the KL-divergence finds another possible quantum extension in terms of the so-called Belavkin-Staszewski relative entropy \cite{BS82} (BS-entropy in short), which is given for two density matrices $\rho_{AB}, \sigma_{AB} \in \mathcal{D}(\mathcal{H}_{AB})$ by

$$\hat{D}(\rho_{AB} || \sigma_{AB}) := \text{tr}\left[\rho_{AB} \log \left(\frac{1}{2} \rho_{AB}^{-1} \sigma_{AB} \frac{1}{2} \rho_{AB}\right)\right].$$

In the past years, we have come to see a recent increase of interest on the BS-entropy, with a thorough study of the most fundamental properties of its generalization to maximal $f$-divergences \cite{Mat18, HM17}, a strengthened data-processing inequality for such divergences \cite{BC20} and the application of a subclass of them to estimate channel capacities \cite{FF19}, among some other works. The BS-entropy is the main object of study in the current paper.

The two forms of relative entropies we discussed do not coincide in general, although the following inequality is always satisfied:

$$D(\rho_{AB} || \sigma_{AB}) \leq \hat{D}(\rho_{AB} || \sigma_{AB}).$$

Moreover, the inequality is strict if, and only if, $[\rho_{AB}, \sigma_{AB}] \neq 0$ (see e.g. \cite[Theorem 4.3]{HM17}). Additionally, the BS-entropy agrees with the relative entropy in some of the basic properties that they satisfy, namely those of unitary invariance, additivity, continuity and the existence of a data-processing inequality, among others.

Coming back to the Umegaki relative entropy, one of its fundamental properties is that of superadditivity, which states that for $\rho_{AB}, \sigma_{AB} \in \mathcal{D}(\mathcal{H}_{AB})$ the following inequality holds:

$$D(\rho_{AB} || \sigma_A \otimes \sigma_B) \geq D(\rho_A || \sigma_A) + D(\rho_B || \sigma_B).$$
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This property was recently extended in [CLPG18b] to a more general setting in which the second input of the relative entropy in the LHS is not necessarily a tensor product, namely
\begin{equation}
(1 + 2\|H(\sigma_{AB})\|_\infty)D(\rho_{AB}\|\sigma_{AB}) \geq D(\rho_A\|\sigma_A) + D(\rho_B\|\sigma_B),
\end{equation}
where
\[ H(\sigma_{AB}) := \left(\sigma_A^{-1/2} \otimes \sigma_B^{-1/2}\right)\sigma_{AB} \left(\sigma_A^{-1/2} \otimes \sigma_B^{-1/2}\right) - \mathbb{1}_{AB} \]
measures how far $\sigma_{AB}$ is from a tensor product. This inequality is an improvement to the one directly obtained from the data-processing inequality whenever $\|H(\sigma_{AB})\|_\infty < 1/2$. In a subsequent paper [CLPG18a], it was shown that Equation (2) is equivalent to a quasi-factorization of the relative entropy, i.e.
\begin{equation}
D(\rho_{AB}\|\sigma_{AB}) \leq \frac{1}{1 - 2\|H(\sigma_{AB})\|_\infty} \left[ D_A(\rho_{AB}\|\sigma_{AB}) + D_B(\rho_{AB}\|\sigma_{AB}) \right],
\end{equation}
where $D_A(\rho_{AB}\|\sigma_{AB})$ (analogously for $B$) is called conditional relative entropy in $A$ and is given by
\[ D_A(\rho_{AB}\|\sigma_{AB}) := D(\rho_{AB}\|\sigma_{AB}) - D(\rho_B\|\sigma_B). \]
Such a result of quasi-factorization was conceived as a quantum extension of the classical results of quasi-factorization for the entropy obtained in [Ces01] and [DPPP02], which play a key role in their proofs of the existence of a positive modified logarithmic Sobolev inequality (MLSI in short) for classical spin systems. Indeed, following this motivation, a version of Equation (3) for a multipartite Hilbert space and $\sigma$ a tensor product was used in [CLPG18a] to obtain a uniform lower bound in the MLSI for the generalized depolarizing semigroup (see also [BDR20]). Later, a more general version of Equation (3) for $\sigma$ a quantum Markov chain was employed in [BCL+19] to obtain conditions for the heat-bath dynamics to have a positive MLSI. In general, a strategy to prove MLSI for quantum spin systems via quasi-factorization of the relative entropy was the main subject of study in [Cap19].

The previous inequality was extended in [BCR20] to the more general context of finite-dimensional von Neumann algebras: Let $\mathcal{M} \subset \mathcal{N}_1, \mathcal{N}_2 \subset \mathcal{N}$ be von Neumann subalgebras of the algebra of linear operators acting on a finite-dimensional Hilbert space $\mathcal{H}$ and let $E^M, E_1, E_2$ be corresponding conditional expectations onto $\mathcal{M}, \mathcal{N}_1, \mathcal{N}_2$, respectively. Then, a weak approximate tensorization for the relative entropy with parameters $c \geq 1, d \geq 0$ is satisfied (and denoted by AT$(c,d)$) if, for any $\rho \in D(\mathcal{H})$, it holds that
\begin{equation}
D(\rho\|E^*_M(\rho)) \leq c(D(\rho\|E_{1*}(\rho)) + D(\rho\|E_{2*}(\rho))) + d,
\end{equation}
where the maps $E^*_M, E_{1*}, E_{2*}$ are the Hilbert-Schmidt duals of $E^M, E_1, E_2$, respectively (see also [Lar19], where a strong version of approximate tensorization, with $d = 0$, is considered). Following the lines presented in the aforementioned papers for classical spin systems, an inequality of the form of Equation (4) was the key tool in the proof of existence of a positive MLSI for commuting classical and nearest-neighbour Schmidt semigroups in [CRSF20], providing the first examples of quantum spin lattice systems satisfying this property independently of the system size.

In the current paper, we focus on the framework provided by the BS-entropy instead of the Umegaki relative entropy. More specifically, we address the problem of proving a form of quasi-factorization for the BS-entropy, namely an analogue of Equation (3) for the BS-entropy. Such a result might find future applications in the fields of quantum information theory and quantum many-body systems (as discussed above with its analogue for the Umegaki relative entropy). However, note that a (strong) quasi-factorization, without an additive term, cannot hold for the BS-entropy, since it would be equivalent to the superadditivity of the BS-entropy, which is known to fail in general. We discuss this in further detail at the end of the paper.

Therefore, following the lines of Equation (4), our main aim is to prove results of the form
\[ \tilde{D}(\rho_{AB}\|\sigma_{AB}) \leq c \left[ \tilde{D}_A(\rho_{AB}\|\sigma_{AB}) + \tilde{D}_B(\rho_{AB}\|\sigma_{AB}) \right] + d, \]
for \( \hat{D}_A(\rho_{AB}||\sigma_{AB}) \) a suitable conditional BS-entropy in \( A \) and \( c > 0, d > 0 \), possibly depending on \( \rho_{AB}, \sigma_{AB} \) and such that they reduce to

\[
\hat{D}(\rho_{AB}||\sigma_{AB}) \leq \hat{D}_A(\rho_{AB}||\sigma_{AB}) + \hat{D}_B(\rho_{AB}||\sigma_{AB}),
\]

whenever the states \( \rho_{AB} \) and \( \sigma_{AB} \) are “nice” enough. The rest of the paper is devoted to the proof of two results of this form, after the introduction of a notion of conditional BS-entropy, and a discussion on the relevance and possible improvement of the result.

2. Main results

Before stating the main results of this paper, we need to introduce a suitable notion of conditional BS-entropy. For that, we follow the lines of [CLPG18a] for the conditional relative entropy. In a bipartite system \( AB \), a conditional BS-entropy in \( A \) should provide the effect of the BS-entropy of two states in the global space conditioned to the value of their BS-entropy in \( B \), as a possible extension of the classical definition of conditional entropy of a function.

**Definition 2.1.** Let \( \mathcal{H}_{AB} = \mathcal{H}_A \otimes \mathcal{H}_B \) be a bipartite Hilbert space and \( \rho_{AB}, \sigma_{AB} \) two positive definite states on it. We define the conditional BS-entropy in \( A \) by

\[
\hat{D}_A(\rho_{AB}||\sigma_{AB}) := \hat{D}(\rho_{AB}||\sigma_{AB}) - \hat{D}(\rho_B||\sigma_B).
\]

Now we are in position to state and prove the following result, where \( (A, B)_\rho := \text{tr}[A^* \rho^{1/2} B \rho^{1/2}] \) is the \( \rho \)-weighted (or KMS) inner product [Kos84].

**Theorem 2.2.** Let \( \mathcal{H}_{AB} = \mathcal{H}_A \otimes \mathcal{H}_B \) be a bipartite Hilbert space and let \( \rho_{AB}, \sigma_{AB} \) be two positive definite states on it. The following inequality holds whenever \( \|\sigma_{AB} - \sigma_A \otimes \sigma_B\|_\infty \sigma_{\min}^{-2} < d_A d_B / 2 \):

\[
\hat{D}(\rho_{AB}||\sigma_{AB}) \leq M(\sigma_{AB}) \left[ \hat{D}_A(\rho_{AB}||\sigma_{AB}) + \hat{D}_B(\rho_{AB}||\sigma_{AB}) \right] + L(\rho_{AB}, \sigma_{AB}),
\]

where

\[
M(\sigma_{AB}) := \frac{1}{1 - \frac{2 \sigma_{\min}^{-2}}{d_A d_B} \|\sigma_{AB} - \sigma_A \otimes \sigma_B\|_\infty},
\]

for \( \sigma_{\min} \) the minimal eigenvalue of \( \sigma_{AB} \), \( d_A \) and \( d_B \) the dimensions of \( \mathcal{H}_A \) and \( \mathcal{H}_B \), respectively, and

\[
L(\rho_{AB}, \sigma_{AB}) := M(\sigma_{AB}) \left( \langle \sigma_A \otimes \sigma_B, \sigma_A^{-1} \otimes \sigma_B^{-1} \rangle_{\rho_A \otimes \rho_B} - 1 \right).
\]

Note that if \( \sigma_{AB} = \sigma_A \otimes \sigma_B \), we have \( M(\sigma_{AB}) = 1 \), and if \( \rho_A^{1/2} \sigma_A^{-1/2} \) and \( \rho_B^{1/2} \sigma_B^{-1/2} \) are normal (in particular, if \( [\rho_A, \sigma_A] = [\rho_B, \sigma_B] = 0 \)), then \( L(\rho_{AB}, \sigma_{AB}) = 0 \), obtaining thus the expected tensorization for the BS-entropy.

**Proof.** We split the proof of this result into three steps. In the first one, we obtain an upper bound for the difference between the BS-entropy and the two conditional BS-entropies using Equation (1) and the celebrated Golden-Thompson inequality [Gol65, Tho65].

**Step 1.** The following inequality holds:

\[
\hat{D}(\rho_{AB}||\sigma_{AB}) - \hat{D}_A(\rho_{AB}||\sigma_{AB}) - \hat{D}_B(\rho_{AB}||\sigma_{AB}) \leq \log \text{tr} \left[ \sigma_{AB} (\rho_A \otimes \rho_B)^{1/2} (\sigma_A \otimes \sigma_B)^{-1} (\rho_A \otimes \rho_B)^{1/2} \right].
\]
For the proof of this inequality, let us first note that
\[
D(\rho_{AB}||\sigma_{AB}) - \tilde{D}_A(\rho_{AB}||\sigma_{AB}) - \tilde{D}_B(\rho_{AB}||\sigma_{AB}) \\
= -\tilde{D}(\rho_{AB}||\sigma_{AB}) + \tilde{D}(\rho_A||\sigma_A) + \tilde{D}(\rho_B||\sigma_B) \\
= \tilde{D}(\rho_A \otimes \rho_B||\sigma_A \otimes \sigma_B) - \tilde{D}(\rho_{AB}||\sigma_{AB}).
\]

Moreover, as a consequence of Equation (1), the following bound holds:
\[
D(\rho_{AB}||\sigma_{AB}) - \tilde{D}_A(\rho_{AB}||\sigma_{AB}) - \tilde{D}_B(\rho_{AB}||\sigma_{AB}) \\
\leq \tilde{D}(\rho_A \otimes \rho_B||\sigma_A \otimes \sigma_B) - D(\rho_{AB}||\sigma_{AB}) \\
= \text{tr} \left[ \rho_{AB} \left( -\log \rho_{AB} + \log \sigma_{AB} + \log (\rho_A \otimes \rho_B)^{1/2} (\sigma_A \otimes \sigma_B)^{-1} (\rho_A \otimes \rho_B)^{1/2} \right) \right] \\
= -D(\rho_{AB}||\Omega).
\]

Now, normalizing \( \Omega \) in the previous relative entropy, using the positiveness of such entropy for density matrices and the Golden-Thompson inequality, i.e. the fact that for any two Hermitian matrices \( X \) and \( Y \) the following inequality holds
\[
\text{tr}[e^{X+Y}] \leq \text{tr}[e^X e^Y],
\]
we conclude
\[
-D(\rho_{AB}||\Omega) \leq \log \text{tr} \Omega \\
\leq \log \text{tr} \left[ \sigma_{AB} (\rho_A \otimes \rho_B)^{1/2} (\sigma_A \otimes \sigma_B)^{-1} (\rho_A \otimes \rho_B)^{1/2} \right],
\]
which finishes the proof of Equation (6).

**Step 2.** The following inequality holds:
\[
\log \text{tr} \left[ \sigma_{AB} (\rho_A \otimes \rho_B)^{1/2} (\sigma_A \otimes \sigma_B)^{-1} (\rho_A \otimes \rho_B)^{1/2} \right] \\
\leq \text{tr} \left[ (\sigma_A - \sigma_A \otimes \sigma_B) \left[ \rho_A^{1/2} (\sigma_A^{-1} - \rho_A^{-1}) \rho_A^{1/2} \right] \otimes \left[ \rho_B^{1/2} (\sigma_B^{-1} - \rho_B^{-1}) \rho_B^{1/2} \right] \right] \\
+ \langle \sigma_A \otimes \sigma_B, \sigma_A^{-1} \otimes \sigma_B^{-1} \rangle_{\rho_A \otimes \rho_B} - 1.
\] (7)

First, if we add and subtract \( \rho_A^{-1} \), resp. \( \rho_B^{-1} \), from \( \sigma_A^{-1} \), resp. \( \sigma_B^{-1} \), we obtain
\[
\log \text{tr} \left[ \sigma_{AB} (\rho_A \otimes \rho_B)^{1/2} (\sigma_A \otimes \sigma_B)^{-1} (\rho_A \otimes \rho_B)^{1/2} \right] \\
= \log \left\{ \text{tr} \left[ \sigma_{AB} \left[ \rho_A^{1/2} (\sigma_A^{-1} - \rho_A^{-1}) \rho_A^{1/2} \right] \otimes \left[ \rho_B^{1/2} (\sigma_B^{-1} - \rho_B^{-1}) \rho_B^{1/2} \right] \right] - 1 \right\} \\
+ \text{tr} \left[ \sigma_{AB} \left[ \rho_A^{1/2} \sigma_A^{-1} \rho_A^{1/2} \right] \otimes \left[ \rho_B^{1/2} \sigma_B^{-1} \rho_B^{1/2} \right] \right] + \text{tr} \left[ \sigma_{AB} \left[ \rho_A^{1/2} \sigma_A^{-1} \rho_A^{1/2} \right] \otimes \left[ \rho_B^{1/2} \sigma_B^{-1} \rho_B^{1/2} \right] \right] \\
= \log \left\{ \text{tr} \left[ \sigma_A^{1/2} \sigma_A^{-1} \rho_A^{1/2} \right] + \text{tr} \left[ \sigma_B^{1/2} \sigma_B^{-1} \rho_B^{1/2} \right] - 1 \right\}.
\]
Now, by virtue of the inequality \(\log(x+1) \leq x\), we obtain
\[
\log \text{tr} \left[ \sigma_{AB} \left( \rho_A \otimes \rho_B \right)^{1/2} (\sigma_A \otimes \sigma_B)^{-1} (\rho_A \otimes \rho_B)^{1/2} \right] \leq Y_{AB} + X_A + X_B - 2.
\]

Next, we focus on the term \(Y_{AB}\), where we add and subtract \(\sigma_A \otimes \sigma_B\) from \(\sigma_{AB}\) to obtain
\[
\text{tr} \left[ \sigma_{AB} \left( \rho_A^{1/2} (\sigma_A^{-1} - \rho_A^{-1}) \rho_A^{1/2} \right) \otimes \left( \rho_B^{1/2} (\sigma_B^{-1} - \rho_B^{-1}) \rho_B^{1/2} \right) \right] = \text{tr} \left[ \sigma_{AB} - (\sigma_A \otimes \sigma_B) \left( \rho_A^{1/2} (\sigma_A^{-1} - \rho_A^{-1}) \rho_A^{1/2} \right) \otimes \left( \rho_B^{1/2} (\sigma_B^{-1} - \rho_B^{-1}) \rho_B^{1/2} \right) \right] + \text{tr} \left[ \sigma_A \rho_A^{1/2} (\sigma_A^{-1} - \rho_A^{-1}) \rho_A^{1/2} \right] \otimes \left[ \sigma_B \rho_B^{1/2} (\sigma_B^{-1} - \rho_B^{-1}) \rho_B^{1/2} \right] = Z_{AB} + X_A X_B - X_A - X_B + 1.
\]
Therefore,
\[
Y_{AB} + X_A + X_B - 2 = Z_{AB} + X_A X_B - 1,
\]
which yields Equation (7) after noticing that
\[
X_A X_B = \langle \sigma_A \otimes \sigma_B, \sigma_A^{-1} \otimes \sigma_B^{-1} \rangle_{\rho_A \otimes \rho_B}.
\]

**Step 3.** The following inequality holds:
\[
\text{tr} \left[ \left( \sigma_{AB} - \sigma_A \otimes \sigma_B \right) \left( \rho_A^{1/2} (\sigma_A^{-1} - \rho_A^{-1}) \rho_A^{1/2} \right) \otimes \left( \rho_B^{1/2} (\sigma_B^{-1} - \rho_B^{-1}) \rho_B^{1/2} \right) \right] \leq \frac{2\sigma^{-2}}{d_{AB}} \| \sigma_{AB} - \sigma_A \otimes \sigma_B \|_{\infty} \hat{D}(\rho_{AB}||\sigma_{AB}).
\]

By virtue of Hölder’s inequality, it is clear that
\[
\text{tr} \left[ \left( \sigma_{AB} - \sigma_A \otimes \sigma_B \right) \left( \rho_A^{1/2} (\sigma_A^{-1} - \rho_A^{-1}) \rho_A^{1/2} \right) \otimes \left( \rho_B^{1/2} (\sigma_B^{-1} - \rho_B^{-1}) \rho_B^{1/2} \right) \right] \leq \| \sigma_{AB} - \sigma_A \otimes \sigma_B \|_{\infty} \left\| \rho_A^{1/2} (\sigma_A^{-1} - \rho_A^{-1}) \rho_A^{1/2} \right\|_1 \cdot \left\| \rho_B^{1/2} (\sigma_B^{-1} - \rho_B^{-1}) \rho_B^{1/2} \right\|_1.
\]
Next, for each of the last two terms on the right-hand side, the following identity holds for any invertible matrices \(X\) and \(Y\):
\[
X^{-1} - Y^{-1} = Y^{-1}(Y - X)X^{-1}.
\]
Therefore, we have
\[
\rho_A^{1/2} (\sigma_A^{-1} - \rho_A^{-1}) \rho_A^{1/2} = \rho_A^{-1/2} (\rho_A - \sigma_A) \sigma_A^{-1} \rho_A^{1/2},
\]
and thus
\[
\left\| \rho_A^{1/2} (\sigma_A^{-1} - \rho_A^{-1}) \rho_A^{1/2} \right\|_1 = \left\| \rho_A^{-1/2} (\rho_A - \sigma_A) \sigma_A^{-1} \rho_A^{1/2} \right\|_1 \leq \| \sigma_A^{-1} (\rho_A - \sigma_A) \|_1 \leq \| \sigma_A^{-1} \|_{\infty} \| \rho_A - \sigma_A \|_1,
\]
where we are using [Bha97, Proposition IX.1.1] in the second line and Hölder’s inequality in the third one (and analogously for \(B\)). After bounding \(\| \sigma_A^{-1} \|_{\infty} \) by \(\sigma^{-1}_{\min}/d_B\), we infer Equation (8)
using Pinsker’s inequality \cite{Pin64}, the data-processing inequality and Equation (1) in the following way:

\[
\left\| D_{\text{min}}^{\frac{1}{2}} (\sigma_A^{-1} - \rho_A^{-1}) \rho_A^{\frac{1}{2}} \right\|_1 \left\| D_{\text{min}}^{\frac{1}{2}} (\sigma_B^{-1} - \rho_B^{-1}) \rho_B^{\frac{1}{2}} \right\|_1 \leq \frac{\sigma_{\text{min}}^2}{d_{AB} d_B} \left\| \rho_A - \sigma_A \right\|_1 \left\| \rho_B - \sigma_B \right\|_1 \\
\leq \frac{\sigma_{\text{min}}^2}{d_{AB} d_B} \sqrt{2D(\rho_A||\sigma_A)} \sqrt{2D(\rho_B||\sigma_B)} \\
\leq \frac{2 \sigma_{\text{min}}^2}{d_{AB} d_B} D(\rho_{AB}||\sigma_{AB}) \\
\leq \frac{2 \sigma_{\text{min}}^2}{d_{AB} d_B} \tilde{D}(\rho_{AB}||\sigma_{AB}).
\]

To finalize the proof of the theorem, note that putting the three steps together we have:

\[
\tilde{D}(\rho_{AB}||\sigma_{AB}) \leq \tilde{D}_{A}(\rho_{AB}||\sigma_{AB}) + \tilde{D}_{B}(\rho_{AB}||\sigma_{AB}) + \frac{2 \sigma_{\text{min}}^2}{d_{AB} d_B} \| \sigma_{AB} - \sigma_A \otimes \sigma_B \|_\infty. 
\]

Thus, if \(\sigma_{\text{min}}^2 \| \sigma_{AB} - \sigma_A \otimes \sigma_B \|_\infty < d_{AB}/2\), we conclude

\[
\tilde{D}(\rho_{AB}||\sigma_{AB}) \leq M(\sigma_{AB}) \left[ \tilde{D}_{A}(\rho_{AB}||\sigma_{AB}) + \tilde{D}_{B}(\rho_{AB}||\sigma_{AB}) \right] + L(\rho_{AB}, \sigma_{AB}),
\]

with

\[
M(\sigma_{AB}) := \frac{1}{1 - \frac{2 \sigma_{\text{min}}^2}{d_{AB} d_B} \| \sigma_{AB} - \sigma_A \otimes \sigma_B \|_\infty},
\]

and

\[
L(\rho_{AB}, \sigma_{AB}) := M(\sigma_{AB}) \left( \langle \sigma_A \otimes \sigma_B, \sigma_A^{-1} \otimes \sigma_B^{-1} \rangle_{\rho_A \otimes \rho_B} - 1 \right).
\]

Moreover, note that if \(\sigma_{AB} = \sigma_A \otimes \sigma_B\), then \(\| \sigma_{AB} - \sigma_A \otimes \sigma_B \|_\infty = 0\) and thus \(M(\sigma_{AB}) = 1\). Instead, if \(\rho_A^{1/2} \sigma_A^{1/2}\) and \(\rho_B^{1/2} \sigma_B^{1/2}\) are normal (in particular, if \([ \rho_A, \sigma_A ] = [ \rho_B, \sigma_B ] = 0\), then

\[
\langle \sigma_A \otimes \sigma_B, \sigma_A^{-1} \otimes \sigma_B^{-1} \rangle_{\rho_A \otimes \rho_B} = \text{tr} \left[ (\sigma_A^{1/2} \sigma_A^{-1/2} \rho_A^{1/2} \rho_A^{-1/2}) \otimes (\sigma_B^{1/2} \sigma_B^{-1/2} \rho_B^{1/2} \rho_B^{-1/2}) \right] \\
= \text{tr} \left[ (\sigma_A^{1/2} \sigma_A^{-1/2}) \otimes (\sigma_B^{1/2} \sigma_B^{-1/2}) \right] = \text{tr} [ \rho_A \otimes \rho_B ] = 1,
\]

and hence, \(L(\rho_{AB}, \sigma_{AB}) = 0\), yielding

(9) \[
\tilde{D}(\rho_{AB}||\sigma_A \otimes \sigma_B) \leq \tilde{D}_{A}(\rho_{AB}||\sigma_A \otimes \sigma_B) + \tilde{D}_{B}(\rho_{AB}||\sigma_A \otimes \sigma_B),
\]

when both conditions hold simultaneously.

In the previous result, we have provided a weak quasi-factorization for the BS-entropy. The nomenclature “weak” stems from the presence of a not necessarily vanishing additive factor, as opposed to those results of (strong) quasi-factorization, in which the latter does not appear. The necessity of such a factor in the BS-entropy setting (and, thus, the impossibility of a strong quasi-factorization for the BS-entropy) will become clear in the next section.

Next, we provide another result of weak quasi-factorization for the BS-entropy, with the advantage that the multiplicative factor is the same as for the quasi-factorization of the relative entropy in Equation (3) \cite{CLPG18a}. Let us recall that this multiplicative factor depends on the operator norm of

\[
H(\sigma_{AB}) := (\sigma_A^{-1/2} \otimes \sigma_B^{-1/2}) \sigma_{AB} (\sigma_A^{-1/2} \otimes \sigma_B^{-1/2}) - I_{AB}.
\]

This operator consists of the difference between a possible inversion of \(\sigma_A^{-1/2} \otimes \sigma_B^{-1/2}\) with respect to \(\sigma_{AB}\) and the identity in \(AB\). Then, we are in position to state and prove the next result.
**Theorem 2.3.** Let $\mathcal{H}_{AB} = \mathcal{H}_A \otimes \mathcal{H}_B$ be a bipartite Hilbert space and let $\rho_{AB}, \sigma_{AB}$ be two positive definite states on it. The following inequality holds whenever $\|H(\sigma_{AB})\|_\infty < 1/2$:

$$\hat{D}(\rho_{AB}\|\sigma_{AB}) \leq \tilde{M}(\sigma_{AB}) \left[ \hat{D}_A(\rho_{AB}\|\sigma_{AB}) + \hat{D}_B(\rho_{AB}\|\sigma_{AB}) \right] + \tilde{L}(\rho_{AB}, \sigma_{AB}),$$

where

$$\tilde{M}(\sigma_{AB}) := \frac{1}{1 - 2\|H(\sigma_{AB})\|_\infty},$$

and

$$\tilde{L}(\rho_{AB}, \sigma_{AB}) := \frac{1}{1 - 2\|H(\sigma_{AB})\|_\infty} (\|\eta_A - \rho_A\|_1\|\eta_B - \rho_B\|_1 + \|\eta_A - \rho_A\|_1 + \|\eta_B - \rho_B\|_1),$$

for

$$\eta_A := \sigma_A^{1/2} 1_A^{1/2} \sigma_A^{-1/2} \rho_A^{1/2} \sigma_A^{1/2} \quad \text{and} \quad \eta_B := \sigma_B^{1/2} 1_B^{1/2} \sigma_B^{-1/2} \rho_B^{1/2} \sigma_B^{1/2}.$$

Note that if $\sigma_{AB} = \sigma_A \otimes \sigma_B$, we have $\tilde{M}(\sigma_{AB}) = 1$, and if $\rho_A^{1/2} \sigma_A^{-1/2}$ and $\rho_B^{1/2} \sigma_B^{-1/2}$ are normal (in particular, if $[\rho_A, \sigma_A] = [\rho_B, \sigma_B] = 0$), then $\tilde{L}(\rho_{AB}, \sigma_{AB}) = 0$, obtaining thus the expected tensorization for the BS-entropy.

**Proof.** The proof of this result is identical to that of Theorem 2.2 up to Step 3. Contrary to the former theorem, the third step of Theorem 2.3 involves both the multiplicative and additive factors.

**Step 3’.** The following inequality holds:

$$\begin{align*}
\text{tr} \left[ (\sigma_{AB} - \sigma_A \otimes \sigma_B) \left[ \rho_A^{1/2} (\sigma_A^{-1} - \rho_A^{-1}) \rho_A^{1/2} \right] \right. \\
+ \left. \langle \sigma_A \otimes \sigma_B, \sigma_A^{-1} \otimes \sigma_B^{-1} \rangle_{\rho_A \otimes \rho_B} - 1 \right] \\
\leq 2\|H(\sigma_{AB})\|_\infty \hat{D}(\rho_{AB}\|\sigma_{AB}) \\
+ (1 + 2\|H(\sigma_{AB})\|_\infty) (\|\eta_A - \rho_A\|_1 + \|\eta_B - \rho_B\|_1 + \|\eta_A - \rho_A\|_1\|\eta_B - \rho_B\|_1).
\end{align*}$$

First, to simplify the expression above, let us denote

$$\eta_A := \sigma_A^{1/2} 1_A^{1/2} \sigma_A^{-1/2} \rho_A^{1/2} \sigma_A^{1/2} \quad \text{and} \quad \eta_B := \sigma_B^{1/2} 1_B^{1/2} \sigma_B^{-1/2} \rho_B^{1/2} \sigma_B^{1/2}.$$

With this, note that

$$\langle \sigma_A \otimes \sigma_B, \sigma_A^{-1} \otimes \sigma_B^{-1} \rangle_{\rho_A \otimes \rho_B} = \text{tr} [\eta_A \otimes \eta_B],$$

and the first trace in the left-hand side of Equation (10) can be rewritten as:

$$\begin{align*}
\text{tr} \left[ (\sigma_{AB} - \sigma_A \otimes \sigma_B) \left[ \rho_A^{1/2} (\sigma_A^{-1} - \rho_A^{-1}) \rho_A^{1/2} \right] \right. \\
+ \left. \left[ \sigma_A^{-1/2} \otimes \sigma_B^{-1/2} \right] \sigma_{AB} \left( \sigma_A^{-1} \otimes \sigma_B^{-1} \right) - 1_{AB} \right] \\
\cdot \left[ \sigma_A^{1/2} \rho_A^{1/2} (\sigma_A^{-1} - \rho_A^{-1}) \rho_A^{1/2} \sigma_A^{1/2} \right] \otimes \left[ \sigma_B^{1/2} \rho_B^{1/2} (\sigma_B^{-1} - \rho_B^{-1}) \rho_B^{1/2} \sigma_B^{1/2} \right] \\
= \text{tr} [H(\sigma_{AB}) (\eta_A - \sigma_A) \otimes (\eta_B - \sigma_B)].
\end{align*}$$
Now, we add and subtract $\rho_A$ and $\rho_B$ in $(\eta_A - \sigma_A)$ and $(\eta_B - \sigma_B)$, respectively, in the previous expression. Thus, we obtain

\[
\text{tr}[H(\sigma_{AB}) ((\eta_A - \rho_A) + (\rho_A - \sigma_A)) \otimes ((\eta_B - \rho_B) + (\rho_B - \sigma_B))] \\
= \text{tr}[H(\sigma_{AB}) (\rho_A - \sigma_A) \otimes (\rho_B - \sigma_B)] + \text{tr}[H(\sigma_{AB}) (\eta_A - \rho_A) \otimes (\eta_B - \rho_B)] \\
+ \text{tr}[H(\sigma_{AB}) (\eta_A - \rho_A) \otimes (\rho_B - \sigma_B)] + \text{tr}[H(\sigma_{AB}) (\rho_A - \sigma_A) \otimes (\eta_B - \rho_B)] \\
\leq \|H(\sigma_{AB})\|_{\infty} \|\rho_A - \sigma_A\|_1 \|\rho_B - \sigma_B\|_1 \\
+ \|H(\sigma_{AB})\|_{\infty} (\|\eta_A - \rho_A\|_1 \|\rho_B - \sigma_B\|_1 + \|\rho_A - \sigma_A\|_1 \|\eta_B - \rho_B\|_1 + \|\eta_A - \rho_A\|_1 \|\eta_B - \rho_B\|_1),
\]

where we have used Hölder’s inequality repeatedly in the last inequality. We furthermore bound the last line using $\|\rho_A - \sigma_A\|_1, \|\rho_B - \sigma_B\|_1 \leq 2$, obtaining

\[
\|H(\sigma_{AB})\|_{\infty} (\|\eta_A - \rho_A\|_1 \|\rho_B - \sigma_B\|_1 + \|\rho_A - \sigma_A\|_1 \|\eta_B - \rho_B\|_1 + \|\eta_A - \rho_A\|_1 \|\eta_B - \rho_B\|_1) \\
\leq 2\|H(\sigma_{AB})\|_{\infty} (\|\eta_A - \rho_A\|_1 + \|\eta_B - \rho_B\|_1 + \|\eta_A - \rho_A\|_1 \|\eta_B - \rho_B\|_1).
\]

Proceeding similarly for the right-hand side of Equation (11), after adding and subtracting $\rho_A$ and $\rho_B$ to $\eta_A$ and $\eta_B$, respectively, we have:

\[
\text{tr}[\eta_A - \rho_A + \rho_A] \otimes (\eta_B - \rho_B + \rho_B)] = \text{tr}[(\eta_A - \rho_A) \otimes (\eta_B - \rho_B)] + \text{tr}[\eta_A - \rho_A] + \text{tr}[\eta_B - \rho_B] + 1 \\
\leq \|\eta_A - \rho_A\|_1 \|\eta_B - \rho_B\|_1 + \|\eta_A - \rho_A\|_1 \|\eta_B - \rho_B\|_1 + 1.
\]

Therefore, putting the previous inequalities together, the following upper bound holds for the left-hand side of Equation (10):

\[
\text{tr}\left[(\sigma_{AB} - \sigma_A \otimes \sigma_B) \left[\rho_A^{1/2} (\sigma_{A}^{-1} - \rho_A^{-1})^{1/2} \right] \otimes \left[\rho_B^{1/2} (\sigma_{B}^{-1} - \rho_B^{-1})^{1/2} \right]\right] \\
+ \langle \sigma_A \otimes \sigma_B, \sigma_{A}^{-1} \otimes \sigma_{B}^{-1} \rangle_{\rho_A \otimes \rho_B} - 1 \\
\leq \|H(\sigma_{AB})\|_{\infty} \|\rho_A - \sigma_A\|_1 \|\rho_B - \sigma_B\|_1 \\
+ (1 + 2\|H(\sigma_{AB})\|_{\infty}) (\|\eta_A - \rho_A\|_1 + \|\eta_B - \rho_B\|_1 + \|\eta_A - \rho_A\|_1 \|\eta_B - \rho_B\|_1),
\]

To conclude the proof of this step, note that we can upper bound the term in the third line above using again the data-processing inequality, Pinsker’s inequality and Equation (1), to obtain

\[
\|H(\sigma_{AB})\|_{\infty} \|\rho_A - \sigma_A\|_1 \|\rho_B - \sigma_B\|_1 \leq 2\|H(\sigma_{AB})\|_{\infty} \tilde{D}(\rho_{AB} \| \sigma_{AB})
\]

Finally, putting this together with Steps 1 and 2 in the proof of Theorem 2.2, we get

\[
\tilde{D}(\rho_{AB} \| \sigma_{AB}) \leq \tilde{D}_A(\rho_{AB} \| \sigma_{AB}) + \tilde{D}_B(\rho_{AB} \| \sigma_{AB}) + 2\|H(\sigma_{AB})\|_{\infty} \tilde{D}(\rho_{AB} \| \sigma_{AB}) \\
+ (1 + 2\|H(\sigma_{AB})\|_{\infty}) \langle \|\eta_A - \rho_A\|_1 + \|\eta_B - \rho_B\|_1 + \|\eta_A - \rho_A\|_1 \|\eta_B - \rho_B\|_1).\]

Therefore, if $\|H(\sigma_{AB})\|_{\infty} < 1/2$, we have

\[
\tilde{D}(\rho_{AB} \| \sigma_{AB}) \leq \tilde{M}(\sigma_{AB}) \left[\tilde{D}_A(\rho_{AB} \| \sigma_{AB}) + \tilde{D}_B(\rho_{AB} \| \sigma_{AB})\right] + \tilde{L}(\rho_{AB} \| \sigma_{AB}),
\]

where

\[
\tilde{M}(\sigma_{AB}) := \frac{1}{1 - 2\|H(\sigma_{AB})\|_{\infty}},
\]

and

\[
\tilde{L}(\rho_{AB} \| \sigma_{AB}) := \frac{1 + 2\|H(\sigma_{AB})\|_{\infty}}{1 - 2\|H(\sigma_{AB})\|_{\infty}} \langle \|\eta_A - \rho_A\|_1 + \|\eta_B - \rho_B\|_1 + \|\eta_A - \rho_A\|_1 + \|\eta_B - \rho_B\|_1).\]

Moreover, note that if $\sigma_{AB} = \sigma_A \otimes \sigma_B$, then $\|H(\sigma_{AB})\|_{\infty} = 0$ and thus $\widehat{M}(\sigma_{AB}) = 1$. Instead, assume $\rho_A^{1/2} \sigma_A^{-1/2}$ is normal (it works analogously for $B$). Then, if follows that

$$
\|\eta_A - \rho_A\|_1 = \left\| \sigma_A^{1/2} \left( \rho_A^{1/2} \sigma_A^{-1/2} - \frac{1}{2} \rho_A \sigma_A^{-1/2} \right) \sigma_A^{1/2} \right\|_1
$$

(12)

$$
\leq \left\| \rho_A^{1/2} \sigma_A^{-1/2} - \frac{1}{2} \rho_A \sigma_A^{-1/2} \right\|_\infty = 0,
$$

and hence, $\overline{L}(\rho_{AB}, \sigma_{AB}) = 0$. Hence, if both conditions hold, we get

$$
\widehat{D}(\rho_{AB}\|\sigma_A \otimes \sigma_B) \leq \widehat{D}_A(\rho_{AB}\|\sigma_A \otimes \sigma_B) + \widehat{D}_B(\rho_{AB}\|\sigma_A \otimes \sigma_B).
$$

Remark 2.4. Note that since

$$
\|\eta_A - \rho_A\|_1 \leq \|XX^* - X^*X\|_{\infty}
$$

with $X = \rho_A^{1/2} \sigma_A^{-1/2}$ in Equation (12), $\|\eta_A - \rho_A\|_1$ and $\|\eta_B - \rho_B\|_1$ (and hence $\overline{L}(\rho_{AB}, \sigma_{AB})$) provide a measure of how far $\rho_A^{1/2} \sigma_A^{-1/2}$ and $\rho_B^{1/2} \sigma_B^{-1/2}$, respectively, are from being normal.

Moreover, we can bound $\|\eta_A - \rho_A\|_1$ in terms of the commutator $[\rho_A^{1/2}, \sigma_A^{-1/2}]$. Indeed,

$$
\|\eta_A - \rho_A\|_1 =
$$

$$
= \left\| \sigma_A^{1/2} \left[ \rho_A^{1/2}, \sigma_A^{-1/2} \right] \sigma_A^{-1/2} + \sigma_A^{1/2} \left[ \rho_A^{1/2}, \sigma_A^{-1/2} \right] \sigma_A^{-1/2} \right\|_1
$$

$$
\leq \|\sigma_A^{1/2}\|_2 \left\| \left[ \rho_A^{1/2}, \sigma_A^{-1/2} \right] \right\|_\infty \|\sigma_A^{-1/2}\|_2 + 2 \|\sigma_A^{1/2}\|_2 \left\| \left[ \rho_A^{1/2}, \sigma_A^{-1/2} \right] \right\|_\infty \|\rho_A^{1/2}\|_2
$$

$$
\leq \|\left[ \rho_A^{1/2}, \sigma_A^{-1/2} \right]\|_\infty + 2 \left\| \left[ \rho_A^{1/2}, \sigma_A^{-1/2} \right] \right\|_\infty.
$$

Therefore, $\overline{L}(\rho_{AB}, \sigma_{AB})$ can be bounded by a term measuring the distance $\rho_A, \sigma_A$ and $\rho_B, \sigma_B$ are from commuting, respectively.

3. DISCUSSION

Let us compare Theorem 2.2 with the analogue for the Umegaki relative entropy of Equation (3). The multiplicative factors of both quasi-factorizations are similar in spirit, since both provide a measure of how far $\sigma_{AB}$ is from a tensor product between $A$ and $B$. Moreover, the one appearing in Equation (3) would imply that of Equation (5) for all states commuting if we had not bounded $\|\sigma_A^{-1}\|_{\infty}$ and $\|\sigma_B^{-1}\|_{\infty}$ by $\sigma_{\min}^{-1}/d_B$ and $\sigma_{\min}^{-1}/d_A$ to simplify the final expression.

A clear difference between both results appears in the fact that, in our results, the assumption $[\rho_A, \sigma_A] = [\rho_B, \sigma_B] = 0$ seems to be necessary to get back the usual tensorization for the BS-entropy, i.e. Equation (9). This appears already after the use of Golden-Thompson inequality during the proof, since for the remaining term to vanish, that assumption needs to hold, along with that of $\sigma_{AB}$ being a tensor product. This is different from the case for the relative entropy, in which only the latter assumption was necessary.

Furthermore, note that $[\rho_A, \sigma_A] = [\rho_B, \sigma_B] = 0$ implies that the BS-entropies in each of the systems $A$ and $B$ coincide with the relative entropy between the same states. Thus, by assuming this and $\sigma_{AB} = \sigma_A \otimes \sigma_B$, we get that the quasi-factorization for the relative entropy implies that for the BS-entropy.

The comparison between Theorem 2.3 and equation (3) yields a similar conclusion. The multiplicative factors of both results coincide completely in this case. Thus, the main difference is the
presence of the additive factor $\tilde{L}(\rho_{AB}, \sigma_{AB})$ in the theorem and the associated additional requirement ($\rho_A^{1/2} \sigma_A^{-1/2}$ and $\rho_B^{1/2} \sigma_B^{-1/2}$ being normal) for the reduction to the usual tensorization for the BS-entropy.

![Figure 1](image1.png)

**Figure 1.** Counterexample for Equation (13). We represent the sum of the two conditional BS-entropies against the global BS entropy. The sample consists of 10000 random density matrices of size $2 \times 2$. On the top, we represent the general case, whereas on the bottom we assume that the first state is a perturbation of a tensor product.

However, although the necessity for more assumptions than in the case of the relative entropy might open some discussion on the suitability of the method, no alternative would provide a quasi-factorization in the spirit of Equation (5) which reduces to Equation (9) by only assuming the
tensor product property on $\sigma_{AB}$. Indeed, by writing explicitly the conditional BS-entropies, it is easy to notice that Equation (9) is equivalent to

\begin{equation}
\hat{D}(\rho_{AB}||\sigma_A \otimes \sigma_B) \geq \hat{D}(\rho_A||\sigma_A) + \hat{D}(\rho_B||\sigma_B),
\end{equation}

and, more specifically, to the property of superadditivity for the BS-entropy. However, this property is known to be false in general for this entropy, since the properties of continuity, additivity and data processing hold for the BS-entropy and the four of them jointly provide an axiomatic characterization for the relative entropy \cite{WGE17, Mat10}. This is also the reason for the additive factors $L(\rho_{AB},\sigma_{AB})$ and $\tilde{L}(\rho_{AB},\sigma_{AB})$ being necessary in Theorems 2.2 and 2.3 respectively. Indeed, as $M(\sigma_{AB})$ reduces to 1 whenever $\sigma_{AB}$ is a tensor product, if there was no additive factor then Equation (5) would reduce to Equation (9) and thus be equivalent to Equation (13) by only assuming $\sigma_{AB} = \sigma_A \otimes \sigma_B$, reaching again a contradiction.

Additionally, a simple numerical study shows the falseness of Equation (13). In Figure 1, we present two graphics obtained by representing $\hat{D}(\rho_A||\sigma_A) + \hat{D}(\rho_B||\sigma_B)$ against $\hat{D}(\rho_{AB}||\sigma_A \otimes \sigma_B)$ for 10000 random density matrices of size $2 \times 2$. In the top graphic, we assume nothing more on both states, and it seems that the property of superadditivity might hold, since all the points lie below the diagonal. However, in the bottom graphic we assume that the first state is a perturbation of a tensor product, i.e.

$$\rho_{AB} := \frac{\eta_A \otimes \eta_B + \varepsilon \lambda_{AB}}{\text{tr}[\eta_A \otimes \eta_B + \varepsilon \lambda_{AB}]}$$

for $\eta_{AB}, \lambda_{AB} \in D(H_A \otimes H_B)$ and $\varepsilon = 0.01$. In this case, all the points are very close to the diagonal (where they would all lie for $\varepsilon = 0$), but approximately 10% of them fall above it, contradicting thus the property of superadditivity.
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