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Abstract—We introduce two constructions in geometric deep learning for 1) transporting orientation-dependent convolutional filters over a manifold in a continuous way and thereby defining a convolution operator that naturally incorporates the rotational effect of holonomy; and 2) allowing efficient evaluation of manifold convolution layers by sampling manifold valued random variables that center around a weighted diffusion mean. Both methods are inspired by stochastics on manifolds and geometric statistics, and provide examples of how stochastic methods – here horizontal frame bundle flows and non-linear bridge sampling schemes, can be used in geometric deep learning. We outline the theoretical foundation of the two methods, discuss their relation to Euclidean deep networks and existing methodology in geometric deep learning, and establish important properties of the proposed constructions.

Index Terms—geometric deep learning, stochastic analysis on manifolds, geometric statistics, frame bundle, curvature, bridge sampling.

1 INTRODUCTION

Geometric deep learning [3] concerns the generalization of deep neural network methodology to geometric domains. Focusing on convolutional networks, the complexity in such a generalization appears both in the case where the domain of the input signal is non-Euclidean, e.g. a manifold or a graph, and in the case where the target of the neural network has geometric structure. A major difficulty in the first case is the fact that translation invariance of the Euclidean convolution operator does not have a direct manifold equivalent: The topology of the geometric space often prevents a continuous transport of the orientation of a filter, and the holonomy of a curved manifold prevents a notion of parallel translation that is independent of the path between points. In particular, parallel translation along minimizing geodesics is not continuous when moving points across the cut locus. In the second case, the weighted Fréchet mean has been proposed as a generalization of the Euclidean convolution to produce manifold valued output. Here, a practical concern is the computational complexity involved in computing the Fréchet mean on general manifolds.

1.1 Motivation and contributions

In this paper, motivated by the difficulty in transporting orientations in a continuous way and by the computational complexity of the optimization steps needed for computing the Fréchet mean, we derive two constructions that seek to provide new perspectives on these challenges. In this lies an investigation of the effect of curvature when combining convolution layers. The paper thereby presents the following contributions:

First, we build on the idea of orientation functions [29] and the use of gauges [9] to show how curvature affects orientations as they are transported backwards through the layers of a multilayer network. The result is a time-discrete horizontal flow in the bundle $OM$ of orthonormal frames of the tangent bundle $TM$. In relation to gauge equivariant networks [9], the focus here is on the coupling between transport of directions and curvature as opposed to equivariance of the convolution operation to gauge transformations.

Secondly, we use the frame bundle and a connection to show how a notion of global parallel transport that circumvents the complexities of nontrivial topology and curvature can be constructed. The idea builds on the Eells-Elworthy-Malliavin construction of Brownian motion [11] that uses horizontal frame bundle flows to construct the Brownian motion on nonlinear manifolds. In the frame bundle, the process results in a distribution of orientations over each point of $M$, and we use such distributions to construct a convolution operator that transports filters globally over the manifold. The construction is geometrically natural in avoiding linearization to a single tangent space. We build on this idea to construct multilayer convolutions using the anti-development of the Brownian motion, resulting in a construction that is both equivariant to frame (gauge) changes, and has a smooth integrand when $M$ is analytic.

Thirdly, we combine convolution using the weighted Fréchet mean [5, 6, 28] with the notion of diffusion means on manifolds: center points of a Brownian motion that maximizes the likelihood of a set of manifold valued data. While the weighted Fréchet mean (wFM) can be efficiently computed on manifolds when closed form expressions for geodesics is available, it is computationally more demanding to compute it on general manifolds. We generalize the diffusion mean (DM) to a weighted diffusion mean (wDM), and subsequently employ methods from stochastic bridge sampling to sample from a distribution centered at the wDM. This removes the need for expensive iterative optimization. We briefly relate the inherent stochasticity in the construction to other stochastic neural network models.
1.2 Structure of the paper

The paper starts with a brief account of the fiber bundle geometry we apply in the remainder of the paper. We then investigate the effect of curvature when combining multiple convolutions that each transport orientations along single geodesics. We then turn to the constructions targeting the two cases of manifold domain and manifold target, respectively. The paper ends with conclusion and outlook.

The aim of the paper is to introduce methods from fibre bundle geometry and stochastic on manifolds to the geometric deep learning community from a theoretical viewpoint. We leave actual experimental validation of the methodology to future work. While we focus on continuous manifold geometries, the methods are applicable as well to discrete geometries using discrete connections and parallel transport.

2 Fiber bundle geometry, parallel transport and horizontality

We here outline the fiber bundle geometry that we will use in the remainder of the paper. Particularly, we define the frame bundle $FM$, its subbundle $OM$, and we discuss the relation between horizontality and parallel transport. Further details on frame bundles as used here can for example be found in the books [18,20]. The frame bundle has been used in the context of geometric deep learning before, e.g. in [9]. Here we use the frame bundle as well, however, we focus on flows in the frame bundle, i.e. the transport of frames. Figure 1 shows the maps between the bundles used below, and Table 1a a list of symbols.

![Diagram](image-url)

The frame bundle $FM$ of a manifold $M$ is the fiber bundle $\pi: FM \rightarrow M$ over $M$ where each element $u \in FM$ is an ordered basis for the tangent space $T_x M$, $x = \pi(u)$. The map $\pi$ attaches the base point $x = \pi(u)$ in $M$ to each element $u \in FM$. If $M$ has dimension $d$, the frame $u$ is then a $d$-tuple $(u_1, \ldots, u_d)$ of tangent vectors $u_i$ that each are elements of the tangent space $T_x M$ and that in combination constitute a basis for $T_x M$. A vector $v \in \mathbb{R}^d$ can be multiplied on this basis giving an invertible linear map $\mathbb{R}^d \rightarrow T_x M : v \rightarrow \sum_{i=1}^d u_i v^i$. The resulting vector in $T_x M$ is concisely written $uv$ in accordance with the standard notation for multiplication $Av$ of a vector $v$ on a linear map $A$. In the following, we use boldface for Euclidean vectors.

When $M$ is Riemannian, the subbundle of the frame bundle $FM$ consisting of orthonormal frames is denoted the orthonormal frame bundle $OM$. Orthonormality is defined with respect to the Riemannian metric $g$ such that $g(u_i, u_j) = \delta_{ij}, i, j = 1, \ldots, d$ when $u \in OM$. Each frame $u \in OM$ provides an invertible linear map $\mathbb{R}^d \rightarrow T_x M : v \rightarrow \sum_{i=1}^d u_i v^i$, and $FM$ and $OM$ can therefore be viewed as the principal fiber bundles $GL(\mathbb{R}^d, TM)$, and $O(\mathbb{R}^d, TM)$. $GL(d)$ naturally acts on $FM$ on the right by $a. u \mapsto u \circ a$, $a \in GL(d)$. The structure group is therefore $GL(d)$. For $OM$, the structure group is the subgroup $O(d)$.

A connection $\nabla$ on $M$, e.g., the Levi-Civita connection, lifts to a fiber bundle connection $C$ on $FM$: A path $u(t) \in FM$ has zero acceleration if and only if each basis vector $u_i(t)$ is parallel transported on $M$. The connection $C$ provides a split of the tangent bundle $TM$ into vertical and horizontal components: The vertical component $VF M$ is the subbundle $\{ v \in TM : \pi(v) = 0 \}$, i.e., derivatives of paths $u(t)$ satisfying $u(t) = x$ for all $t$. That is, the base point is fixed and only the frame changes. The horizontal subbundle $HF M$ consists of derivatives of zero-acceleration, paths in $FM$ along which each basis vector $u_i(t)$ is parallel transported along the path $\pi(u(t))$ in $M$. Such paths are called horizontal. The connection $C$ is then explicitly a projection $TM \rightarrow VF M$, and, using this, $TFM$ can be split into the direct sum $VF M = VF M \oplus HF M$. $HF M$ and $VF M$ being subsets of $TM$ are also denoted the horizontal and vertical distributions, respectively.

Because of this decomposition of $TFM$, any vector $v \in T_x M$ can be lifted to a unique vector in $H_x FM$, $\pi(u) = x$. This operation written as $h_u : T_{\pi(u)} M \rightarrow H_x FM$ is denoted the horizontal lift of $v$. In particular, the basis vectors $u_1, \ldots, u_d$ can be lifted to vectors $H_i(u_i) := h_{u_i}(u_i)$, $i = 1, \ldots, d$. This gives the set of horizontal vector fields on $FM$. Importantly, the fields $H_i$ are globally defined, smooth, and, for each $u_i$, they provide a basis for $H_u FM$.

Let $\gamma$ be a curve in $M$. The connection $C$ determines the parallel transport along $\gamma$ which we write $P_\gamma$. Often $\gamma$ will be a geodesic in which case we write $\gamma(x, w)$ if $\gamma$ starts at $x$ with derivative $\gamma'(0) = w$. Using the geometric setup described above, we can express parallel transport as used.
Lemma 1. Let \( v \in \mathbb{R}^d, u \in OM \) and \( x = \pi(u) \). The transport \( u(t) = P_{\pi(x,tuv)}(u) \) is an integral curve of a horizontal flow in \( OM \).

Proof. For \( v \in \mathbb{R}^d, h_{uv}(uv) = \sum_{i=1}^d H_i(u)v^i \) is a vector field on \( FM \). Let \( \Phi : FM \times \mathbb{R} \to FM \) be the unique flow satisfying \( \partial_t \Phi(u) = h_{uv}(uv) \), and set \( u(t) := \Phi(u, t) \). Then \( u(t) \) is horizontal because \( h_{uv}(uv) \in HFM \), and thus, for each \( i = 1, \ldots, d \), \( u_i(t) \) is parallel transported along \( \pi(u(t)) \).

While the lemma only gives an expression for the parallel transport \( P_{\pi(x,tuv)}(u) \) in the language of horizontal flows, it provides the basis for understanding the coupling between convolution layers and the stochastic horizontal flows described below.

### 3 Orientations of Filters and Curvature

We here aim to use the constructions outlined in section 2 to show how curvature couples with the change of orientations happening when directions are transported backwards through a multilayer network on the evaluation of the last layer. In the next section, we will then use this approach to derive a continuous transport of orientations globally over the nonlinear domain. This allows, for example, to avoid max-pooling over directions before a fully connected final layer that combines information from distant points of the space. The overall aim is to show how the frame bundle \( FM \), the subbundle of orthonormal frames \( OM \), and horizontal flows in the tangent bundle \( TFM \) provide a structured way to account for the change of orientations caused by the holonomy of the manifold.

We start with a brief outline of strategies for generalizing convolution to manifold domains, focusing in particular on the directional functions as introduced in [29] and fiber convolution to manifold domains, focusing in particular on the holonomy of the manifold.

In e.g. [9] as a flow in \( OM \):

#### 3.1 Background

Let \( M \) be a \( d \)-dimensional Riemannian manifold and \( f : M \to \mathbb{R}^{d_{in}} \) a vector-valued function, e.g. an single channel image (\( d_{in} = 1 \)) or an RGB image (\( d_{in} = 3 \)). If \( M \) is Euclidean, i.e. \( M = \mathbb{R}^d \), each layer in a convolutional network applies the Euclidean convolution \( k * f(x) = \int_{\mathbb{R}^d} k(-v)f(x + v)dv \) using a kernel \( k : \mathbb{R}^d \to \mathbb{R}^{d_{out} \times d_{in}} \) to give a \( d_{out} \)-dimensional output. This is followed by composition with a non-linearity on each component. Discretizing the convolution spatially gives the output as \( y(x) = \sum_{i,j} k(-i,j)f(x + (i,j)) \) when \( d = 2 \) and the sum over \( i \) and \( j \) runs over the support of the kernel. The kernel \( k \) is then specified by a finite set of entries referred to as weights.

The linearity of the convolution operation gives rise to the view of each layer as a tensor on functions \( M \to \mathbb{R}^{d_{in}} \). When the convolution appears in the \( l \)-th layer of a multilayer network, each component \( y^n \) of the vector-valued output can be regarded as a result of a tensor convolution

\[
y^n = k^n * f^1 + \cdots + k^m * f^m
\]

using a set of kernels \( k^n \).

When \( M \) is a nonlinear manifold, approaches for generalizing convolution includes spectral methods [4], and techniques using the group structure when \( M \) is a Lie group or a homogeneous space [8, 29], building on [24] and [2], defines the convolution operator using pseudo-coordinates, a family of local charts \( \phi_x, x \in M \) that by mapping each point in a neighborhood \( U_x \subset M \) to \( \mathbb{R}^d \) allows the notion of patch-operator to be defined as \( D_j f = \int_{U_x} \omega_j(\phi_x(y))f(y)dy \). The patch operator is subsequently matched to a template to give the final generalized convolution. Particularly, the patch operator can be chosen to be rotationally invariant, e.g. using local geodesic polar coordinates, thus removing ambiguity in the orientation of the chart. However, this significantly restricts the wealth of kernels that can be used in the network.

The pseudo-coordinates in [24] allows rotationally non-invariant kernels by aligning orientations with respect to the directions of maximal curvature direction. However, handling the ambiguity of rotations is not solved entirely in this way because maximal curvature direction may not be defined (e.g. on constant curvature spaces such as spheres); curvature is a local notion which can imply rapid shifts in directions over short distances; topology constrains the set of non-vanishing continuous vector fields (e.g., the hairy-ball theorem on spheres) and so a continuous set of orientations cannot generally be found on topologically non-trivial spaces.

To handle the lack of global orientations on surfaces (\( d = 2 \)), [29] proposes to convolve with functions \( f : TM \to \mathbb{R} \) that in the second argument take a tangent vector representing a direction. This vector is parallel transported along minimizing geodesics resulting in the convolution

\[
k * f(x, w) = \int_{\mathbb{R}^d} k(wv)f(Exp_{x}(wv))dv \]

where the map \( Exp_x \) is the Riemannian exponential map \( Exp_x : T_xM \to M \) combined with parallel translation of the (normalized) vector \( v \) to provide directional information for the evaluation of \( f \). The direction \( w \) in the 2D case determines an isometry between \( T_xM \) and \( \mathbb{R}^2 \), and the kernel \( k_w \) is defined using this isometry. The use of directional functions implies

<table>
<thead>
<tr>
<th>Definition</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( k * f(x) = \int_{\mathbb{R}^d} k(-v)f(x + v)dv )</td>
<td>Euclidean, ( f : \mathbb{R}^d \to \mathbb{R} )</td>
</tr>
<tr>
<td>( k * f(x, v) = \int_{\mathbb{S}^1} k(v)f(\Exp_{\gamma}(v))dv )</td>
<td>( \Exp )-parametrized, ( f : M \times \mathbb{S}^1 \to \mathbb{R} )</td>
</tr>
<tr>
<td>( k * f(x) = \int_{\mathbb{R}^d} k(v)\Exp_{\gamma}(u\gamma v)f(\Exp_{\gamma}(u\gamma v))dv )</td>
<td>gauge, ( f : M \to \mathbb{R} )</td>
</tr>
<tr>
<td>( k * u_{\gamma}f(x) = \int_{\mathbb{R}^d} f(\Exp_{\gamma}^{-1}(u\gamma v))k(-v)f(U_{\gamma}^{-1}v)P(d\gamma)dv )</td>
<td>( OM ) distribution ( U_{\gamma}^{-1} )</td>
</tr>
<tr>
<td>( k * u_{\gamma} \Log f(x) = \int_{\mathbb{R}^d} E[k(-u^{-1}Log((\pi(U_{\gamma}^{-1})))v)f(U_{\gamma}^{-1}v)]P(d\gamma)dv )</td>
<td>( OM ) distribution ( U_{\gamma}^{-1} )</td>
</tr>
<tr>
<td>( k * w, f(u) = E[k(-W_t)\Exp_{\gamma}(v))f(\Exp_{\gamma}(v))dv )</td>
<td>( \mathbb{R}^d ) Brown. motion ( W_t ), ( OM ) process ( U_{\gamma}^{-1} )</td>
</tr>
</tbody>
</table>

**TABLE 2**

List of convolution operators used in the paper.
that directions are propagated between layers in a consistent way. Parallel transport is also used to define convolution in \cite{9}.

Gauge equivariant networks \cite{9} provide a related approach to handle directional ambiguity. A gauge for the tangent bundle $TM$ is a map $u : U \times \mathbb{R}^d \to TM$ that for each $x$ in an open set $U \subset M$ gives an invertible linear map $u_x : \mathbb{R}^d \to T_xM$. Equivalently, a gauge is a local section of the frame bundle. Let $\pi_{\text{in}} : N_{\text{in}} \to M, \pi_{\text{out}} : N_{\text{out}} \to M$ be two vector bundles over $M$. A gauge equivariant convolution takes as input a section $f : M \to N_{\text{in}}$ of $N_{\text{in}}$ and outputs a section of $N_{\text{out}}$ given by $k \ast f(x) = \int_{\mathbb{R}^d} k(\nu) f_{\gamma(x, u\nu)}(\cdot) d\nu$ where $P_{\gamma \ast p} : \pi_{\text{in}}^{-1}(p) \to \pi_{\text{in}}^{-1}(x)$ is a transport operation in $N_{\text{in}}$ along a unique minimizing geodesic, either by parallel translating each vector of $u_{x,\text{in}}$ to $p$ or by using a connection on the bundle $N_{\text{in}}$. Gauges enter in the kernel as $k(\nu) = u_{\gamma,\text{out}}k(\nu)\pi_{\text{in}}^{-1}(x)$ where $k(\nu) \in \mathbb{R}^{d_{\text{in}} \cdot d_{\text{out}}}$ and $u_{x,\text{in}}, u_{x,\text{out}}$ are frames for $N_{\text{in}}, N_{\text{out}}$, respectively. The convolution can be shown to be independent of the choice of gauges if $k$ satisfies an invariance condition \cite{9} dependent on the structure group, see also \cite{21}. Particularly relevant is equivariance to the rotation group $\text{SO}(d)$, equivalently choices of orthonormal frames in the bundle $OM$ described below. In this case, gauge equivariance for scalar valued functions is equivalent to rotational invariance.

### 3.2 Directional functions

A natural generalization to higher dimensions of the convolution of directional functions on surfaces in \cite{29} is to define convolution on functions $f : OM \to \mathbb{R}$ where $OM$ is the orthonormal frame bundle $OM$. Then convolution can be defined as

$$k \ast f(u) = \int_{\mathbb{R}^d} k(-\nu)f(\gamma(x, u\nu)(u)) d\nu, \quad x = \pi(u) \quad (2)$$

Note that the frame bundle element $u$ is used to map the $\mathbb{R}^d$ vector $v$ to the vector $u\nu$ in $T_xM$ to give the direction of the geodesic $\gamma(x, u\nu)$. The frame $u$ is then parallel transported along this geodesic to enable evaluation of $f$. Here, we focus on real valued functions and kernels $k : \mathbb{R}^d \to \mathbb{R}$ though the construction and the additional convolutions defined below extend to multiple output channels or bundle valued outputs (see section 4.2).

**Remark 1.** Note the difference between this construction and the gauge equivariant case: The input functions in the latter case have no directional input information; instead they are equivariant to gauge changes, e.g., the action of $\text{SO}(d)$. However, for $f : OM \to \mathbb{R}$ and $x \in M$, we can view the restriction $f_{\pi_{OM}^{-1}(x)}$ to the fiber over $x$ as an element of the bundle $N = \{ x \in M | h : \pi_{OM}^{-1}(x) \to \mathbb{R} \}$ of functions on the fibers $\pi_{OM}^{-1}(x)$. The group $\text{SO}(d)$ acts on $N$ on the right by $a \cdot h(u) = h(a\cdot u)$, $a \in \text{SO}(d)$, and the convolution \cite{2} can be seen as a gauge equivariant network with $N_{\text{in}} = N_{\text{out}} = N$. In fact, in this case, equivariance implies that any convolution output is a function on the fibers because of the dependence on the frame/gauge. Orientation functions can be seen as continuous analogues of the discrete rotations used in \cite{9}.

In the convolution \cite{2}, it is important to note that directional information propagates backwards through a composition of layers: As illustrated in Figure 2 let $f_1 = k_1 \ast f$ and $f_2 = k_2 \ast f_1$. Then in the convolution to produce $f_2(u)$, $u$ is parallel transported along geodesics from $x = \pi(u)$ in order to evaluate $f_1$. The frames $P_{\gamma(x, u\nu)}(u)$ are then in turn parallel transported a second time before evaluating $f$. Because of the path dependence of parallel transport, this is in general not equal to parallel transporting only once if evaluating a filter $(k_2 \ast k_1) \ast f$ with $k_2 \ast k_1$ denoting the standard Euclidean convolution. We show below how this difference is related to the curvature of $M$.

The convolutions defined in \cite{29}, \cite{9} and \cite{2} above implicitly construct a gauge in the evaluation of the integral in the convolution because the parallel transport $P_{\gamma(x, u\nu)}(u)$ gives a local section of $OM$. This is a specific choice of gauge, and a different choice would result in different results of the convolution. In particular, a different choice of paths along which $u$ is parallel transported would have this effect (see also discussion in \cite{7}). Below, we will embrace this by defining a measure on such paths and integrating out the effects of the difference in parallel transport. As noted above, $k$ is often assumed to have limited support implying that the choice of paths may not have a great effect. However, this may not be the case when the output features of distant points are compared in fully connected layers appearing as the last layers of a multilayer network. Currently, max-pooling over directions is often applied before such a layer \cite{9}. Below, we construct a principled way to integrate rotations without such a pooling.

### 3.3 Curvature and composition of layers

Associativity $(k_2 \ast k_1) \ast f = k_2 \ast (k_1 \ast f)$ of the Euclidean convolution is a consequence of its translation invariance. Parallel transport of frames along geodesics implies trans-
commutativity of the Euclidean convolution.
The commutativity relation (6) results from using (4) and
Let \( \omega_0 \cdot T \) theorem again, we get
\[
\begin{align*}
\mathcal{L}(u, v) &= -\mathcal{C}([h_u(v), h_u(w)]) ,
\end{align*}
\]i.e., the curvature measures the vertical component of the bracket between horizontal vector fields.

**Theorem 1.** Let \( k_1, k_2 \) be kernels with \( \text{supp}(k_i) \subseteq B_r(0) \), and \( f \in C^2(OM, \mathbb{R}) \). Then
\[
k_2 \ast (k_1 \ast f) - (k_2 \ast k_1) \ast f = \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} k_2(-v_2)k_1(-v_1)[h_u(uv_2), h_u(uv_1)]f \, dv_1 \, dv_2 + o(r^{d+1})
\]
and
\[
k_2 \ast (k_1 \ast f) - k_1 \ast (k_2 \ast f) = \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} k_2(-v_2)k_1(-v_1)[h_u(uv_2), h_u(uv_1)]f \, dv_1 \, dv_2 + o(r^{d+1}) .
\]
In particular, the vertical part of the non-commutativity in (6) is a function of the curvature tensor \( R(uv_2, uv_1) \).

**Proof.** Let \( f^\gamma : OM \to \mathbb{R} \) be the map \( u \mapsto f(P_t(\pi(u), uv)) \) (the map in the integrand of (2)). By Taylor’s theorem and Lemma 1, \( f^\gamma(u) = f(u) + h_u(uv)f + o(||v||) \). Applying Taylor’s theorem again, we get \( (f^\gamma)^{-1}(v_2) = f(v_1) + h_u(uv_1)f + h_u(uv_2)f + h_u(uv_2)h_u(uv_1) + o(||v_1||, ||v_2||) \). Then, using the regular Euclidean convolution \( k_1 \ast k_2 \),
\[
k_2 \ast (k_1 \ast f)(u) - (k_2 \ast k_1) \ast f(u) = \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} k_2(-v_2)k_1(-v_1)(f^\gamma)^{-1}(v_2)(f - f^\gamma - v_2)(u) \, dv_1 \, dv_2
\]
\[
d = \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} k_2(-v_2)k_1(-v_1)[h_u(uv_2), h_u(uv_1)]f \, dv_1 \, dv_2 + o(r^{d+1}) .
\]
The commutativity relation (6) results from using (6) and commutativity of the Euclidean convolution.

The result makes explicit the relation between non-commutativity and non-associativity of convolution kernels when using parallel transport and the curvature of the manifold, equivalently non-integrability of the horizontal distribution HF M as seen by the brackets \([h_u(uv_1), h_u(uv_2)]\) being nonzero. One can also view the use of the Riemannian exponential map and parallel transport along geodesics as a linearization of the manifold \( \mathbb{M} \). The lack of commutativity is a reflection of the fact that such linearizations generally do not lift to subspaces of the frame bundle. The lifted vector fields are horizontal, but the horizontal fields are only integrable (and thus tangent fields of a subspace) when the curvature is zero.

**Theorem 1** is local statement that describes how curvature at the center point \( x \) implies noncommutativity of the convolution. If the kernels have significant mass away from \( 0 \in \mathbb{R}^d \approx T_x \mathbb{M} \), this linearized view cannot fully capture the nonlinear effect of curvature. The resulting deviation is captured in the remainder term \( o(r^{d+1}) \). Importantly, the theorem states that the convolution will be noncommutative no matter how small \( r \) is when \( k_1, k_2 \) are positive in the ball \( B_r(0) \), regardless of the dimension \( d \).

### 4 Convolution with Horizontally Distributed Orientations

When applying multiple convolutions, the consecutive application of parallel transport is related to time-parameterized flows in stochastic analysis on manifolds. We first describe the Riemannian Brownian motion as an example of such a flow and use it to distribute orientations along multiple paths between pairs of points. Subsequently, we show how compositions of many layers can be seen as a time-discretized \( OM \) flow.

Let \( (\Omega, (\mathcal{F}_t)_{t \geq 0}, \mathbb{P}) \) be a standard probability space with filtration \( (\mathcal{F}_t)_{t \geq 0} \). The Riemannian Brownian motion is a stochastic process \( X_t \), i.e. a time-indexed sequence of \( \mathcal{F}_t \) measurable, \( M \)-valued random variables, that has density \( p_t(\cdot, x) \) where \( x \) denotes the starting point of the process, i.e. \( X_0 = x \). \( p_t(\cdot, x) \) is also denoted as the heat kernel, and it satisfies the heat equation \( \partial_t p_t = -\frac{1}{2} \Delta p_t \) where \( \Delta \) is the Laplace-Beltrami operator of \( M \). \( p_t(\cdot, x) \) is smooth for all \( t > 0 \), and non-zero if \( M \) is connected. The heat flow has been used extensively in geometric deep learning [9]. Here we focus on its relation to parallel transport.

The construction of the Riemannian Brownian motion is non-trivial due to the global nature of the process but the local nature of charts, see e.g. [12]. One approach is the Eells-Elworthy-Malliavin construction [11] that avoids the use of charts by mapping horizontal \( OM \) flows to \( M \): An \( \mathbb{R}^d \)-valued Euclidean Brownian motion \( W_t \) is mapped to an \( OM \)-valued stochastic process \( U_t \) by the SDE \( dU_t = \sum_{i=1}^{d} H_i \circ S dW^i_t \) where \( \circ S \) denotes Stratonovich integration, see e.g. [13] for details. The starting point \( U_0 \) is one point in \( u \in OM \). We make the dependence on the starting point explicit by writing \( U^u_t \). By mapping \( U^u_t \) to the manifold, the resulting process \( X^u_t = \pi(U^u_t) \) is a Brownian motion with starting point \( x = \pi(u) \). Figure 5 illustrates the relation between \( W_t, U_t \) and \( X_t \). Long-time existence of the Brownian motion can be proven under mild assumptions on \( M \) (e.g. compactness is sufficient).

For each \( t \), \( U_t \) is an \( OM \)-valued random variable and \( X_t \) is an \( M \)-valued random variable. The distribution cor-
responding to \( X_t \) has density \( p_t(\cdot; x) \). \( U_t \) may also have a smooth density on \( OM \), however, this depends on the curvature: \( U_t \) at time \( t \) hit a fiber \( \pi_{OM}^{-1}(y), y \in M \) along many different paths on \( M \), not just geodesics. Each such path will have its own parallel transport, and which point in the fiber is hit depends on the path. The difference will be a shift of orientation, i.e., a gauge transformation. \( U_t \) thus gives a distribution of orientations for each fiber \( \pi_{OM}^{-1}(y) \). For flat manifolds, parallel transport is path independent, and \( U_t \) is supported on a \( d \)-dimensional submanifold of \( OM \). Conversely, on curved manifolds with holonomy group \( SO(d) \), all rotations appear, \( U_t \) will be non-zero on all of \( OM \), and it will have a smooth, positive density.

While for the convolution \( U_T \) we only used geodesics from a point \( x \) in the parallel transport, the \( OM \)-flow defines a probability measure \( \mathbb{P}_{U_T} \) on stochastic paths from \( x \). We can use this to define a convolution that takes any \( \mathbb{P}_{U_T} \)-measurable path into account:

\[
k * U_T \cdot \mathbb{P}_{U_T} f(u) = \int_{\mathbb{R}^d} \int_{\pi^{-1}(\text{Exp}_{x}(\omega v))} k(-v)f(U_T)(dU_T)(dv) \tag{8}
\]

Note that the definition integrates over each fiber \( \pi^{-1}(\text{Exp}_{x}(\omega v)) \) in \( OM \) with the distribution on each fiber being a result of the \( OM \) flow \( U_T \) at a fixed time \( T > 0 \), see Figure 4. The notation \( *_{U_T} \cdot dv \) makes the dependence on the measures \( \mathbb{P}(dU_T) \) and \( dv \) in the integration explicit.

For kernels with limited support, minimizing geodesics are in practice unique, and parallel transport can reasonably be performed along minimizing geodesics. This is generally the case for convolutional layers. However, the last layers of a network can be fully connected, and one thus cannot limit the support of the kernel. Instead, pooling over rotations can be performed to remove the rotational ambiguity of non-unique geodesics. In contrast, the convolution \( \mathbb{P}(dW_t) \) allows a fully connected layer to include information from the entire manifold while handling rotations in a principled way. In particular, the orientation distribution is continuous as a function of \( u \) when \( M \) is analytic as discussed below.

### 4.1 Multilayer convolution as stochastic flow

We now aim to improve the convolution \( \mathbb{P}(dW_t) \) to express it in stochastic terms, and to give it a natural behaviour when composing layers. For this, we need the notion of stochastic development and anti-development that expresses the relation between the processes \( W_t, U_t, \) and \( X_t \). First, let us rewrite \( \mathbb{P}(dW_t) \) to avoid the split between the fiber integration \( \mathbb{P}(dU_T) \) and the Euclidean integration \( dv \). We do that using the distribution \( U_T \) directly:

\[
k * U_T \cdot \mathbb{P}_{U_T} f(u) = \int k(-u^{-1}\log_x(\pi(U_T)))f(U_T)\mathbb{P}(dU_T) \tag{9}
\]

where \( \log_x \) denotes the local inverse of the \( \text{Exp}_x \), and \( E \) the expectation with respect to the law of \( U_T \). \( \log_x \) here provides pseudo-coordinates: Because the integration is now over \( OM \), we need to map to \( \mathbb{R}^d \) to evaluate the kernel \( k \). This again makes the integrand discontinuous because of the local nature of \( \log_x \) (the logarithm is discontinuous when crossing the cut locus). It turns out that this deficiency can be removed.

**Recall the connection between the \( \mathbb{R}^d \)-valued Brownian motion \( W_t \) in the Eells-Elworthy-Malliavin construction and the \( M \)-valued process \( X_t = \pi(U_t) \). \( X_t \) is denoted the stochastic development of \( W_t \), since \( X_t \) is developed, or rolled-out, over \( M \) following the stochastic increments \( dW_t \) for each time \( t \) using the current values of the process \( U_t \) to map from \( \mathbb{R}^d \) to \( T_X M \). The reverse is also true: Any \( M \)-valued semimartingale can be anti-developed to a semi-martingale on \( \mathbb{R}^d \). Figure 3 illustrates the relation between sample paths \( W_t(\omega) \) and the developments \( U_t(\omega) \). Using this relation directly, we can define a convolution as**

\[
k * W_T f(u) = \int k(-W_T)f(U_T)\mathbb{P}(dW_T) = E[k(-W_T)f(U_T)] \tag{10}
\]
The mapping from $W_t$ to $U^n_t$ by development is used, and the expectation on the right-hand side is with respect to the law of the Brownian motion $W_t$. Note that $k$ is evaluated on $W_T$ for a fixed $T$. This Euclidean random variable is in fact normally distributed. However, $f$ is evaluated on the $OM$-valued random variable $U^n_T$ that automatically includes directional information. In comparison with [9], $\log_e$ is not used in [10].

The convolution depends on the Brownian motion $W_t$ up until the evaluation time $T > 0$. Varying $T$ will change the distribution of orientations over $M$: For $T$ large, all orientations will diffuse to be equally probable; in the limit $T \to 0$, the convolution (2) is recovered because the $U^n_T$ measure concentrates around the points in each fiber that corresponds to parallel transport along geodesics from $x$ (see small-time asymptotic limit results in, e.g., [18] and [35]).

**Remark 2.** The $OM$ endpoint $U^n_T$ is dependent on the entire path $U^n_t$, $t \in [0, T]$: Let $\omega^1, \omega^2$ be two elements of $\Omega$ such that $W_T(\omega^1) = W_T(\omega^2)$. Then $U^n_T(\omega^1)$ does not necessarily equal $U^n_T(\omega^2)$. This is a consequence of curvature and reflects that development is a map from the path space $W([0, T], \mathbb{R}^d)$ to the path space $W([0, T], OM)$, i.e., the endpoint $U^n_T(\omega)$ is dependent on the entire path $W_T(\omega)$. The path spaces are Wiener spaces of continuous paths on $[0, T]$.

Brownian motion or, equivalently, the heat flow is a semi-group which is often expressed in terms of the density: $p_{t+s}(y; x) = \int_M p_s(y; z)p_t(z; x)dz$. In other words, we can obtain $W_{t+s}$, $U^n_{t+s}$, and $X^n_{t+s}$ by starting the stochastic processes at $0$, $u$, and $x$ respectively, running the process to time $t$, and then restart the processes at $W_t$, $U^n_t$ and $X^n_t$ to obtain $W_{t+s} = W_{s}W_t$, $U^n_{t+s} = U^n_sU^n_t$, and $X^n_{t+s} = X^n_sX^n_t$. We can use this and development to express compositions of convolution as one integral over the Brownian motion with the filters applied at discrete times. To see this, compose two $W_T/2$ convolution layers to get

$$k_2 \ast_{W_T/2} (k_1 \ast_{W_T/2} f)(u) = E[k_2(-W_T/2)(k_1 \ast_{W_T/2} f)(U^n_{T/2})] = E[k_2(-W_T/2)E[k_1(-(W_T - W_T/2))f(U^n_{T/2})]] = E[k_2(-W_T/2)k_1(-(W_T - W_T/2))f(U^n_{T/2})]$$

(11)

using the semigroup property for $W_t$ and $U_t$. Note that $W_T - W_T/2$ is Gaussian distributed with variance equal to $W_T/2$. Thus, with $n$ layers and filters $k_1, \ldots, k_n$,

$$k_n \ast_{W_T/n} (k_{n-1} \ast_{W_T/n} \cdots (k_1 \ast_{W_T/n} f)(u)) = E[k_n(-(W_T/n)k_{n-1}(-(W_{2T/n} - W_T/n)) \cdots k_1(-(W_T - W(n-1)T/n))f(U^n_{T/n})]$$

For the evaluation of the output layer at $u$, the result of the convolution, with $f$ being the input function, the stochastic flow visits the layers evaluating $k_n$ at $t = T/n$ and $k_1$ at $t = T$. **Forward** time of the processes $W_t$ and $U^n_t$ thus implies backwards visits through the layers. All differences $W_{T/n} - W_{(1-T)/n}$ are normally distributed in $\mathbb{R}^d$. The base points $\pi(U^n_{T/n})$ in $M$ follow the distribution of a Brownian motion started at $\pi(u)$ evaluated at $t = T$, and orientations are distributed in $OM$ by parallel translating along the stochastic paths $\pi(U_t)$ in $M$. The effect of the convolution can be seen by comparing Figure 5 with Figure 2.

### 4.2 Properties

**Tensor convolutions:** When the convolution (10) appear in the $l$th layer of a multilayer network with multi-dimensional input and output, we can generalize the tensor convolution (1) by writing (10) in the form

$$y^n = E[k^n(-W_t)f(U^n_t)] = E[k^n(-W_t)f_1(U^n_t)] + \cdots + E[k^n_m(-W_t)f_m(U^n_t)]$$

with a set of kernels $k^n_m$, $m$ being the entries of the kernel tensor $k$. The linearity of the expectation thus implies that convolution can be extended to tensor convolution similarly to the Euclidean case.

**Equivariance:** Let $f : OM \to \mathbb{R}$ and $a \in \mathbb{O}(d)$. As mentioned previously, $a$ acts on the right on $f$ by $(a.f)(u) = f(a.u)$ (recall that $GL(d)$ acts on $FM$ by right composition). Then

$$k \ast_{W_T}(a.f)(u) = E[k(-W_T)f(U^n_T \circ a)] = E[k(-W_T)f(U^n_{T/a})]$$

$$k \ast_{W_T} f(a.u) = a.(k \ast_{W_T} f)(u)$$

because the parallel transport in $U^n_t$ acts on $u$ by composition on the left. The horizontal convolution is thus equivariant to the $O(d)$ action on functions $OM \to \mathbb{R}$.

**Smoothness:** When the finite bracket span of $H_{\mu} FM$, i.e., the span of iterated brackets $[[[H_{i_1}(u), H_{i_2}(u)], H_{i_3}(u)], \ldots, H_{i_d}(u)]$, $r \in \mathbb{N}, i_1, \ldots, d$, generates a subspace of $T_{0}OM$ of constant rank as a function of $u$, there exists a submanifold of $OM$ on which $U^n_t$ has a smooth, positive density for all $t$ by the Frobenius theorem. In this case, the integrand $f(U^n_t)$ in the convolution inherits the smoothness of $f$. This is in contrast to the parallel transport of frames along minimizing geodesics where the minimizing geodesics...
shift discontinuously when crossing the cut locus. The constant rank condition is for instance satisfied for analytic manifolds \([25]\) and homogeneous spaces.

**Nonlinearities:** With addition of layer-wise nonlinearities \(\phi_i, i = 1, \ldots, n\), the full network takes the form

\[
\phi_n(k_n * W_T/n, \phi_{n-1}(\cdots \phi_1(k_1 * W_T/n)))(u) = \phi_n(\mathbb{E}[k_n(-W_T/n)\phi_{n-1}(\mathbb{E}[k_{n-1}(-(W_{2T/n} - W_T/n)) \cdots \\
\phi_1(\mathbb{E}[k_1(-(W_T - W_{(n-1)/n} - W_T/n)) f(U_T^n)])]])
\]

**Spatial pooling and Gaussian weighting:** There is an implicit Gaussian weighting in the integral in (10) since \(W_T\) is normally distributed. This is in contrast to the most standard form of convolution where the integral is taken with respect to the Lebesgue measure on \(\mathbb{R}^d\). This can be compensated for in reweighting the kernel, i.e. exchanging \(k(x)\) with \(k(x)/p_T(x)\) where \(p_T\) is the density of the centered normal distribution in \(\mathbb{R}^d\) with variance \(T\). The use of the Brownian motion makes the construction related to the diffusion-convolution networks \([1]\), and the anisotropic heat flow used to construct patch operators in \([2]\). However, the focus here is on distributing orientations in \(OM\) as opposed to constructing a density or defining patches on \(M\).

It is common practice to use a form of spatial pooling in convolutional networks. Average pooling is by construction convolution with a box kernel. With stride, it provides a coarsened version of the discretized output function similarly to max-pooling. The Gaussian weighting of the integral gives a similar effect when convolving the result of a convolution with an identity kernel: Letting \(k_2(x) = 1\) in (11), we get \(k_2 * W_{T/2}(k_1 * W_{T/2} f)(u) = \mathbb{E}[k_1(-(W_T - W_{T/2})) f(U_T^2)]\) where it can be seen that \(f\) is evaluated at time \(T\) of the Brownian motion whereas \(k_1\) is evaluated at \(W_T - W_{T/2}\) which has half the variance. This can be seen as a “Gaussian stride”: \(f\) is evaluated at points having twice the variance as the evaluation points of the kernel thus mimicking the way regular stride doubles the length scale on which the input function is evaluated. In the Euclidean situation, the result can be seen as exchanging the average filter in average pooling with a convolution of the output with a Gaussian kernel of larger width.

### 4.3 Numerical implementation

While the heat equation on manifolds is a nonlinear PDE, the heat kernel can be numerically computed efficiently on discretized surfaces. The vector heat method \([33]\) lifts this to transport in the tangent bundle. We expect these methods to be transferable to efficient numerical evaluation of the expectation in (10). Though an actual implementation is left to future work, a sketch algorithm is listed in Algorithm 1.

On 2D surfaces where the fibers \(\pi^{-1}(x)\) are isomorphic to the circle \(SO(1)\), \(OM\) can be discretized by a triangulation of \(M\) together with a division of \(SO(1)\) in a finite set of bins. The kernel \(k\) will in practice also be discrete giving a natural discretization of \(\mathbb{R}^d\). Importantly, the integration in step 1. of Algorithm 1 can be precomputed prior to training and prediction as only the evaluation of the integral (step 2.) depends on \(f\) and \(k\). Numerical integration of the density \(\rho\) is therefore not needed at training or prediction time. In addition, the integration needs only be precomputed once for each \(x \in M\) since equivariance implies that computing

**Algorithm 1:** Evaluation, convolution \(k * W_T f(u)\)

1. Integrate the density \(\rho : \mathbb{R}^d \times OM \rightarrow \mathbb{R}\)
   \[
   \partial_t \rho_t^{(0,u)} = A^\star \rho_t^{(0,u)}
   \]

   from \(t = 0\) to \(T\) with \(\rho_0^{(0,u)} = \delta_{(0,u)}\) and \(A\) being the generator for the \(\mathbb{R}^d \times OM\)-valued process \((W_t, U_T^t)\).
2. Evaluate the integral
   \[
   \int_{\mathbb{R}^d \times OM} (k(-v)) \rho_T^{(0,u)}(v, \tilde{u}) d(v, \tilde{u})
   \]

   for one \(u \in \pi^{-1}(x)\) makes the value available for all elements of the fiber.

Examples of numerical implementation of stochastic horizontal transport, development and Monte Carlo approximation of \(p_t(\cdot; x)\) can be found in the Theano Geometry framework \([22]\).

### 5 Sampling means for manifold valued convolutional filters

We now switch focus and consider the situation of a manifold valued convolutional filter, i.e. \(k * f\) takes values in \(M\). The complexity here lies in the fact that there is no direct way to enforce the value of an integral to take values in a manifold. This problem has been the focus of intensive interest in geometric statistics, the statistical analysis of data in geometric spaces: Fréchet defined in \([13]\) a generalization of the Euclidean expected valued as the Fréchet mean (FM), and this and related notions of manifold means have been treated in numerous works. Relevant for the present context is the introduction of weights and the weighted Fréchet mean (wFM) which in \([5, 6, 28]\) is used to define a generalization of the Euclidean convolution that takes values in a manifold.

Because both the Fréchet mean and the weighted Fréchet mean are posessed as optimization problems – minimizers of the (weighted) variance, they are typically expensive to compute, which is a major obstacle in deep learning applications. This issue can be handled in spaces where geodesics have closed form solution using an inductive estimator \([5, 6]\).

Here, we take a different view on the estimation problem and propose a method for **sampling** from a distribution centered around weighted means, thus removing the need for optimization steps to find shortest geodesics and a minimizer of the expected variance. For this, we introduce the **weighted diffusion mean**, a version of mean value that is defined from a likelihood principle in contrast to the non-parametric definition of the Fréchet mean. We develop a novel sampling scheme in the \(n\)-fold product manifold \(M^k\) for \(k\) points by conditioning a stochastic process to hit the diagonal of \(M^k\), identify the distribution of the resulting random variable, and relate the introduced stochasticity to other stochastic neural networks models.

#### 5.1 Background

Euclidean convolution can be written \(k * f(x) = \mathbb{E}[k(x - z) f(z)]\) with expectation with respect to the Lebesgue mea-
sure. Assuming \( E[k] = 1 \), the result can equivalently be expressed as \( k \ast f(x) = \argmin_{y \in \mathcal{M}} E[k(x - z)\|y - f(z)\|^2] \) where \( \| \cdot \|^2 \) denotes the squared Euclidean norm by differentiating at optimal \( y \), see e.g. [15].

While the expected value does not have a manifold equivalent, the Riemannian generalization \( \argmin_{y \in \mathcal{M}} E[k(z)d(y, f(z))^2] \) of the variational formulation has solutions which are denoted weighted Fréchet means, see e.g. [23] (local minimizers are denoted weighted Karcher means). The weighted Fréchet mean is in [4, 6, 25] used to define a manifold valued convolution operator: For \( x_1, \ldots, x_n \in M \) and weights \( w_1, \ldots, w_n \in \mathbb{R} \), the generalized convolution is \( \argmin_{y \in \mathcal{M}} \sum_{i=1}^{N} w_id(y, x_i)^2 \). This can be formulated in a continuous setting for \( f : M \to M, x \in M \) as \( k \ast f(x) = \argmin_{y \in \mathcal{M}} E[k(x, z)d(y, f(z))^2] \) where \( k : M \times M \to \mathbb{R} \) is the kernel satisfying \( E[k(x, \cdot)] = 1 \) for each \( x \).

Generally, computing the weighted Fréchet mean is expensive requiring solution of nested optimization problems: Each computation \( d(y, x_i)^2 \) for a candidate \( y \) includes, for each \( x_i \), solving an optimization problem to find the squared length of a minimizing geodesic on \( M \), and this computation needs to be iterated in each step of an iterative, gradient based optimization to find an optimal \( y \). This is clearly not adequate for deep learning applications. [5, 6] propose to use an inductive estimator that computes an estimate of the wFM by computation of \( n - 1 \) geodesics between the candidate point and the input \( x_i \). This computation is efficient in the cases where geodesics can be computed efficiently, e.g. in closed form. In this case, it is possible to backpropagate through the wFM estimation, and thereby to use the convolution layer in a standard deep network setup.

The Fréchet mean as used in geometric statistics has a cousin in the diffusion mean (DM [16, 17], also denoted Brownian motion maximum likelihood mean, see e.g. [30, 34, 36]). This definition uses that the Euclidean expected value has an equivalent definition as the maximally likely center point \( y \) of independent samples \( x_1, \ldots, x_n \) from normal distributions \( N(y, T/w_i) \), \( i = 1 \) to \( n \).

Again taking the Brownian motion as the manifold equivalent of the Euclidean normal distribution with density \( p_{T/w_i}(\cdot ; y) \), here we define the weighted diffusion mean wDM as \( \argmax_y \sum_{i=1}^{N} \log p_{T/w_i}(x_i; y) \) (discrete version) and \( \argmax_y E[\log p_{T/k(z)}(z; y)] \) (continuous version). As we will see below, the probabilistic nature of the mean allows sampling from a distribution centered at the mean, thereby removing the need for optimization to find geodesics.

Similarly to the use of the wFM for convolution, the manifold-valued convolution using the wDM is here

\[
 k \ast f(x) = \argmax_{y \in \mathcal{M}} E[\log p_{T/k(z)}(f(z); y)]
\]

with \( k : M \times M \to \mathbb{R} \) and \( f : M \to M \).

5.3 Bridge sampling for likelihood approximation

We now switch the roles of \( y \) and the data \( x_i \): In the Euclidean setting, we consider the probability of observing \( y \) in each of the \( n \) distributions \( N(x_i, T/w_i) \) simultaneously. The distribution of \( y \) is then \( N(\sum_{i=1}^{N} w_i x_i, \sum_{i=1}^{N} w_i T) \), i.e. again a normal distribution however centered at the weighted mean. On manifolds, it is computationally difficult to compute the wDM directly similarly to the wFM, but it turns out we can sample from a manifold equivalent of the distribution of \( y \). We achieve this by sampling a conditioned Brownian motion in the \( n \)-fold product manifold \( M^n \). Below, we first discuss sampling the conditioned distribution in the one sample situation (\( n = 1, w_1 = 1 \)) before moving on to the weighted case.

Let \( y, v \in M \), and let \( X_v^t \) denote the Brownian motion starting at \( y \). The time \( t = T \) conditioned process \( X_v^t | X_T = v \), a Brownian bridge, has the property of hitting the target value \( v \) at time \( T \) a.s. Sampling of the conditioned process is often of interest because it can be used to approximate the heat kernel \( p_{T/v}(y; v) \). That is, if we can sample a process that approximates \( X_v^T | X_T = v \), we can approximate the heat kernel even in high dimensions were direct solution of the heat PDE is not applicable. In general, for an Itô stochastic differential equation (SDE)

\[
 dx_t = b(x_t)dt + a(x_t)dW(t),
\]

the corresponding bridge process hitting \( v \) at time \( T \) satisfies the SDE

\[
 dx_t = b(x_t)dt + a(x_t)a(x_t)^T\nabla \log p_{T-\cdot}(v; x_t)dt + a(x_t)dW(t). \tag{12}
\]

Note the addition of the extra drift term that includes the gradient of the log-density \( \nabla \log p_{T-\cdot}(v; x_t) \). In the present case, writing the Brownian motion in local coordinates, the drift of the SDE is \( b(x) = -\frac{1}{2}g(x)^{kl}\Gamma(x)_{kl} \) and the diffusion coefficient \( a(x) = \nabla g(x) \), i.e. the drift is a contraction over the Christoffel symbols, and the diffusion coefficient is a square root of the inverse of the Riemannian metric \( g \).
The bridge SDE (12) is however not useful for computational purposes since we cannot expect to be able to compute \( \nabla \log p_{T^{-1}}(v; x_i) \) in each time step. Instead, to handle this fact, Delyon and Hu [10] introduced a guided approximation of the bridge process. This consist of an SDE

\[
\begin{align*}
\ dx_t = b(x_t)dt + b(x_t)dt + a(x_t)dW(t)
\end{align*}
\]  

(13)

where the term \( a(x_t) = a(x_t)T \nabla \log p_{T^{-1}}(v; x_i) \) in (12) is exchanged with a computationally feasible alternative, either \( b(x) = \frac{\sqrt{2}}{T-1}dt \), or, alternatively, \( b(x) = a(x_t)T \nabla \log p_{T^{-1}}(v; x) \) where \( \tilde{p} \) is a density of a simpler process with closed form transition density [31]. Here, we follow the former approach as used in [19] to sample the Brownian motion. The transition density can then be written in the form

\[
\begin{align*}
p(T, v; y) = \sqrt{\frac{\int \lvert a(x) \rvert^2 \ l_2(a(x)) e^{-\frac{\|a(x)\|^2}{2T}} \ |E[\varphi(x_i)]|}{(2\pi T)^d}}
\end{align*}
\]

where \( \varphi \) denotes a correction factor between the law of the true bridge and the law of the guided proposal process. Note that \( p(T, v; y) \) is a kernel of a term which is the density of the standard \( \mathbb{R}^d \) normal distribution, and the expected correction \( E[\varphi(x_i)] \). The latter of these terms, which encodes the deviation from the Euclidean situation, can be approximated numerically by Monte Carlo sampling. The guided proposal scheme is illustrated in Figure 6 (left).

### 5.4 Sampling the wDM

However, the goal here is not to estimate \( p_T(v; y) \) but to sample a distribution approximating the wDM. We use the ideas above to turn the problem around in the following way: For observations \( x_1, \ldots, x_n \), let \( M^n \) denote the product manifold with the product Riemannian metric. We then start a process \( x_t = (x_{1,t}, \ldots, x_{n,t}) \) at the point \( (x_1, \ldots, x_n) \in M^n \) and condition it on having equal components at time \( t = T \), i.e. \( x_{1,T} = \cdots = x_{n,T} \). That is, the process must hit the diagonal of the product space \( M^n \) similarly to the simultaneous observation of \( y_1, \ldots, y_n \) as normal distributions in the Euclidean situation described at the start of section 5.3.

The processes \( x_{i,t} \) are independent Brownian motions with variance \( T/w_i \). This gives the conditioned process

\[
\begin{align*}
(x_{1,t}, \ldots, x_{n,t})|x_{1,T} = \cdots = x_{n,T}.
\end{align*}
\]

(14)

The conditioned process is analogous to the Brownian bridge except that we condition on a subspace in \( M^n \) instead of a point in \( M \). In essence, the process runs backwards from the observations to reach a point \( v = x_{i,T} \) in \( M \). Due to the symmetry \( p_T(w) = p_{T/w}(x,y) \) of the Brownian motion, and the independence of the individual Brownian motions \( x_{i,t} \) on \( M^n \), we have \( p_T(w) = \prod_{i=1}^n p_{T/w}(x_i,v) = \prod_{i=1}^n p_{T/w}(x_i,v) \), i.e. the probability of observing \( v \) at the diagonal equals the probability of observing \( x_1, \ldots, x_n \) on \( M \) regarding \( v \) as a parameter.

Similarly to (12), the conditioned process has an SDE that depends on the (intractable) log-transition density. However, we can again construct a guided process (13) on the product manifold \( M^n \) using a drift which in a coordinate chart reads \( b(x_1, \ldots, x_n) = ((\mu(t) - x_{1,t})/w_1, \ldots, (\mu(t) - x_{n,t})/w_n) / (T-t) \) with \( \mu(t) = \frac{\sum_{i=1}^n w_i x_{i,t}}{\sum_{i=1}^n w_i} \). The scheme is illustrated in Figure 6 (right). We let \( \varphi \) denote the correction factor as above.

We then obtain the following result.

**Theorem 2.** Let \( x_t = (x_{1,t}, \ldots, x_{n,t}) \) consist of \( n \) independent Brownian motions on \( M \) with variance \( T/w_i \), and let \( \tilde{x}_t \) be the process with additional added drift \( b \). Let \( \mathbb{P} \) be the law of \( \tilde{x}_t; \mathbb{P}^* \) the law of the conditioned process (14), and \( \varphi \) the correction factor of the guided process as in (13). Let \( v(x_1, w_1, \ldots, x_n, w_n) \) be the random variable \( \tilde{x}_i, T \) with law \( \mathbb{P}^* \). Then \( v \) has a density \( \nu_i(y) \propto \prod_{i=1}^n p_{T/w_i}(x_i,v) \) and \( v = \tilde{x}_i, T \) for all \( i, j \).

**Proof outline.** That the construction of [10] extends to conditioning on subspaces is shown in [37]. The distribution of \( v \) with respect to the probability measure \( E[\varphi] \) equals the distribution of \( x_{i,T}^n \) with respect to \( \mathbb{P}^* \). Because the processes \( x_{i,t} \) are independent, \( p(v) \propto \prod_{i=1}^n p_{T/w_i}(x_i,v) \). The differences \( \mu(T) - x_{i,T} \) are 0 similarly to the case of [10] showing that \( x_{i,T} = x_{j,T} \) for all \( i, j \).

As a consequence, the Euclidean situation with normally distributed \( y \) persists in the manifold situation: The random variable \( v \) arise from observing the same value \( v \) in \( n \) independent Brownian motions. The weighting appears as a scaling of the variances of the individual processes. The proof as outlined here omits details. A rigorous argument will be presented in a future paper.

We can now sample an approximation of the wDM by accounting for \( \varphi \) with the following sampling importance resampler (SIR, Algorithm 2). The algorithm as listed is

**Algorithm 2:** wDM estimation by SIR

1. Sample \( J \) paths from the guided process \( \tilde{x}_i \)
2. Compute correction factors \( \varphi^1, \ldots, \varphi^J \)
3. Sample \( J \) from \( 1, \ldots, J \) with probability \( \{\varphi^j / \sum_{j=1}^J \varphi^j\} \)
4. Return \( v = \tilde{x}_j, T \)
written in coordinates assuming relevant charts. Alternatively, if $M$ is embedded as a subset of $\mathbb{R}^k$, $\mathbb{R}^k$ coordinates can be used. The algorithm requires the computation of the Christoffel symbols in the integration of $x_i$, as is required for the numerical integration of geodesics. However, importantly, it removes any need for nested iterative optimization as is used for the wFM in cases where geodesics do not have closed form solutions. Changes to the weights $w_i$ affect the sample paths $x_i^T$ and corrections $\varphi_j$. The coupling between $w_i$ and $\varphi$ is however only through interaction between the guidance term and the Christoffel symbols. In practice, this can be ignored allowing backpropagation through the algorithm.

Note that because the wDM approaches the wFM when $T$ is small, samples from Algorithm 2 will in this case approach the wFM. However, small $T$ will affect the probability of the samples ($\varphi$ will tend to zero) because any deviance of the guided process from a geodesic will be less likely. Nonzero $T$ can thus be seen as a way to get computational efficiency at the cost of variance in the estimator. Conversely, stochasticity can be reduced by lowering the evaluation time $T$ of the Brownian motion. This will reduce the variance of $v$, and result in the wDM approaching the wFM. However, this will require larger $J$ in algorithm 2 and thus increase in computational cost.

5.5 Stochastic NN outputs

While the stochasticity of the wDM estimator adds randomness to an otherwise deterministic setup, the added stochasticity is rather natural. For example, the deep Gaussian process model employed in [13] using dropout for uncertainty quantification uses the data conditional distribution $y|x, w = N(\hat{y}(x, w), \tau^{-1})$ for the output $y$ given the input $x$, weights $w$, deterministic neural network output $\hat{y}(x, w)$, and precision parameter $\tau$. Here, we get the same distribution of $v$ with $\tau^{-1} = T/\sum_{i=1}^w w_i, \sum_{i=1}^w w_i/T$ can therefore be regarded a precision parameter for the model. Comparing to Euclidean networks, because the stochasticity is built into the convolution operator, stochasticity is here added before application of a nonlinearity, while the output in [13] is normally distributed after application of nonlinearities in $\hat{y}(x, w)$. Similarly to the Monte Carlo sampling of the moments of the predictive distribution in [14], Algorithm 2 can be used to estimate the moments of the output by using the correction factors $\varphi_j$ as importance sampling weights.

6 Conclusion and outlook

The paper concerned the application of fiber bundle geometry and methods from stochastic analysis on manifolds in geometric deep learning in two cases: convolution with manifold domain, and convolution with manifold target. We showed how horizontal flows in the frame bundle provides a direct way of quantifying the role of curvature in the non-commutativity of the convolution when using parallel transport along minimizing geodesics. We then used this insight, the stochastic flows in the Eells-Elworthy-Malliavin construction of Brownian motion, and stochastic development, to define a new convolution operator that in a natural way constructs a distribution of orientations globally on the manifold. The anti-development of the Brownian motion allows kernels on $\mathbb{R}^d$ to be applied in a seamless way. In addition, the distribution of orientations in the frame bundle allows evaluation of fully connected layers that incorporates global information over the manifold without pooling over orientations.

In the second part of the paper, we showed how the weighted diffusion mean can be used to define a convolution that takes values in a manifold. By conditioning a stochastic process in the $n$-fold product space $M^n$, we obtain a method for sampling from a distribution that centers at the wDM. This removes the need for nested iterative optimization for computing the weighted Fréchet in cases where geodesics do not have closed form solution, and thereby allows the convolution operator to be applied on a much more general class of manifolds.

We briefly discussed computational aspects and algorithms, however, we here focused on introducing the theoretical constructions and foundations for applying nonlinear stochastic methods in geometric deep learning. We hope that this will inspire further developments in the field, both in its theoretical foundation and in development of efficient algorithms.
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