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Abstract: In recent years, cases of unexplained, elevated levels of radioactive particles have demonstrated an increasing need for efficient and robust source localization methods. In this study, a Bayesian method for source localization is developed and applied to two cases. First, the method is validated against the European tracer experiment (ETEX) and then applied to the still unaccounted for release of Ru-106 in the fall of 2017. The ETEX dataset, however, differs significantly from the Ru-106 dataset with regard to time resolution and the distance from the release site to the nearest measurements. Therefore, sensitivity analyses are conducted in order to test the method’s sensitivity to these parameters. The analyses show that the resulting source localization depends on both the observed temporal resolution and the existence of sampling stations close to the source. However, the method is robust, in the sense that reducing the amount of information in the dataset merely reduces the accuracy, and hence, none of the results are contradictory. When applied to the Ru-106 case, the results indicate that the Southern Ural region is the most plausible release area, and, as hypothesized by other studies, that the Mayak nuclear facility is the most likely release location.
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1. Introduction

In the case of an accidental release of a substance to the atmosphere, the time and location of the release may be unknown, in which case, only indirect information about the source location is available. If a network of sampling stations has detected the substance, this provides an indication of the geographic location of the plume of the substance at times later than the release time. There is no unambiguous way of calculating the source location from this information; instead, inverse problem theory is needed in order to relate the measurements to possible release scenarios. In the case of an unreported release of harmful particles or gasses, source localization is likely to be an operational task carried out by national emergency management agencies. The aim of this study is to develop and illustrate a method suitable for operational usage, and therefore, the focus is on efficiency and robustness.

Examples of previous work on source localization include different applications of adjoint dispersion modelling, i.e., running the model backwards in time, such as the methods by Pudykiewicz [1], Wotawa et al. [2], Seibert et al. [3,4], and Sørensen [5]. Some studies have combined adjoint dispersion modelling with Bayesian inference and Markov chain Monte Carlo methods, such as the method by Keats et al. [6] and Yee et al. [7,8]. One of the main challenges in inverse dispersion modelling is that model predictions are subject to large unknown errors, which complicate direct comparison of model and measurements. This is demonstrated by Yee et al. [8], who suggest altering the cost function to take this into account by representing the standard deviations with probability distributions allowing for...
variation around the estimated uncertainties. Other studies suggest using a cost function that is less sensitive to outliers, i.e., model predictions with large errors, than the typical Gaussian distribution, such as the log-normal distribution [9,10]. As opposed to the previously mentioned studies, Saunier et al. [9] and Le Brazidec et al. [10] both estimate the source term using forward-based methods, utilizing a variational approach and a Markov chain Monte Carlo method, respectively. Another approach, which is also less sensitive to outliers, is to use a correlation-based cost function such as the methods by Efthimiou et al. [11], Kovalets et al. [12,13], and Tomas et al. [14]. An additional advantage of this approach is that evaluation of the probability is possible without a need for explicitly specifying the uncertainties.

A recent case, which has demonstrated the need for better source localization methods, is the release of Ru-106 in the fall of 2017 (see Section 2.2). To date, no release has been reported, but several studies have attempted to estimate the source location [5,9,10,13–15]. These studies are in overall agreement and point towards the Southern Ural region as the most likely release area. Within this geographical area, it has been suggested that the release site could be either the Mayak nuclear facility, cf. http://www.po-mayak.ru/ (accessed on 13 October 2021), or the NIIAR nuclear facility, cf. http://www.niiar.ru (accessed on 13 October 2021).

The methodology developed in this study is inspired by the combination of Bayesian inference and adjoint dispersion modelling used by Keats et al. [6] and Yee et al. [7,8] but with a correlation-based measure for the probability, similar to the method by Tomas et al. [14]. First, the method is validated against the European tracer experiment (ETEX) (see Section 2.1) and then applied to the Ru-106 case (Section 2.2). However, there are a few important differences between the ETEX dataset and the dataset of Ru-106 measurements: first, ETEX consists of a large set of three-hour measurements, whereas most measurements in the Ru-106 case are conducted over either approximately 12 h, 24 h, or one week; this is at least the case for the dataset used in this study, where a number of measurements have been discarded, because they do not meet the quality control requirements defined in Section 2.2. Second, in the ETEX case, there are several measurement stations located less than a few hundred kilometers from the release site, one of which is located directly downstream (see Section 3.1 for a discussion of this). In the Ru-106 case, on the other hand, most measurements that fulfill the quality control requirements are more than 2000 km away from the estimated source. There are a few measurements from locations in Russia close to the estimated source. However, these measurements are conducted over a week or more and therefore contain only limited information about when the plume of Ru-106 passed the measurement stations. To study the effects of the differences between the two datasets, the validation against the ETEX case includes analyses of the sensitivity to these parameters. In addition, the importance of including non-detections is examined, i.e., measurements conducted in the relevant geographical area and period, which have not detected concentrations above the detection limit. Further, there are a few differences that could be mentioned: the tracer gas used in the ETEX experiment was non-depositing and non-decaying, whereas Ru-106 is subject to both radioactive decay (although with a quite long half-life of 371.5 days) as well as dry and wet deposition.

Section 2 describes the data and methodology, Sections 2.1 and 2.2 describe the measurement datasets, Sections 2.3 and 2.4 describe the meteorological data and the dispersion model, while Sections 2.5 and 2.6 describe the methodology. Next, the results are presented and discussed in Section 3, Section 3.1 presents the results of the validation on the ETEX dataset, including tests of sensitivity to the data quality, and Section 3.2 shows the results of applying the methodology to the Ru-106 case. Finally, Section 4 presents a summary and the conclusions of the study.

2. Materials and Methods

2.1. ETEX Dataset

The European tracer experiment (ETEX) is a tracer gas experiment designed to test and compare the capabilities of atmospheric transport models to predict long-range atmospheric
dispersion [16,17]. ETEX consisted of two separate experiments, ETEX-1 and ETEX-2, of which only the first is considered in this study. The non-decaying and non-depositing gas perfluoromethylcyclohexane (PMCH) was used as tracer, and a total of 340 kg of the gas was released to the atmosphere with a constant release rate during the release period, starting from 16.00 UTC on 23 October 1994 and lasting 11 h and 50 min. The location of the release (48°03′30″ N, 2°00′30″ W) is close to the village of Monterfil in Brittany, France.

The sampling network consisted of 168 ground-level sampling stations distributed in 17 European countries. The sampling was carried out over 30 three-hour intervals, the first starting at 15.00 UTC on 23 October 1994, i.e., one hour before the release started. The different sampling stations were planned to start sampling about six hours before the expected time of tracer arrival. Therefore, each sampling station has not necessarily measured the concentration in all possible sampling intervals. A total of 3046 valid samples are available, of which 935 are measurements of non-zero concentrations, and the remaining are non-detections, i.e., levels below the detection limit.

As mentioned previously, the sensitivity analyses include a deliberate reduction in the temporal resolution of the ETEX dataset. This is performed by computing averages of four measurements at adjacent time intervals, such that a 12 h measurement interval is obtained. However, there are some measurement intervals, where measurements are lacking, which means that it is not possible to combine the measurements to 12 h averages. These intervals occur randomly throughout the measurement campaign. The measurements that only combine to shorter time intervals are discarded. This approach has resulted in a dataset consisting of a total of 665 12 h measurements, of which 281 are measurements of non-zero concentrations. This is repeated for 24 h intervals, resulting in a dataset consisting of 288 24 h measurements, of which 123 are measurements of non-zero concentrations.

2.2. Ru-106 Dataset

During September and October 2017, small concentrations of Ru-106 were detected in high-volume air samples in several European countries by different sampling networks. The concentration levels were below those requiring public protective actions, but the large geographical area affected suggested a release of considerable magnitude [18].

The dataset used in this study is adapted from Masson et al. [18]. The full dataset consists of more than 1000 air concentration measurements from 34 different countries, of which some are non-detections, i.e., levels below detection limits. However, for some of these measurements, information about the sampling period is limited to a start and end date, with no information on the time of the day. For measurements conducted over, e.g., 24 h, this incomplete information gives rise to large uncertainties. For longer measurements, on the other hand, imposing starting and ending time is not as problematic. In this study, all measurements conducted over less than five days where no starting and ending time is given have been discarded. For longer measurements, we assume that the measurement interval starts and ends at 12.00 UTC if the times are not specified. Further, a few measurement periods either start or end outside the simulation period (see Section 2.3), and hence, these measurements have been discarded as well. Finally, the dataset includes a number of non-detections with quite high detection limits compared to the numerical values of some of the non-zero measurements. As described in Section 2.6.1, the non-detections are interpreted as zeros, and therefore, non-detections with high detection limit have also been discarded from the dataset. The maximum accepted detection limit is chosen somewhat arbitrarily to the 5th percentile of all included non-zero measurements, which ensures that all included non-detections are, if not zero, at least small in comparison with the majority of the non-zero measurements. The limits defined in this way are 0.22 mBq m⁻³ for measurements conducted over up to 36 h and 0.0030 mBq m⁻³ for measurements conducted over more 36 h.

The dataset that remains, after discarding the measurements described above, consists of 583 samples, of which 349 are measurements of non-zero concentrations and the remaining are non-detections. However, approximately half of these measurements are
concentration averages over a week or more. It is questionable whether a weekly mean value is useful for source localization, since there is no information about when, during this period, the plume actually passed the measurement station. To address this issue, a source localization is first based on all 583 measurements, and next, a localization is based on two separate datasets: the first only including measurements conducted over up to 36 h, similar to approaches by other studies [5,14], and the second only including measurements conducted over more than 36 h. The purpose is to examine whether the weekly averages contain valuable information, but also whether including them in the dataset introduces a risk of reducing the accuracy of the localization.

2.3. Meteorological Data

The simulations have been conducted using meteorological data from the global numerical weather prediction model of the European Centre for Medium-Range Weather Forecasts (ECMWF) [19,20]. For the ETEX case, ERA5 reanalysis data [19] of horizontal resolution $0.25^\circ \times 0.25^\circ$ are employed; for the Ru-106 case, cycle CY47R1 data [20] of $0.1^\circ \times 0.1^\circ$ resolution. The meteorological fields are available hourly in regular lat-lon grids. The model simulation for the ETEX case starts on 27 October 1994 at 09.00 UTC and runs (backwards in time) until 22 October 1994 at 06.00 UTC. The model simulation for the Ru-106 case starts on 10 October 2017 at 00.00 UTC and runs (also backwards) until 21 September 2017 at 00.00 UTC. The domains used for the simulations are limited area domains: for the ETEX case, the domain limits are $20^\circ$ W to $30^\circ$ E and $40^\circ$ N to $65^\circ$ N, and for the Ru-106 case, the domain limits are $15^\circ$ W to $80^\circ$ E and $30^\circ$ N to $70^\circ$ N.

2.4. Dispersion Modelling

The atmospheric dispersion is modelled using the Lagrangian model DERMA, the Danish Emergency Response Model of the Atmosphere [21,22]. The model can be represented mathematically with the operator:

$$L(\cdot) = \frac{D}{Dt}(\cdot) - \nabla \cdot (K\nabla(\cdot)) + \lambda(\cdot),$$

where $\frac{D}{Dt}(\cdot) = \frac{d}{dt}(\cdot) + \mathbf{u} \cdot \nabla(\cdot)$ is the total derivative and thus contains both the time derivative and the advection terms, $\mathbf{u}$ is the three-dimensional wind field, $\nabla \cdot (K\nabla(\cdot))$ is the turbulent diffusion term, where $K$ is the turbulent diffusion tensor, and $\lambda$ denotes radioactive decay and deposition. Provided a source function $Q$, the concentration field $C$ can then be obtained by numerically integrating the differential equation $L(C) = Q$.

Our method for source localization relies on the use of adjoint dispersion modelling, which implies that the sign of the total derivative is changed and the particles, and thus moves opposite the wind direction. The mathematical operator for the adjoint dispersion model is defined as [1,23]:

$$L^*(\cdot) = -\frac{D}{Dt}(\cdot) - \nabla \cdot (K\nabla(\cdot)) + \lambda(\cdot).$$

The adjoint concentration field $C^*$ can be obtained by applying a source function, $Q^*$, and numerically integrating the differential equation $L^*(C^*) = Q^*$. Note that only the total derivative changes sign, which can be interpreted as if the particles are moved backwards in time, but the physical processes diffusion, decay, and deposition behave as in the original forward-in-time model.

2.5. Source-Receptor Relationship

Although the aim is to estimate the location of the source, it is necessary to consider additional source term characteristics such as start time, duration, and amount of released material, since these characteristics are closely related to the release location. In this study, only stationary point releases with a constant release rate in a finite time interval are considered. Further, the source is assumed to be located inside the planetary boundary.
layer (PBL), where the concentration is assumed constant with height and, consequently, only two spatial coordinates are necessary. Thus, all possible sources can be described by the following source term model:

\[ \mathbf{m} = (\mathbf{x}_{\text{release}}, t_{\text{start}}, \Delta t_{\text{release}}, q), \tag{3} \]

where \( \mathbf{x}_{\text{release}} = (\phi_{\text{release}}, \lambda_{\text{release}}) \) are the horizontal coordinates of the source location, latitude, and longitude, respectively. \( t_{\text{start}} \) is the start time of the proposed release, \( \Delta t_{\text{release}} \) is the duration, and \( q \) is the constant release rate.

In order to establish the source–receptor relationship, i.e., a function that relates a proposed source term model \( \mathbf{m} \) to a set of expected detections \( \hat{y} \) (implying that a set of detections \( y \) exists), a source function \( Q(\mathbf{m}, x, t) \) must be related to the proposed source term model \( \mathbf{m} \):

\[ Q(\mathbf{m}, x, t) = \delta(x - x_{\text{release}}) q(t) \]
\[ q(t) = \begin{cases} q & t_{\text{start}} \leq t \leq t_{\text{start}} + \Delta t_{\text{release}} \\ 0 & \text{otherwise} \end{cases} \tag{4} \]

Here, \( Q \) is the release rate corresponding to the proposed source term model \( \mathbf{m} \) as function of location \( x \) and time \( t \), and \( \delta(x) \) is the Dirac delta function. Assuming that the \( i \)th measurement \( y_i \) is a point measurement at the location \( x_i \), initiated at time \( t_i \), and of duration \( \Delta t_i \), the expected detection \( \hat{y}_i \) can be computed as the following inner product:

\[ \hat{y}_i = \langle C, h_i \rangle \equiv \int_V C h_i \, dV \, dt = \frac{1}{\Delta t_i} \int_{t_i}^{t_i + \Delta t_i} C(x_i) \, dt, \tag{5} \]

where the filter function \( h_i \) extracts the concentration value \( C \) at the location and time of the \( i \)th measurement. \( C \) is related to \( Q(\mathbf{m}, x, t) \) as described in Section 2.4. To obtain the last equality in Equation (5), the following definition of the filter function is used:

\[ h_i(x, t) = \delta(x - x_i) \tau_i(t), \tag{6} \]
\[ \tau_i(t) = \begin{cases} \Delta t_i^{-1} & t_i \leq t \leq t_i + \Delta t_i \\ 0 & \text{otherwise} \end{cases} \]

Using Equation (5) to estimate the expected detections requires a forward run with the dispersion model for each proposed source term model, \( \mathbf{m} \). If a large number of realizations of \( \mathbf{m} \) is needed, this approach may be computationally inefficient. Instead, the method developed here relies on the adjoint source–receptor relationship [6–8], which is obtained by using the Lagrangian duality relationship. Only the main result is shown here, and for further details, the reader is referred to [1,6,23]. The Lagrangian duality relationship states:

\[ \langle C, Q^* \rangle = \langle C^*, Q \rangle, \tag{7} \]

where, as described in Section 2.4, \( C \) is the concentration field obtained by using the source function \( Q \), and \( C^* \) is the adjoint concentration field obtained by using the source function \( Q^* \). Equation (7) provides a relation between the value of an adjoint concentration field \( C^* \) originating from a given location and the actual concentration \( C \) evaluated at the same location. By setting \( Q^* = h_i \) and using Equations (5) and (7), it follows that the expected detections \( \hat{y}_i \) can be computed using the adjoint concentration field:

\[ \hat{y}_i = \langle C_i^*, Q \rangle = \int_V C_i^* Q \, dV \, dt, \tag{8} \]

where \( C_i^* \) is the adjoint concentration field obtained by using the filter function \( h_i \) as source function. Thus, when using this adjoint source–receptor relationship, it is sufficient to run
the adjoint dispersion model once per measurement instead of once per realization of \( \mathbf{m} \). Further, using the definition of the source function, Equation (4), it follows that:

\[
\hat{y} = qX, \text{ where }
\]
\[
X_i = X_i(\mathbf{x}_{\text{release}}, t_{\text{start}}, \Delta t_{\text{release}}) = \int_{t_{\text{start}}}^{t_{\text{start}} + \Delta t_{\text{release}}} C_i^e(\mathbf{x}_{\text{release}}) \, dt.
\]

Thus, the expected detection is proportional to the time integrated adjoint concentration field, and the proportionality constant is the proposed release rate \( q \).

2.6. Proposed Method for Direct Marginal Posterior Estimation

Given a set of concentration measurements, \( \mathbf{y} \), which contains indirect information about the source term, the probability distribution for the elements of \( \mathbf{m} \), Equation (3), can be determined by applying Bayes’ theorem:

\[
P(\mathbf{m}|\mathbf{y}, I) = \frac{P(\mathbf{m}|I) \, P(\mathbf{y}|\mathbf{m}, I)}{P(\mathbf{y}|I)},
\]

where \( P(\mathbf{m}|I) \) is the prior probability distribution for \( \mathbf{m} \), \( P(\mathbf{y}|\mathbf{m}, I) \) is the likelihood, and \( P(\mathbf{y}|I) \) is a statistical model-independent constant called the evidence. \( I \) is any background information that may be available about, e.g., source location or amount of released material. To evaluate Equation (10), the quantities \( P(\mathbf{m}|I) \) and \( P(\mathbf{y}|\mathbf{m}, I) \) need to be estimated for a selection of realizations of \( \mathbf{m} \), and the resulting posterior probability distribution \( P(\mathbf{m}|\mathbf{y}, I) \) can then be estimated by normalizing the distribution. To obtain a good estimate of the probability distribution, it is important to make sure that the relevant parts of this parameter space is sampled. One option is to use Markov chain Monte Carlo methods to sample the parameter space [6–8, 10]. This approach is especially useful for sampling very large parameter spaces. However, a few simplifications are described below, which further reduce the dimensionality of the parameter space, such that evaluation of the probability for the entire model grid is computationally feasible. Therefore, there is no need for using Markov chain Monte Carlo methods to sample the probability distribution.

Instead of sampling the posterior distribution for \( \mathbf{m} \), the idea presented here is to obtain a direct estimate of the marginal posterior distribution for \( \mu = (\mathbf{x}_{\text{release}}, t_{\text{start}}, \Delta t_{\text{release}}) \). First, the posterior probability distribution for \( \mathbf{m} \) may be rewritten as:

\[
P(q, \mu|\mathbf{y}, I) = \frac{P(q|\mu, I) \times P(\mu|I) \times P(\mathbf{y}|q, \mu, I)}{P(\mathbf{y}|I)}.
\]

Further, it is useful to define the conditional posterior distribution for \( q \), where \( \mu \) is assumed known:

\[
P(q|\mathbf{y}, \mu, I) = \frac{P(q|\mu, I) \times P(\mathbf{y}|q, \mu, I)}{P(\mathbf{y}|\mu, I)}.
\]

The marginal distribution for \( \mu \) can be related to Equations (11) and (12), and by reordering the terms, it can be shown that:

\[
P(\mu|\mathbf{y}, I) = \frac{P(q, \mu|\mathbf{y}, I)}{P(q|\mathbf{y}, \mu, I)} = \frac{P(\mu|I) \times P(\mathbf{y}|\mu, I)}{P(\mathbf{y}|I)}.
\]

Focusing on the case where no quantifiable prior information about the source is available, both \( P(\mu|I) \) and \( P(q|\mu, I) \) can be assumed uniform. However, for the prior probability to be uniform for the source location, a factor of \( \cos(\phi_{\text{release}}) \) is necessary to compensate for the convergence of longitude lines approaching the poles. The marginal distribution for \( \mu \) is proportional to the evidence of the conditional posterior distribution for \( q \), \( P(\mathbf{y}|\mu, I) \), which, in this case, reduces to:

\[
P(\mu|\mathbf{y}, I) \propto \int \cos(\phi_{\text{release}}) \times P(\mathbf{y}|q, \mu, I) \, dq.
\]
2.6.1. Likelihood and Uncertainty Quantification

In order to evaluate Equation (13), one first needs to define the likelihood, \( P(y|q, \mu, I) \). The traditional approach is to evaluate the probability of observing \( y_i \) given the model prediction \( \hat{y}_i = qX_i \), and some assumed probability distribution for the residual \( y_i - qX_i \). For example, one could assume that \( y_i - qX_i \) is Gaussian distributed with variance \( \sigma_i^2 \), such as the methods by Keats et al. and Yee et al. [6–8]. The variance can then be related to the uncertainties associated with both the observation and the model prediction \( \sigma_i^2 = \sigma_{o,i}^2 + \sigma_{m,i}^2 \), where \( \sigma_{o,i} \) is the observation uncertainty, and \( \sigma_{m,i} \) is the modelling uncertainty. The resulting likelihood is the joint Gaussian distribution:

\[
P(y|q, \mu, I) = \frac{1}{\sqrt{(2\pi)^N|R|}} \exp \left[ -\frac{1}{2} (y - qX)^T R^{-1} (y - qX) \right],
\]

where \( N \) is the number of measurements, \( R = O + M \) is the error covariance matrix, with \( O \) and \( M \) being the error covariance matrices for observation and modelling errors, respectively. \(|R|\) denotes the determinant of \( R \). Assuming that measurements are unbiased, the observation errors can be assumed uncorrelated, and hence \( O \) is a diagonal matrix with diagonal elements \( \sigma_{o,i}^2 \) related to the accuracy of the measurement equipment. The elements of \( M \), on the other hand, are unknown, and the structure is likely to be complex. There are three main contributions to the uncertainty on the time integrated adjoint concentration \( X_i \): (1) errors in the estimated trajectories due to uncertain meteorological data, (2) errors in the turbulent diffusion and deposition due to inaccurate parameterizations, and (3) numerical errors. The two first contributions, which we assume are dominant, may cause systematic errors, e.g., due to systematic over- or underestimation of wind speeds or of the turbulent diffusion coefficients. Considering this nature of the modelling errors, it is likely that the errors on predictions that are close in time and space are correlated. However, estimating the off-diagonal elements of \( M \) is highly non-trivial, and therefore, the best solution might still be to assume that \( M \) is diagonal; previous studies also assume uncorrelated modelling errors [6–8,10]. Based on these assumptions, the likelihood in Equation (14) can be related to the following cost function:

\[
J = \sum_{i} \left( \frac{y_i - qX_i}{\sigma_i} \right)^2,
\]

such that \( P(y|q, \mu, I) \propto \exp(-J) \). Although the values of \( \sigma_{o,i} \) may be known, we assume that the errors on the model prediction are generally much larger than the observation uncertainties \( \sigma_{m,i} \gg \sigma_{o,i} \), and hence \( \sigma_i \approx \sigma_{m,i} \). Thus, minimizing \( J \) as defined in Equation (15) requires quantitative estimates of \( \sigma_{m,i} \). In this study, we use an alternative correlation-based cost function, which allows for evaluation of the likelihood without the need for quantifying uncertainties. As described below, the cost function defined in Equation (15) will then only be used to determine the source strength. As mentioned previously, this approach is inspired by previous methods using correlation-based cost functions [11–14]. However, in contrast to the previous studies, we implement the correlation-based cost function in the Bayesian framework described in the previous section. Our method resembles the method by Tomas et al. [14], where the probability of a given source location is assumed to be proportional to the time integrated Pearson correlation coefficient. In our Bayesian framework, this corresponds to marginalizing over the \( t_{\text{start}} \) dimension of \( P(\mu|y, I) \). Thus, the main difference is that the method presented here allows for releases of different durations.

The likelihood is assumed proportional to the reflective correlation coefficient defined as:

\[
r(y_i, \hat{y}_i) = \frac{\sum y_i \hat{y}_i}{\sqrt{\sum y_i^2 \sum \hat{y}_i^2}}.
\]

It should be stressed that this assumption is not theory-based, and that correlation cannot, in general, be interpreted as probability. Consequently, the resulting probability
distribution should be interpreted as a rough estimate of the true probability distribution. The use of the reflective correlation coefficient is also different from the previous studies, which use the regular Pearson correlation coefficient [11–14]. The reflective correlation coefficient can be thought of as a non-central version of the Pearson correlation coefficient. Both are normalized measures of the co-variation of two variables, but instead of comparing the variation around the mean values of each variable, the reflective correlation compares the variation around zero. Thus, as opposed to the Pearson correlation coefficient, \( r \), as defined in Equation (16), is not invariant under translation, i.e., adding a constant to all instances of one of the variables will change the value of \( r \). Both correlation coefficients are equal to either 1 or \(-1\) for a perfect linear relation; however, the Pearson correlation coefficient assumes a relation of the form \( y = ax + b \), whereas the reflective correlation assumes a relation of the form \( y = ax \). Thus, \( r \), as defined in Equation (16), is more suited for the problem considered here. Further, since concentration variables are non-negative, \( r \) varies between 0 and 1. Therefore, probabilities are naturally ensured to be non-negative as well.

Finally, as mentioned previously, one of the challenges in this problem is direct comparison of a measurement and a model prediction with a large, unknown error. However, the correlation is a measure of how well high and low values follow each other in the two variables. Thus, the exact value of the individual model prediction is less important, and hence, the correlation-based probability is potentially a robust alternative to more traditional approaches. Based on these considerations, it is also reasonable to include non-detections by assuming that these are measurements of zero concentration; as long as the detection limit of the filter station considered is small compared to the numerical values of the non-zero measurements.

Another important feature of the correlation coefficient is the independence of the release rate, \( q \), due to the direct proportionality \( \hat{y} = qX \). This means that the likelihood can be taken outside the integral in Equation (13), and thus, the marginal distribution \( P(\mu | y, I) \) can be written as:

\[
P(\mu | y, I) \propto \cos(\phi_{\text{release}}) \frac{\sum_i y_i X_i}{\sqrt{\sum_i y_i^2 \sum_i X_i^2}}
\]

where, as in Equation (9), \( X_i \) is the time integrated adjoint concentration at the location of the proposed release and over the proposed release interval.

Although the likelihood is independent of \( q \), it is still possible to estimate the most likely release rate, denoted \( \hat{q} \), since this is just the slope of the best linear fit. By minimizing the least-squares cost function defined in Equation (15) with respect to \( q \), one obtains the expression:

\[
\hat{q}(\mu, y) = \frac{\sum_i \sigma_i^{-2} y_i X_i}{\sum_i \sigma_i^{-2} X_i^2}.
\]

Thus, in order to estimate \( \hat{q} \), one needs to quantify \( \sigma_i \). As described previously, we assume \( \sigma_i \approx \sigma_{m,i} \). We have then examined the perhaps three simplest assumptions: (1) assuming \( \sigma_i \propto X_i \) as suggested by Keats et al. [6], (2) assuming \( \sigma_i \propto y_i \), and (3) assuming \( \sigma_i \) constant, i.e., the uncertainty is the same for all model predictions. The idea behind the two first approaches is that the uncertainty should be of the same magnitude as the predicted concentration itself. The first approach, however, leads to the assumption that predictions of zero concentration has no uncertainty, and since these predictions are not rare, this approach does not work well in practice. The idea behind the third approach is that the model might be better at predicting higher concentrations, and accordingly, one should give greater weights to these terms. We found that the third approach gives the overall best results, while the second approach leads to systematic underestimation of the release rates for the ETEX case. It should be noted that this is not necessarily a general
result; it may depend on the dispersion model used as well as on the case considered. By assuming $\sigma_i$ constant, we obtain the following simple expression for $\hat{q}$:

$$\hat{q}(\mu, y) = \frac{\sum_i y_i X_i}{\sum_i X_i^2}. \tag{18}$$

3. Results and Discussions

Since the elements of $\mu$ are continuous variables, there are infinitely many possible realizations of $\mu$ within the limited area domain of the simulation. However, it is assumed that the resolution of the output data is sufficient to properly resolve the main features of the probability distribution. The spatial resolution of the output is the same as the input meteorological data, see Section 2.3, and the concentration fields are output every third hour. Thus, only model grid points are considered as possible source locations, only model output times are considered possible start times, and only durations, which are multiples of the time-resolution of model output are considered possible release periods. In addition, an upper limit for the release duration has been chosen, of $36 \text{ h}$.

As described in the previous section, $P(\mu|y, I)$ is a four-dimensional probability distribution for the source location, start time, and duration. When nothing is known about the release time, the best estimate of the source location is obtained by marginalization:

$$P(x_{\text{release}}|y, I) = \int_{t_{\text{start}}} \int_{\Delta t_{\text{release}}} P(\mu|y, I) \, dt_{\text{start}} \, d\Delta t_{\text{release}}. \tag{19}$$

Another useful concept, which was applied to inverse atmospheric dispersion modelling by Tomas et al. [14], is the highest posterior density region (HDR) [24]. Let $M$ be the sample space of $x_{\text{release}}$, in this case, the coordinates of all grid points in the simulation domain. Given the probability density function $P(x_{\text{release}}|y, I)$, the $100(1-\alpha)\%$ HDR is defined as the subset $R(P_\alpha)$ of the sample space of $M$, such that

$$R(P_\alpha) = \{x_{\text{release}}|P(x_{\text{release}}|y, I) \geq P_\alpha\}. \tag{20}$$

Thus, the $100(1-\alpha)\%$ HDR is the smallest possible region, in which the probability density integrates to $100(1-\alpha)\%$. The HDR can be thought of as a generalization of a confidence interval, where $R(P_\alpha)$ is the most credible region for the confidence level $100(1-\alpha)\%$. However, due to the assumptions described in Section 2.6, the probability distribution, and therefore the HDRs, should be interpreted with caution. Thus, it cannot a priori be assumed that, e.g., the $10\%$ HDR corresponds to a $10\%$ confidence level. Instead, the results based on the ETEX case can give an indication of how to interpret the different HDRs.

3.1. Application to the ETEX Case

First, the methodology is applied to the set of three-hour measurements, both with and without non-detections. The two-dimensional marginal distributions for the release location, shown in Figure 1, are obtained by initially applying Equation (17) and then Equation (19). Figure 1a shows the results based on non-zero measurements only, while Figure 1b shows the results when including non-detections. It should be noted that the plots do not use the same colorbars; instead, the minimum and maximum values on each colorbar are defined by the minimum value of the 90% HDR and the maximum value of the probability density. The reason is that comparing the overall structures of the probability densities is considered more relevant than comparing the actual values of the probability densities. Further, Table 1 shows the coordinates for the locations of maximum probability as well as the distances from these locations to the true release site. The table also shows results based on the different datasets used as part of the sensitivity analyses described in Section 3.1.1.
Figure 1. Marginal posterior probability distribution for release location for ETEX in units of km$^{-2}$. The blue triangle shows the location of highest probability density, the red diamond shows the actual release location, and the yellow circles show the locations of the sampling stations. The results are based on the set of three-hour measurements. (a) is based on non-zero measurements only, while (b) is the result when including non-detections. A zoom of the area near the maximum probability is shown in Figure 2.

Table 1. List of locations of maximum probability for the different versions of the ETEX dataset. The table also shows the distance to the true release site.

<table>
<thead>
<tr>
<th>Data Set</th>
<th>Coordinates for Location of Maximum Probability</th>
<th>Distance to True Release Site</th>
</tr>
</thead>
<tbody>
<tr>
<td>3 h measurements excluding non-detections</td>
<td>48.0° N, 1.0° W</td>
<td>75 km</td>
</tr>
<tr>
<td>3 h measurements all measurements</td>
<td>48.0° N, 1.0° W</td>
<td>75 km</td>
</tr>
<tr>
<td>12 h measurements all measurements</td>
<td>48.0° N, 0.75° W</td>
<td>94 km</td>
</tr>
<tr>
<td>24 h measurements all measurements</td>
<td>48.0° N, 0.75° W</td>
<td>94 km</td>
</tr>
<tr>
<td>24 h measurements excluding data within 200 km</td>
<td>47.75° N, 2.5° W</td>
<td>50 km</td>
</tr>
<tr>
<td>24 h measurements excluding data within 400 km</td>
<td>46.5° N, 0.25° W</td>
<td>218 km</td>
</tr>
<tr>
<td>24 h measurements excluding data within 800 km</td>
<td>47.0° N, 1.5° W</td>
<td>123 km</td>
</tr>
</tbody>
</table>

Figure 2 shows the same results as in Figure 1, only for a smaller geographical area. Here, it is easier to see that the probability is generally high in the area close to the true release location. Further, comparison of the two figures clearly indicates the added effects of the non-detections: the result in Figure 2b is based on more sampling stations (more yellow circles) than the result in Figure 2a. Associated with several of these added sampling stations, there are areas of lower probability upstream from the measurement station, e.g., the stations north east and south east of the release location.

Finally, it is worth noticing that, in both figures, the sharp peaks of the probability distributions are located near the sampling station in Rennes (the yellow circle directly east of the estimated release location). Examining the dataset, it was discovered that this sampling station measured the highest values in the dataset, which emphasizes the importance of testing the sensitivity to measurements close to the source location.
3.1.1. Sensitivity Analyses

Now, the sampling periods are deliberately extended to 12 and 24 h, as described in Section 2.1. In both cases, non-detections are included. The resulting probability distributions are shown in Figure 3, and to make comparison easier, the same geographical area as in Figure 2 is used. Thus, Figures 2b and 3a,b show the results based on measurements of 3, 12 and 24 h, respectively. As one might expect, the coarser time resolutions result in wider, less accurate, probability distributions. Nonetheless, all three distributions have the area of maximum probability in the same general area, indicating that even 24 h average concentrations are useful for source localization.

Figure 3. Marginal posterior probability distribution for release location for ETEX in units of km$^{-2}$. The blue triangle shows the location of highest probability density, the red diamond shows the actual release location, and the yellow circles show the locations of the sampling stations. The results are based on both non-zero measurements and non-detections. (a) is based on 12-h measurements, while (b) is based on 24-h measurements.

Figure 4 shows the results based on the 24-h measurements, where in Figure 4b–d, measurements within a radius of 200, 400, and 800 km of the release location, respectively,
are excluded from the dataset. The resulting probability distribution strongly depends on the distance from the release site to the nearest measurements: the precision of the source localization gradually decreases as measurements are removed from the dataset, i.e., the peak of the distribution becomes less sharp. The location of maximum probability, on the other hand, is closest to the true release site for the dataset, where measurements within a radius of 200 km are excluded, see Table 1. This may be a coincidence, or it may be explained by the fact that the measurement station in Rennes dominates the localization when these measurements are included.
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**Figure 4.** Marginal posterior probability distribution for release location for ETEX in units of km$^{-2}$. The blue triangle shows the location of highest probability density, the red diamond shows the actual release location, and the yellow circles show the locations of the sampling stations. The results are based on the 24 h measurements and include both non-zero measurements and non-detections. (a) is based on all measurements, (b) is the result when excluding measurements within a radius of 200 km from the source, (c) is the result when excluding measurements within a radius of 400 km from the source, and (d) is the result when excluding measurements within a radius of 800 km from the source.

For all four probability distributions, the true source location is located well within the 30% HDR, and only in one case, Figure 4d, the true source is located just outside, almost at border, of the 10% HDR. This indicates that, rather than considering the location of maximum probability, one should consider, e.g., the 10% HDR and combine this with independent information about possible release site candidates, if such exists.
3.1.2. Time and Magnitude of the Release

Determining the most likely release period and the amount of released material can be approached in different ways. One option is to consider the two-dimensional marginal posterior distribution $P(t_{\text{start}}, \Delta t_{\text{release}} | y, I)$. However, the start time and duration vary significantly with the release location considered. Therefore, instead, the two-dimensional conditional posterior distribution $P(t_{\text{start}}, \Delta t_{\text{release}} | y, x_{\text{release}}, I)$ is considered for the most likely release sites. In case no information about possible release sites exist, the best estimate of the source location would be the location of maximum probability. However, if we imagine that ETEX was a nuclear accident, it would most likely be possible to obtain a list of nuclear facilities within the 10% HDR, which could be used to suggest one or a few concrete source locations. Thus, for the ETEX case, the time and magnitude of the release will simply be evaluated for the true release site.

The resulting conditional posterior distribution is shown in Figure 5a using the dataset of three-hour measurements, and in Figure 6a, using the dataset of 24 h measurements, where measurements within a radius of 800 km are excluded. In both figures, the 25, 50, and 75% HDRs are plotted together with the probability densities. Further, based on all release periods within the 50% HDR, the distribution of $\hat{q} \Delta t_{\text{release}}$, i.e., the time integrated release, is estimated and shown in Figures 5b and 6b, where the values of $\hat{q}$ are estimated using Equation (18). Since the amount of released material may vary several orders of magnitude, the logarithm of the time integrated release is considered.

According to the result shown in Figure 5a, the most likely release started on 23 October 1994 at 18.00 UTC and lasted six hours, which is two hours after the true release started and half the duration. However, both the 25% and 50% HDR indicate that releases that start earlier but have a longer duration have almost similar probabilities. The same pattern, only more pronounced, is seen in in Figure 6a, where an even larger area of the parameter space have almost the same probability. This is expected, since this result is based on the dataset with the coarser time resolution and without measurements within the first 800 km. In both cases, the true release is located inside the 50% HDR, and hence, this is interpreted as the best possible estimate of the release period.
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**Figure 5.** Time and magnitude of the release based on the true release site. The blue triangles show the most likely release, and the red diamond shows the true release. (a) Marginal posterior probability distribution for start time and duration for ETEX in units of h$^{-2}$. The result is based on the set of three-hour measurements. (b) Probability distribution for time integrated release based on the start times and durations within the 50% HDR of the result in (a).
Surprisingly, the probability distributions for the logarithm of the time integrated release rates, Figures 5b and 6b, indicate that the second dataset, where the data quality has been reduced, gives a better prediction of the magnitude of the release. The probability distribution in Figure 5b predicts a release between 30 and 240 kg, with the most likely release being 90 kg. In comparison, the true release is 340 kg, which is of the same order of magnitude as the largest estimated releases but not included in the predicted interval. The probability distribution in Figure 6b, on the other hand, predicts a release between 90 and 840 kg with the most likely release being 310 kg. As mentioned previously, examination of the dataset showed that the measurement station in Rennes had measured the highest values in the dataset and that this measurement station seems to dominate the resulting probability distribution, see Section 3.1. It is, therefore, possible that the estimate of $\hat{q}$ in Figure 5b is also dominated by a few measurements close to the source, which may make it less robust than the estimate of $\hat{q}$ in Figure 6b.

3.2. Application to the Ru-106 Case

The two-dimensional marginal distributions for the release location, shown in Figures 7 and 8, are obtained by first applying Equation (17) and then Equation (19). Figure 7 shows the result based on all Ru-106 measurements, while Figure 8 shows the results based on two different sub-datasets: Figure 8a shows the result based on measurements of up to 36 h, of which the majority are either 12-h or 24-h averages, and Figure 8b shows the result based on measurements of more than 36 h, of which the majority are weekly averages (see Section 2.2 for details). Further, Table 2 shows the coordinates for the location of maximum probability as well as the distance from this location to the NIIAR and Mayak nuclear facilities, respectively.

The results in both Figures 7 and 8a show areas of high probability near the Mayak nuclear facility, which is located within the 10% HDR. In both cases, the NIIAR nuclear facility is located only just inside the 50% HDR. Assuming that the HDRs can be interpreted as in the ETEX case, Section 3.1, we would expect the true source location to be located inside or at least close to 10% HDR. Therefore, we conclude that Mayak is the most likely release site.

The 10% HDR of the probability distribution based on long-period measurements only, Figure 8b, extends further to the north and does not contain Mayak. However, Mayak is located just outside the 10% HDR, whereas NIIAR is only included in the 50% HDR. Hence, this result also indicates that the Mayak nuclear facility is the most likely release site.
Figure 7. Marginal posterior probability distribution for the Ru-106 case in units of km$^{-2}$. The blue triangle shows the location of highest probability density, the red diamond shows the location of the Mayak nuclear facility, the blue square shows the location of the NIIAR nuclear facility, and the yellow circles show the locations of the sampling stations. The result is based on all non-zero measurements and non-detections.

Figure 8. Marginal posterior probability distribution for the Ru-106 case in units of km$^{-2}$. The blue triangle shows the location of highest probability density, the red diamond shows the location of the Mayak nuclear facility, the blue square shows the location of the NIIAR nuclear facility, and the yellow circles show the locations of the sampling stations. (a) the result is based on all non-zero measurements and non-detections, both up to 36 h. (b) the result is based on all non-zero measurements and non-detections, both more than 36 h.

Table 2. List of locations of maximum probability for the different versions of the Ru-106 dataset. The table also shows the distance to the Mayak and NIIAR nuclear facilities.

<table>
<thead>
<tr>
<th>Data Set</th>
<th>Coordinates for Location of Maximum Probability</th>
<th>Distance to Mayak</th>
<th>Distance to NIIAR</th>
</tr>
</thead>
<tbody>
<tr>
<td>All measurements</td>
<td>57.9° N, 60.0° E</td>
<td>241 km</td>
<td>771 km</td>
</tr>
<tr>
<td>Measurements conducted over up to 36 h</td>
<td>57.8° N, 59.4° E</td>
<td>239 km</td>
<td>735 km</td>
</tr>
<tr>
<td>Measurements conducted over more than 36 h</td>
<td>58.4° N, 59.9° E</td>
<td>296 km</td>
<td>794 km</td>
</tr>
</tbody>
</table>
Time and Magnitude of the Release

The release period is estimated by considering the conditional posterior distribution \( P(t_{\text{start}}, \Delta t_{\text{release}} | x_{\text{release}}) \) based on the most likely release site. Further, as described in Section 3.1.2, the amount of released material is estimated by considering the distribution of \( \hat{q}\Delta t_{\text{release}} \) based on all release periods within the 50% HDR. Again, the values of \( \hat{q} \) are estimated using Equation (18). Assuming that the Mayak nuclear facility is the release site, we obtain the conditional posterior distribution \( P(t_{\text{start}}, \Delta t_{\text{release}} | x_{\text{release}}) \) shown in Figure 9.

The result in Figure 9a indicates that the release started between 23 September 2017 around 18.00 UTC and 26 September 2017 at 15.00 UTC and lasted between 3 and 36 h; generally, earlier releases (before September 00.00 UTC) would be of longer duration. In fact, the probability distribution has at least three local maxima: one on 24 September around 00.00 UTC, one on 25 September around 08.00 UTC, and one on 26 September around 02.00 UTC. This may indicate that the release possibly consisted of a few different release periods, which has also been hypothesized by Saunier et al. [9]. However, since the source term model only allows for constant releases within a single time interval, the probability of the combination of two release periods is not considered explicitly, and hence this hypothesis cannot be tested with our method. The 50% HDR covers quite a large area of the parameter space, and it is therefore difficult to estimate the release time and duration more accurately than this.

The probability distribution for the logarithm of the time integrated release rate, Figure 9b, predicts a release between approximately 210 and 1600 TBq, with the most likely release being 620 TBq, which is in accordance with the estimates of other studies [5,9,10,14]. The probability distribution also allows for a release that is significantly larger, up to about 8250 TBq, although this is an unlikely scenario. By comparison with the distribution \( P(t_{\text{start}}, \Delta t_{\text{release}} | x_{\text{release}}) \) in Figure 9a, it is likely that this option of a much larger release is related to the possibility of an early release, i.e., 23–24 September.
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4. Summary and Conclusions

The methodology combines the adjoint source–receptor relationship with a simplified Bayesian approach and a correlation-based probability measure. This provides an efficient way to obtain an estimate of the four-dimensional probability distribution for latitude, longitude, start time, and duration of a release, based on the assumption that the release rate is constant during the release period. The two-dimensional probability distribution for the source location is then obtained by marginalization.
The validation against ETEX shows that the methodology yields an accurate source localization when applied to the entire set of three-hour measurements; in this case, the location of maximum probability is 75 km downstream from the true source location, and the latter is located well within the 10% HDR. When excluding measurements close to the source or extending the measurement intervals, the width of the probability distribution is increased, but the area of high probability, e.g., the 10% or 30% HDR, still contains the true release site. The exact location of maximum probability, on the other hand, depends less systematically on these parameters, cf. Table 1, indicating that this measure is not useful alone but should be interpreted in combination with the 10% HDR. Thus, since the location of the maximum probability does not necessarily coincide with the true source location, a more robust interpretation of the result is to consider a larger area of high probability, such as the 10% HDR, and combine this result with information about possible release sites in the area to be able to suggest concrete source locations.

For a suggested release site, the start time and duration of the release is estimated by considering the conditional posterior distribution. When evaluating the conditional posterior distribution for the true source location in the ETEX case, a rough estimate of the start time and duration of the release is obtained. The methodology does not accurately pinpoint the correct release period but rather gives an interval of possible start times and durations. For the ETEX case, this means that releases of 3 to 36 h duration are possible, with the starting times ranging from 22 October 1994 around 10–15 UTC until approximately 32 h later. Thus, this method may not necessarily be ideal for accurately estimating the release period.

An estimate of the magnitude of the release is obtained by considering the distribution of the logarithm of the time-integrated release. For the ETEX case, the estimate is better when excluding the measurements close to the source. This may be related to the fact that the estimated optimal release rate is dominated by fewer data points with high values, when the measurements close to the source are included. As described in Section 2.6.1, the implication of setting $\sigma_i = \text{constant}$ is that measurements of higher values dominate the estimate of $\hat{q}$, which is likely to explain why the magnitude of the release is better estimated when excluding these measurements. However, a more thorough analysis of this is needed in order to reach a conclusion. For the two different versions of the ETEX datasets considered, the source was estimated between 30 and 240 kg and between 90 and 840 kg, respectively. In both cases, the interval of estimated releases includes values of the roughly the same order of magnitude as true release, 340 kg.

Further, the non-detections are included in the dataset by assuming that these are measurements of zero concentration, though they can be non-zero concentrations below the detection limit. The results show that the non-detections do add information, e.g., by locally decreasing the probability in areas upstream from measurement stations that only measured concentrations below the detection limit. However, the result is quite similar to that based on the dataset of only non-zero measurements. This indicates that, for the case considered, non-detections are not crucial for source localization, but they should be included if they exist.

The methodology is then applied to the Ru-106 case using three different datasets: the first including all measurements that fulfill the quality control requirements described in Section 2.2, the second only including measurements conducted over up to 36 h, and the third only including measurements conducted over more than 36 h. The result based on the first two datasets are almost indistinguishable by visual comparison. The third share similar features, but the 10% HDR is shifted towards north and covers a larger geographical area. However, despite these differences, the method proves to be robust, since the three datasets lead to the same overall conclusion. The two-dimensional marginal probability distribution for the location indicates that the Southern Ural region is the most plausible release area. By comparison of the 10% HDR and previously suggested release sites, we conclude that the most likely release site is the Mayak nuclear facility. Based on this assumption, the results indicate that the release started between 23 September 2017
at 18.00 UTC and 26 September 2017 at 15.00 UTC and lasted between 3 and 36 h. Finally, the magnitude of the release is estimated between 210 and 1600 TBq, with the most likely release being 620 TBq.

The main objective of this study was to develop a robust and efficient method suitable for operational use. The simplifications made allow for efficient evaluation of the probability, while the correlation-based probability measure provides a robust way of comparing measurements and model results despite the potentially large, unknown modelling errors. Through various sensitivity analyses, it has been demonstrated that the methodology yields useful results, even when the information contained in the dataset is reduced.
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