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Abstract

The Metropolis algorithm is arguably the most fundamental Markov chain Monte Carlo (MCMC) method. But the algorithm is not guaranteed to converge to the desired distribution in the case of multivariate binary distributions (e.g., Ising models or stochastic neural networks such as Boltzmann machines) if the variables (sites or neurons) are updated in a fixed order, a setting commonly used in practice. The reason is that the corresponding Markov chain may not be irreducible. We propose a modified Metropolis transition operator that behaves almost always identically to the standard Metropolis operator and prove that it ensures irreducibility and convergence to the limiting distribution in the multivariate binary case with fixed-order updates. The result provides an explanation for the behaviour of Metropolis MCMC in that setting and closes a long-standing theoretical gap. We experimentally studied the standard and modified Metropolis operator for models where they actually behave differently. If the standard algorithm also converges, the modified operator exhibits similar (if not better) performance in terms of convergence speed.

1 INTRODUCTION

Markov Chain Monte Carlo (MCMC) algorithms address the problem of sampling from a probability distribution \( p \) by constructing a Markov chain with stationary distribution equal to \( p \). Recording a state of the chain after running it for some time replaces sampling from \( p \). It has to be ensured that the Markov chain is ergodic, that is, converges to the stationary distribution irrespective of the starting state. The Metropolis algorithm \cite{metropolis1953} established the field of MCMC and is still widely used. It can be used as a building block for more advanced sampling algorithms such as Parallel Tempering \cite{geyer1991} \cite{salakhutdinov2009} \cite{fischer2015}. However, for the basic scenario of multivariate binary distributions – as for example in Ising models or Boltzmann machines – and state-updates that consider these variables in a fixed order, it is well known that the Metropolis algorithm may not converge to the desired distribution \cite{friedberg1970}, because the Markov chain induced can be reducible. \cite{brugge2013} have suggested a slightly modified Metropolis algorithm for the sampling of restricted Boltzmann machines. We extend their work and prove that the modified algorithm induces ergodic Markov chains for all multivariate binary distributions (in the non-binary case the convergence problem does not occur, see Appendix A.1). As a corollary we give a sufficient condition for the standard Metropolis algorithm to converge. For many classes of models, this condition is fulfilled almost surely. This theoretically justifies the use of the standard Metropolis algorithm with fixed-order updates.

In the next section, we state our main result, which is proven in Section 3. Section 4 provides numerical experiments before we conclude in Section 5.

2 MAIN RESULT

We consider the important case where \( p \) is an \( n \)-dimensional multivariate distribution with full support over a finite set \( \Omega^n \) with binary \( \Omega \), covering Ising models \cite{ising1925} \cite{brush1967} and stochastic neural networks such as restricted Boltzmann machines...
The transition probabilities of a (homogeneous) Markov chain with state-space \( \Omega^n \) can be defined by a transition operator \( T \) representing the probabilities \( T(x \rightarrow y) \) of going from state \( x \) to \( y \) in one step.

If \( p \) is a multivariate distribution, it is a common approach to consider a transition operator that is defined as a concatenation of operators of the form \( T = T_n \circ \cdots \circ T_2 \circ T_1 \), where operator \( T_i \) can only change the \( i \)-th variable (e.g., as in Gibbs sampling, Geman and Geman, 1984). We refer to the typical case of always applying the \( n \) operators in the same order as fixed-order updates. This corresponds to what Neal (1993) calls the local Metropolis algorithm.

For the standard Metropolis algorithm, the transition operator for the \( i \)-th variable is defined as:

\[
T_i(x \rightarrow f_i(x)) = \begin{cases} 
1 & \text{if } p(x) \leq p(f_i(x)) \\
\frac{p(f_i(x))}{p(x)} & \text{if } p(x) > p(f_i(x))
\end{cases}
\] (1)

for \( x = (x_1, \ldots, x_{i-1}, x_i, x_{i+1}, \ldots, x_n) \) and \( f_i(x) = (x_1, \ldots, x_{i-1}, \tilde{x}_i, x_{i+1}, \ldots, x_n) \), where \( \tilde{x}_i \) is the flipped value of \( x_i \). We have \( T_i(x \rightarrow x) = 1 - T_i(x \rightarrow f_i(x)) \) and \( T_i(x \rightarrow y) = 0 \) for \( y \in \Omega^n \setminus \{x, f_i(x)\} \). When using this operator, the Markov chain may not converge to \( p \), because it may not be irreducible.

A Markov chain is irreducible if one can get from any state to any other in a finite number of transitions. Irreducibility is necessary for the chain to always converge to a unique stationary distribution. For fixed-order updates, the transition operators of the Metropolis algorithm do not necessarily lead to an irreducible Markov chain and the chain may not converge, potentially leading to a failure of the MCMC sampling algorithm. Examples are given in Section 3 in the appendix.

Updating the variables in random order simplifies the theoretical analysis and guarantees an irreducible Markov chain. In practice, though, a fixed order is usually preferred, because it can be implemented more efficiently. Additionally, fixed-order updates are usually assumed to lead to faster convergence (Roberts and Sahu, 1997; Levine, 2002; Andrieu, 2016; He et al., 2016) as they each ensure that each variable is updated equally often and no variable is neglected for a longer time. He et al. (2016) shows that random scanning can indeed be worse by more than a logarithmic factor compared to fixed-order updates (in contrast to what is suggested by Diaconis 2013 bottom p. 1299). Still, they can also lead to slower convergence or even a non-ergodic chain (Neal, 1993) (see also Appendix 3). The importance of the update or scanning order for training machine learning models has long been realized, and several tailored algorithms have been proposed (see, e.g., He et al., 2016; Guo et al., 2018; Mitliagkas and Mackey, 2017).

For multivariate binary distributions, the Metropolis algorithm is similar to Gibbs sampling (Geman and Geman, 1984) – in fact Gibbs sampling can be seen as a Metropolis algorithm with a different proposal distribution or acceptance function (the Boltzmann acceptance function). A number of papers address the question of which of those two methods is preferable, see, e.g., Peskun (1973); Cunningham and Meijer (1974); Frigessi et al. (1993); Peskun (1981). Neal (1993) concludes: “The issues still remain unclear, though it appears that common opinion favors using the Metropolis acceptance function in most circumstances.”

Brügge et al. (2013) proposed a slightly modified Metropolis operator for restricted Boltzmann machines, which we generalize to arbitrary binary distributions. The modified Metropolis transition operator only differs in the case when the current and proposed state have the same probability:

\[
T_i(x \rightarrow f_i(x)) = \begin{cases} 
1 & \text{if } p(x) \leq p(f_i(x)) \\
\frac{p(f_i(x))}{p(x)} & \text{if } p(x) > p(f_i(x)) \\
\frac{1}{2} & \text{otherwise}
\end{cases}
\] (2)

This modification ensures that \( p \) remains a stationary distribution, which is straight-forward to show by proving detailed balance. In the next section, we prove that for this operator it holds:

**Theorem 1.** Let \( p \) be a distribution with full support over \( \Omega^n \) for binary \( \Omega \) and \( n \geq 1 \). The Markov chain induced by the modified Metropolis operator (2) and fixed-order updates is irreducible and aperiodic (and therefore ergodic).

The derivation of this theorem relies on a novel proof strategy (construction of graphs where cycles correspond to contradictions and doing induction on these graphs). We use tools that, to our knowledge, have not been applied in that form to the analysis of MCMC algorithms. It would not have been possible, for example, to follow the approach by Brügge et al. (2013), which focuses on restricted Boltzmann machines and requires that the graph of the MRF is bipartite (the nodes are either visible or hidden units, and there are only connections between a visible and a hidden unit), while our proof is valid for all binary models (e.g., general Boltzmann machines).
From Theorem 1 follows our main result, a sufficient condition under which the standard Metropolis algorithm does not differ from the modified version and is therefore safe to use:

**Corollary 1.** Let \( p \) be a distribution with full support over \( \Omega^n \) for binary \( \Omega \) and \( n \geq 1 \). If \( p((x_1, \ldots, x_{i-1}, x_i, x_{i+1}, \ldots, x_n)) \neq p((x_1, \ldots, x_{i-1}, \bar{x}_i, x_{i+1}, \ldots, x_n)) \) for all \( i = 1, \ldots, n \), then the Markov chain induced by the standard Metropolis operator \( (1) \) and fixed-order updates is irreducible and aperiodic.

For many use cases, for example spin glasses, where coupling strengths are drawn from a continuous distribution, or Boltzmann machines, where weights are initialized randomly, the condition in Corollary 1 holds almost always. Ising models with uniform coupling strength are an important case where the condition does not hold (see Appendix A.2). We suggest to use the modified Metropolis operator in cases where the standard operator would not lead to an irreducible chain. Section 4 demonstrates the performance of the new operator empirically.

### 3 PROOF OF MAIN RESULT

To prove Theorem 1 we use a basic theorem (e.g., see Billingsley 1995 we refer to Hobert et al. 2007 for a proof):

**Theorem 2.** A set \( C \subseteq \Omega^n \) is closed given a Markov chain if for all \( \mathbf{x} \in C: \sum_{y \in C} T(\mathbf{x} \rightarrow y) = 1 \) (i.e., once the chain enters \( C \) it cannot leave). A Markov chain is irreducible if the only closed subset is \( C = \Omega^n \).

We show irreducibility by proving that there exists no proper subset of \( \Omega^n \) that cannot be left and then applying Theorem 2. The proof involves the following steps.

We first establish a relation between possible transitions between states that differ only in one variable \( i \) and the probabilities of states resulting from flipping all variables with a higher (or lower) index than \( i \) including and excluding \( i \). Then we show via contradiction that all singleton subsets of the state space cannot be closed. Then we show the same for sets with more than one element. To this end, we map each subset to a graph that contains cycles if the subset can be left and prove by induction that, for all proper subsets \( S \), the graph \( G(S) \) contains cycles and, therefore, the Markov chain is irreducible. Showing aperiodicity is straightforward.

**Basic Lemma** Let us denote the state \((\bar{x}_1, \ldots, \bar{x}_n)\), where all sites (variables) are flipped to their opposite values, by \( \mathbf{\bar{x}} \). We denote the state \((x_1, \ldots, x_{i-1}, \bar{x}_i, x_{i+1}, \ldots, x_n)\), where only the \( i \)-th site is flipped, by \( f_i(\mathbf{x}) \), the state where the first \( i \) sites are flipped by \( f_{\leq i}(\mathbf{x}) = (\bar{x}_1, \ldots, \bar{x}_i, x_{i+1}, \ldots, x_n) \), and the state where the last \( i \) sites are flipped by \( f_{\geq i}(\mathbf{x}) = (x_1, \ldots, x_{i-1}, \bar{x}_i, \ldots, \bar{x}_n) \). We define the special boundary cases \( f_{\leq 0}(\mathbf{x}) = f_{\geq n+1}(\mathbf{x}) = \mathbf{x} \).

If a state \( \mathbf{y} \) can be reached from a state \( \mathbf{x} \) in an arbitrary number of steps, we write \( \mathbf{x} \rightarrow \mathbf{y} \). If \( \mathbf{y} \) cannot be reached from \( \mathbf{x} \) in any numbers of steps, we write \( \mathbf{x} \not\rightarrow \mathbf{y} \).

The following lemma establishes a relationship between properties of the stationary distribution \( p \) and impossible transitions of the Markov chain.

**Lemma 1.** For all \( i = 1, \ldots, n \):

\[
\begin{align*}
\mathbf{x} \not\rightarrow f_i(\mathbf{x}) & \Rightarrow p(f_{\leq i}(\mathbf{x})) < p(f_{\leq i}(\mathbf{x})) \quad (a)
\mathbf{x} \not\rightarrow f_i(\mathbf{x}) & \Rightarrow p(f_{\geq i}(\mathbf{x})) < p(f_{\geq i}(\mathbf{x})) \quad (b)
\end{align*}
\]

**Proof.** For the proof of \( a \) we assume

\[
\quad p(f_{\leq i}(\mathbf{x})) \geq p(f_{\leq i}(\mathbf{x}))
\]

and show that \( \mathbf{x} \rightarrow f_i(\mathbf{x}) \) follows. We do this by constructing a chain of valid transitions from \( \mathbf{x} \) to \( f_i(\mathbf{x}) \). Note, that it is not sufficient to show that one can reach \( f_i(\mathbf{x}) \) by applying only part of the transition operators \( T_i \circ \cdots \circ T_2 \circ T_1 \), for \( i < n \), but one has also to show that it is possible to stay in this state until the completion of the full update step (i.e., under the remaining transition operators \( T_n \circ \cdots \circ T_{i+1} \)).

Flipping a site is always possible, because \( 0 < p(f_{\leq i}(\mathbf{x})) / p(f_{\leq i}(\mathbf{x})) \), since we assume \( p \) having full support. Thus, for \( i > 1 \) we can transition from \( \mathbf{x} \) to \( f_{\leq i-1}(\mathbf{x}) \) in the first \( i - 1 \) partial steps. We can then stay in this state in the \( i \)-th partial transition step by assumption \( 1 \) (we need the assumption because staying in a state is only possible if it has larger or equal probability than the newly proposed state). The latter argument also proves \( \mathbf{x} \rightarrow f_{\leq i-1}(\mathbf{x}) \) for \( i = 1 \), which corresponds to staying in \( \mathbf{x} \), see \( 3 \).

We continue to flip all the sites with the partial transition operators and end up in \( f_{\geq i+1}(f_{\leq i-1}(\mathbf{x})) = f_i(\mathbf{x}) \), the state where all sites but the \( i \)-th site are flipped, at the end of the complete update step (i.e., after all \( n \) partial update steps). We can then transition to \( f_i(\mathbf{x}) \) by flipping all sites in another complete update step. Thus, we have created a path from \( \mathbf{x} \) to \( f_i(\mathbf{x}) \) using two full update steps, which contradicts \( \mathbf{x} \not\rightarrow f_i(\mathbf{x}) \) in \( a \).

To prove \( b \), we analogously construct a path involving two full update steps by first flipping all sites and then flipping all sites but the \( i \)-th.

The ability to stay in a certain state is the one point in the proof that works only for the modified Metropolis
algorithm, but not the classical Metropolis algorithm. With the classical algorithm it is not possible to stay in the current state if \( p(f_{\leq 1}(x)) = p(f_{\leq 1}(x)) \), while with the modified Metropolis operator it is. This also explains why the proof carries over to the classical Metropolis algorithm if there does not exist a \( x \in \Omega^n \) with \( p(f_{\leq 1}(x)) = p(f_{\leq 1}(x)) \).

Singleton Subsets Cannot Be Closed  Now we show that a singleton subset of the discrete state space cannot form a closed set:

**Lemma 2.** Let \( S = \{ x \} \subset \Omega^n \). It holds \( \exists y \in \Omega^n \setminus S : x \not\rightarrow y \).

**Proof.** We prove the claim by showing that the negation
\[
\forall y \in \Omega^n \setminus S : x \not\rightarrow y
\]
leads to a contradiction. Assuming \( \neg \), it follows that all states which differ from \( x \) in only one site cannot be reached from \( x \), that is:
\[
x \not\rightarrow f_i(x) \text{ for } i = 1, \ldots, n .
\]

Now, from Lemma 1(a) follows that for \( i = 1, \ldots, n : p(f_{\leq 1}(x)) < p(f_{\leq 1}(x)) \). From these inequalities we can construct the following sequence
\[
p(x) < p(f_{\leq 1}(x)) < \ldots < p(f_{\leq n-1}(x)) < p(x) .
\]

From Lemma 1(b) equivalently follows a second sequence
\[
p(f(x)) < p(f_{\leq 2}(x)) < \ldots < p(f_{\leq n}(x)) < p(x) .
\]

Together these two sequences of inequalities lead to the contradiction \( p(x) < p(x) \).

Reduction to a Graph Problem  Next, we generalize Lemma 2 to arbitrary subsets of \( \Omega^n \). That is, we want to prove that for all strict subsets \( S \subset \Omega^n \), \( \exists x \in S \) and \( \exists y \in \Omega^n \setminus S \) such that \( x \not\rightarrow y \) and thus \( S \) cannot be a closed set. The proof follows a similar line of thoughts as the proof of Lemma 2. We show that assuming the contrary, namely that there exists a \( S \subset \Omega^n \) such that
\[
\forall x \in S : \forall y \in \Omega^n \setminus S : x \not\rightarrow y
\]
and therefore specifically
\[
\forall x \in S : \forall f_i(x) \in \Omega^n \setminus S : x \not\rightarrow f_i(x) ,
\]
leads to a contradiction. Since reasoning about sequences of inequalities gets complicated when dealing with larger sets, we reduce the problem to a graph problem via mapping each subset \( S \) to a graph \( G(S) \), such that each inequality resulting from applying Lemma 1 to statement \( \neg \) corresponds to an edge in the graph, and a contradiction to statement \( \neg \) arises if the graph contains cycles.

**Lemma 3.** Let \( S \subset \Omega^n \) and let \( G(S) = (\Omega^n , E(S)) \) be defined as the directed graph with edge set
\[
E(S) = \{ (f_{\leq 1}(x), f_{\leq 1}(x)) , (f_{\leq 2}(x), f_{\leq 2}(x)) \mid x \in S \setminus f_i(x) \in \Omega^n \setminus S \}
\]

If \( G(S) \) contains a cycle, then at least one state \( f_i(x) \) outside \( S \) can be reached from some \( x \in S \), that is
\[
\exists x \in S : \exists f_i(x) \in \Omega^n \setminus S : x \rightarrow f_i(x) .
\]

**Proof.** Assume that for all \( x \in S \) we have \( \forall f_i(x) \in \Omega^n \setminus S : x \not\rightarrow f_i(x) \). Then Lemma 2 states that \( (x, y) \in E(S) \) implies the strict inequality \( p(x) < p(y) \). That is, if \( G(S) \) contains a cycle, then the assumption cannot be fulfilled.

To detect cycles, we make use of a basic theorem from graph theory. A directed graph is balanced if \( \deg^+ \) and \( \deg^- \) are the numbers of outgoing and ingoing edges of \( v \), respectively.

**Theorem 3** (e.g., see Wahlström 2018, p. 174). Let \( G \) be a balanced directed graph with at least one edge. Then there exists a directed cycle.  

**Proof of Theorem 2.** To prove irreducibility, we prove that for all \( S \subset \Omega^n \) the graph \( G(S) \) as defined in Lemma 3 contains a cycle. More specifically, we will apply Theorem 3 after showing that for all \( S \subset \Omega^n \) the graph \( G(S) \) has the property
\[
\deg^+(v) = \deg^-(v) , v \in \Omega^n .
\]

From the existence of a cycle for all \( S \subset \Omega^n \), we know that no \( S \subset \Omega^n \) can be a closed set by applying Lemma 2. Having shown that there is no proper subset of the state space that is a closed set, applying Theorem 3 yields that the Markov chain is irreducible.

We prove the property by induction. For the **base case**, we consider singleton subsets \( \{ x' \} \) and the corresponding edge set:
\[
E(\{ x' \}) = \{ (f_{\leq 1}(x'), f_{\leq 1}(x')) , (f_{\leq 2}(x'), f_{\leq 2}(x')) \mid i = 1, \ldots, n \}
\]

These edges form a cycle, which corresponds exactly to the contradiction arising from the sequence of inequalities discussed in the proof of Lemma 2. Each node of the cycle has exactly one incoming and one outgoing edge, and thus property \( \neg \) holds.

Let us now assume that for all \( S \subset \Omega^n \) with \( |S| = k \geq 1 \), for \( G(S) = (\Omega^n , E(S)) \) induced by \( \neg \) via Lemma 1 property \( \neg \) holds. In the **induction step** we now
show that then for all $S' \subset \Omega^n$ with $|S'| = k + 1$ property \([11]\) also holds for $G(S') = (\Omega^n, E(S'))$.

For each $S'$ it holds $S' = S \cup \{x'\}$ for some $S \subset \Omega^n, |S| = k$ and $x' \in \Omega^n \setminus S$. Given $G(S) = (\Omega^n, E(S))$ and $G(S') = (\Omega^n, E(S'))$, the edge set $E(S')$ can be constructed as follows. Let $I = \{i \mid f_i(x') \in S; i = 1, \ldots, n\}$:

**Case 1:** Assume that $I = \emptyset$, that is, for all $i = 1, \ldots, n$ it holds $f_i(x') \notin S$, or equivalently $f_i(x') \in \Omega^n \setminus S$, and therefore $f_i(x') \in \Omega^n \setminus S'$. Directly from the definitions we have

$$E(S) = \{(f_{\leq i-1}(x), f_{\leq i}(x)), (f_{\geq i}(x), f_{\geq i+1}(x)) \mid x \in S \wedge f_i(x) \in \Omega^n \setminus S\} = \{(f_{\leq i-1}(x), f_{\leq i}(x)), (f_{\geq i}(x), f_{\geq i+1}(x)) \mid x \in S \wedge f_i(x) \in \Omega^n \setminus S\}$$

and

$$E(S') = \{(f_{\leq i-1}(x), f_{\leq i}(x)), (f_{\geq i}(x), f_{\geq i+1}(x)) \mid x \in S \wedge f_i(x) \in \Omega^n \setminus S'\} = E(S) \cup E(S')$$

If $x' \in S$ then the edges in $E(\{x'\})$ are already in $E(S)$ and $E(S \cup \{x'\}) = E(S)$. By assumption $x' \notin S$. Thus, if $x' \notin S$ then $E(S)$ and $E(\{x'\})$ are disjoint and

$$E(S') = \{(f_{\leq i-1}(x), f_{\leq i}(x)), (f_{\geq i}(x), f_{\geq i+1}(x)) \mid x \in S \wedge f_i(x) \in \Omega^n \setminus S'\} = E(S) \cup E(S')$$

In both cases $\deg^+(v) = \deg^-(v)$ for all vertices of $G(S')$.

**Case 2:** Let $I = \{i \mid f_i(x') \in S; i = 1, \ldots, n\} \neq \emptyset$. The set $E(S')$ can be constructed by removing edges from $E(S) \cup E(\{x'\})$. This is illustrated in Figure 1. We need to remove the edges

$$R_i^S = \{(f_{\leq i-1}(x), f_{\leq i}(x)), (f_{\geq i}(x), f_{\geq i+1}(x)) \mid x \in S \wedge f_i(x) = x' \} \subseteq E(S)$$

for $i \in I$, because $x'$ is in the complement of $S$, but not in the complement of $S'$ and thus $R_i^S \not\subseteq E(S')$ as well as the edges from

$$R_i^{(x')} = \{(f_{\leq i-1}(x'), f_{\leq i}(x')), (f_{\geq i}(x'), f_{\geq i+1}(x')) \} \subseteq E(\{x'\})$$

Comparing (17) to (18) shows that for each edge from $E(\{x'\})$ not included in $E(S')$ we find a reverse edge from $E(S)$ not included in $E(S')$. From this it follows that $\deg^+(v) = \deg^-(v)$ for all vertices of $G(S')$. Thus, for all proper subsets $S \subset \Omega^n$ the graph $G(s)$ contains a cycle because of Theorem \([3]\) This implies that $S$ cannot be a closed set by Lemma \([3]\). Thus, no proper subset of the state space is a closed set and the Markov chain is irreducible by Theorem \([2]\).

To prove **aperiodicity** of an irreducible Markov chain we only need to identify one aperiodic state. There is one state $x \in \Omega^n$ with $p(x) \geq p(y)$ for all $y \in \Omega^n$. By definition of the modified Metropolis operator \([2]\) (and also the standard operator \([1]\)), there is always the possibility that after reaching $x$ the chain also stays in the state $x$. Thus, the state $x$ has period one and the Markov chain is aperiodic.

### 4 EXPERIMENTS

Our main result is theoretical and contributes to the basic understanding of the general Metropolis algorithm, which has many applications in machine learning. Corollary \([1]\) guarantees the irreducibility of the Metropolis chain for all binary Gibbs models for which the modified and the vanilla Metropolis algorithm are identical. Still, it is interesting to look at scenarios where the modified Metropolis algorithm differs from the original. We performed experiments on Ising models (with uniform coupling strength and no external field) \([16, 25, 35]\), which belong to the class of models for which the condition in Corollary \([1]\) does not hold. We selected Ising models because they are conceptually simple and have been used to demonstrate convergence problems of the Metropolis algorithm before. Most importantly for Ising models the modified and standard Metropolis operator actually differ, while for other popular models like Boltzmann machines or spin glasses our contribution is the proof of irreducibility which transfers to the standard operator according to Corollary \([1]\). Numerous MCMC methods have been proposed since the Metropolis algorithm was invented, for example methods that flip clusters of variables \([18, 19]\) developed to speed up the convergence when sampling Ising models. We do not claim the superiority of the
We measure the speed of convergence of a Markov chain when applying the original Metropolis algorithm, the modified Metropolis algorithm as well as Gibbs sampling methods. The results for experiments in which the classical Metropolis algorithm does not converge are shown in the top plot in Figure 2. For a $3 \times 3$ Ising model with a periodic lattice structure the spectral gap for Metropolis sampling is 0, irrespective of coupling strength. That is, the Markov chain induced by the classical Metropolis algorithm with both chessboard and linear update order is reducible for this model. In contrast, the modified Metropolis algorithm converges in this setting as expected from Theorem 1. After the discontinuity at $J = 0$, the convergence speed improves quickly with rising coupling strength until it reaches a point where it converges slightly faster than Gibbs sampling, but approaches the same convergence speed at very strong couplings. The bottom plot in Figure 2 depicts the results for a case where both the classical and modified Metropolis converge very slowly for models with weak coupling, but converge better with rising coupling strength until they surpass Gibbs sampling. After they reach a point with maximal convergence speed, the convergence speed decreases again and all three sampling methods approach the same spectral gap for very high coupling strengths. Although the overall shapes of the curves are very similar for both versions of the Metropolis algorithm, the spectral gap of the modified Metropolis operator rises quicker, reaches its maximum

...
earlier and then also decreases earlier and faster. In summary, there are models with low $J$ where Gibbs sampling converges the fastest, models with medium $J$ where the modified Metropolis algorithm converges the fastest, and models with high $J$ where the classical algorithm converges the fastest. Nonetheless, the modified and classical Metropolis operator show a very similar behavior overall.

5 CONCLUSIONS

There has been a gap between theory and practice in MCMC sampling using the Metropolis algorithm. The necessary mathematical conditions ensuring an ergodic Markov chain do not, in general, hold for multivariate binary distributions for the most popular variant of the Metropolis algorithm, which updates the states of the random variables in a fixed order, but this has not stopped the community from employing it. This paper shows that only a very small modification of the Metropolis algorithm is necessary to produce an ergodic Markov chain that guarantees convergence for all multivariate binary distributions.

Moreover, our results allow to identify scenarios in which the standard Metropolis algorithm for multivariate binary distributions using fixed-order updates may not converge and scenarios in which the algorithm is safe to use. Specifically, reducibility only occurs if there exist states that differ only in one variable and have the same probability under the stationary distribution. If no such states exist, our convergence proof can be directly transferred to the standard Metropolis algorithm – and this will almost surely be the case for typical models such as Boltzmann machines and spin glasses with (initial) parameters drawn from a continuous distribution. This insight closes the gap between practice and (Markov chain) theory for the Metropolis algorithm with fixed-order updates for multivariate binary distributions.

We measured the spectral gap for Ising models (with uniform coupling strength and no external field), where the standard Metropolis algorithm with fixed update order is not guaranteed to converge. In settings where the standard Metropolis MCMC converges, the modified Metropolis algorithm has a similar convergence speed profile as the original algorithm, but behaves slightly more like Gibbs sampling. When looking at Ising models where the standard Metropolis algorithms does not converge, the modified version does. Here Gibbs sampling gives better results for low coupling strengths, while the new Metropolis operator performs slightly better for medium coupling strengths.

In summary, we see no argument why the newly proposed transition operator should not be the default setting for Metropolis MCMC with fixed-order updates of binary variables.
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A EXAMPLES WHERE THE METROPOLIS ALGORITHM DOES NOT CONVERGE

A.1 MINIMAL EXAMPLE

Let us consider binary $\Omega = \{0, 1\}$ and $n = 2$ variables and assume that the target distribution $p$ is uniform, that is, $p((0, 0)) = p((0, 1)) = p((1, 0)) = p((1, 1))$. As-
As can be seen from Figure B.5, the results generally support the popular belief that fixed-order scans lead to faster convergence: For almost all settings random-order scans show much worse performance than Gibbs sampling with fixed-order scans. The only exception is the setting investigating an Ising model with periodic boundary conditions, where classical Metropolis sampling with fixed-order scans does not converge, but performs exceptionally well with random-order scans for high $J$.
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Figure A.3: Counter-example with chessboard update order. We assume a periodic Ising model with uniform coupling-strengths, where both of the dimensions of the Ising model have an even number of sites. If the site activations form a striped pattern and are updated in a chessboard pattern (here indicated by the coloring of the nodes, where first the nodes of one color are updated, then the nodes of the other color), they will never escape the striped pattern, switching deterministically from horizontal to vertical stripes after updating half the variables, switching to the complementary horizontal striped pattern after a full update step and switching back in another full update step.

Figure A.4: Counter-example with left-to-right, top-to-bottom scanning order. For a periodic Ising model, where both of the dimensions have the same number of sites, if the site activations form a triangular pattern as shown in the left figure, they will flip between two possible states if updated in the order indicated by the arrow.

Figure B.5: Random scan results for non-periodic (left) and periodic (right) boundary conditions, compare to Figure 2.


