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We present a novel meso-scale model for computing anisotropic and asymmetric friction for contacts in rigid body simulations that is based on surface facet orientations. The main idea behind our approach is to compute a direction dependent friction coefficient that is determined by an object’s roughness. Specifically, where the friction is dependent on asperity interlocking, but at a scale where surface roughness is also a visual characteristic of the surface. A GPU rendering pipeline is employed to rasterize surfaces using a shallow depth orthographic projection at each contact point in order to sample facet normal information from both surfaces, which we then combine to produce direction dependent friction coefficients that can be directly used in typical LCP contact solvers, such as the projected Gauss-Seidel method. We demonstrate our approach with a variety of rough textures, where the roughness is both visible in the rendering and in the motion produced by the physical simulation.
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1 INTRODUCTION

Comprehensive models of friction are relevant for contemporary interactive computer graphics applications. For instance, friction is an operational mechanism in virtual reality, games, and training simulations, and is important for scenarios such as stacking and wheel-terrain interaction. Yet models that capture a wide range of friction phenomena remain elusive, at least in the context of real-time simulations.

The process of tuning friction to achieve specific effects can be tedious as simulation designers are often limited to adjusting values in a table of pair-wise material constants for isotropic Coulomb friction. Consequently, recent work in computer graphics has explored new approaches to reduce the combinatorial nightmare of tuning this parameter table of all possible material and surface-finish combinations. Specifically, friction tensors [Pabst et al. 2009] and the matchstick friction model [Erleben et al. 2020] both use a parameterization that combines surface information to derive the frictional properties dynamically at any contact. Our work is similar in that we also compute...
custom frictional properties based on the surfaces’ configuration at each contact. However, a unique aspect of our approach is that we use small scale surface geometry to compute a plausible friction response. Effectively, we couple the visual appearance of surface roughness to the friction model.

True friction is a complicated system response combining many phenomena at different scales [Vakis et al. 2018]. Ignoring thermal effects, chemical reactions, lubrication, and wear, the friction between hard rigid surfaces is largely considered to be primarily related to their roughness. There are several ways to measure and encode surface roughness. For instance, amplitude can be used to characterize vertical deviations from the mean surface, whereas other measures of roughness are based on the variation of the surface slope. In this work, our definition of roughness follows directly from the latter in that we encode roughness with varying surface normals.

The computer graphics community has developed a variety of methods for rendering rough surfaces, including bump maps, normal maps, BRDFs, and other micro-facet models. In this paper, we are motivated by the challenge of bringing rendered surface roughness and friction effects into agreement while keeping the performance of the approach suitable for interactive applications, such as VR or video games. Specifically, we compute friction coefficients from normal maps that provide the meso-level roughness detail.

Figure 1 shows a diagram of rough surfaces in contact, where small visible salient features (asperities) on one surface come into contact with the other, and the interaction of these is a principal factor that explains the variation of available friction forces. In contrast to classic tribology models that estimate friction from interlocking micro-geometry, our work includes a directional component which leads to anisotropic and asymmetric friction cones that are useful in the simulation frameworks commonly used in computer graphics. Our work addresses meso-level phenomenological modeling of salient and visible geometric features. That is, at a scale where geometric features due to surface roughness become visibly distinct.

We highlight the main properties of our model below:

- Proportionality. Friction forces increase with surface roughness. Although this is a broad observation, it is generally true that rougher surfaces will generate more friction.
- Anisotropy. When small scale geometry variation on one of the surfaces exhibits anisotropy, meaning that normal deviations are larger in one direction compared to another, then our friction model will also produce anisotropic behavior. That is, the friction forces will depend on the orientation of the surfaces at the contact, as well as the relative sliding direction.
• Asymmetry. Surface geometry can interlock when moved in one direction, but begin to separate for motion in the opposite direction. In such examples, our model generates larger friction forces in the former case, and smaller friction forces in the latter case.

• Visual consistency. The primary benefit of our approach is the ability to model and set friction directly from the same representation used for visual rendering of the surface. This can be done procedurally, such as from statistical distributions of facets as is done in global illumination, or by encoding the facet geometry explicitly, such as by a displacement field or normal map.

In this work, we compute friction forces by generating a limit surface approximation (i.e., a friction cone or box) that is obtained by extracting local information at each contact using a novel process that leverages the GPU. The limit surface can then be used with simulators based on both direct and iterative linear complementarity (LCP) solvers and is independent of the time-stepping scheme, following the methods of Erleben et al. [2020]. Furthermore, we specifically demonstrate that our friction model may be used in conjunction with the prolific normal mapping technique [Cohen et al. 1998], and show that a range of compelling simulations may be realized using explicit surface normal information. The resulting frictional behavior matches qualitatively the visual rendering and exhibits the roughness dependence we target in our approach.

2 RELATED WORK

The recent course notes by Andrews and Erleben [2021] provides a good overview of simulation methods and numerical methods for solving friction problems. A comparison of current friction models in computer graphics is also presented by Erleben et al. [2020]. Below, we discuss other related work in graphics as well as those in mechanical engineering and tribology.

2.1 Friction in computer graphics

Asymmetric and anisotropic friction is found in many places in our everyday surroundings, and is unlike the isotropic Coulomb friction model that is employed in the majority of computer graphics simulations [Allard et al. 2010; Baraff 1994; Daviet 2020; Daviet et al. 2011; Erleben 2017; Erleben et al. 2020; Geilinger et al. 2020; Kaufman et al. 2005, 2008; Li et al. 2020; Ly et al. 2020; Macklin et al. 2019; Otaduy et al. 2009; Peiret et al. 2019]. Nevertheless, there is a collection of work in computer graphics dedicated to anisotropic and nonlinear models such as friction tensors [Pabst et al. 2009], cloth friction [Chen et al. 2013], and the matchstick model [Erleben et al. 2020]. In contrast, our approach starts at a lower level, using principles of roughness and asperities inspired from real-world surfaces. Furthermore, we make a strong connection between the visual appearance of surfaces and their simulated motion.

The roughness of real world surfaces is also a critical component of acoustic and haptic rendering. Otaduy et al. [2004] combine height field texture information on two contacting objects to give a perception of roughness, while Costes et al. [2018] encode additional haptic features into texture maps for use in real-time haptic rendering. For contact sounds, van den Doel et al. [2001] use a one dimensional roughness computed from a fractal noise model or measured by microphone contact. Ren et al. [2016] extend this idea to also use two dimensional texture, which are visible to the user but not to the physics engine, as part of their contact sound generation. In contrast, making roughness information visible to the physics engine is our primary goal.

2.2 Mechanical engineering and robotics

The mechanical engineering community has investigated more general models for friction. Liley et al. [1998] investigate anisotropies and asymmetries with lateral force microscopy in the wearless
regime. Yu and Wang [2012] examine the relationship between anisotropic friction and surface roughness. Umbanhowar et al. [2012] observe non-convex friction responses on vibrating plates, and Walker and Leine [2017] propose ways to deal with non-convex friction models. This line of work demonstrates an increasing interest in the engineering community for more expressive friction models. However, this work is mainly concerned with measurement for specific scenarios at the micro-scale, which is lower than what is visible in many computer graphics applications. In contrast, our focus is on general models that are easy to rig in the context of interactive graphics applications and provide consistency with the visual appearance of rough surfaces.

Other work has explored measurement-based modeling of surface roughness using robotic apparatus. Pai et al. [2001] record contact friction textures using a robotic probe under the assumption of a symmetric isotropic Coulomb model. Dreßel et al. [2019] perform model free friction measurements with a robot arm with limited ability to sample randomly, and focus on measuring force rather than explaining the cause.

2.3 Tribology

In the field of tribology [Rabinowicz 1995; Sheng Chen and Liu 2016], friction at the microscopic scale has been studied for a long time and many models exist in this regime. A key concept applied by many models is that the friction force is related to the real area of contact between two surfaces. The notion of real versus apparent contact area can be explained using Figure 1. Consider that two rough surfaces are like mountain ranges, with one of them being turned upside-down and pushing against each other. The real contact area is due to the regions where the peaks of mountains (asperities) touch the other surface, whereas the apparent area is due to the land (macro) surface.

In seminal work by Bowden and Tabor [1950], they observed that the real area of contact is proportional to the normal load and independent of the apparent area of contact. This has given rise to models that consider deformation of asperities forming an adhesive binding that contributes to the friction. Greenwood and Williamson [1966] use probabilities for asperity contact to derive their model. When considering continuous sliding motion, asperities start to plow through the surfaces and so comes a larger contribution to the friction effect. This is the domain of application we seek for computer graphics applications: very rough surfaces with salient visible features at the meso-scale that introduce changes and variation to an object’s motion. Our model borrows inspiration from tribology in that we want the coefficient of friction to be a monotonically increasing function of roughness measure larger than 2 microns. This is the region where friction is affected by asperity interlocking [Rabinowicz 1995] and where the model of conical asperity ploughing has been proposed for computing a coefficient of friction depending on the slope of the conical asperity [Sheng Chen and Liu 2016].

Tribology models are not always directly applicable to our domain as we seek meso-scale models that can account for asymmetry and anisotropy. Furthermore, we seek a model that falls naturally into the machinery of complementarity based modeling of contact [Andrews and Erleben 2021; Bender et al. 2014]. Hence, we glue concepts together to create a novel approach for generating friction cones from these first principles.

3 FRICTION MODEL

There are numerous factors that determine the friction between dry solids, such as the real area of asperity contact, the shear and fracture strength of the material, and other elements such as temperature and adhesion.

Our model focuses on friction effects that arise between rough surfaces due to the slope of small surface facets. Specifically, our goal is to capture effects due to interaction at the meso-scale, where rough features start to become visible to the human eye. At this level, friction is mainly due to
Friction coefficient affected by asperity deformations and ploughing. As seen in Figure 2, the meso-scale regime corresponds to a roughness RMS measure larger than 2 microns. For a region of lower roughness values, friction is constant, and eventually for very smooth surfaces the friction increases due to larger contact areas and molecular bonding between deformed asperities. However, we only focus on the regime where larger and possibly visible features influence the friction behavior. In this regime, the plot suggests the use of a nominal constant friction coefficient, which grows as the RMS roughness increases above 2 microns due to interlocking meso-scale features.

Since the real contact area between rough surfaces makes up only a tiny fraction of the apparent contact area [Rubinstein et al. 2006], we assume it to be unlikely that asperities from both surfaces occur at the same location. This suggests that friction due to a pair of contacting surfaces has an additive nature, at least for rigid surfaces with a meso scale roughness profile and ignoring plastic deformation and fracturing of asperities. Therefore, we assume that the coefficient of friction in the direction $\vec{d}$ can be computed by an additive model, such that

$$\mu_{\vec{d}} \approx \mu_{\vec{d}, A} + \mu_{\vec{d}, B}.$$  \hfill (1)

Here, $\mu_{\vec{d}, A}$ and $\mu_{\vec{d}, B}$ encode the scaling with respect to surface roughness and direction effects stemming from salient meso-scale features from each surface. We use a modulated multiplicative form to model this effect involving two terms, such that

$$\mu_{\vec{d}, A} \approx S_{\vec{d}, A} \cdot P_{\vec{d}, A},$$  \hfill (2)

where $S$ is a function that scales friction depending on how much contact is made between surfaces, and $P$ models the directional effect depending on the surface meso-geometry. Hence, the coefficient
depends on the meso-facet normal $\tilde{m}$ and the macroscopic surface normal $\tilde{n}$ of surface $A$, and a similar form applies to $\mu_{\tilde{d}, B}$.

We target sampling strategies suitable for interactive simulation and one can apply various sampling strategies for $\tilde{d}$ to generate friction cone approximations that span the contact plane. Figure 3 illustrates this concept. Experiments in this work use the box cone approximation. However, polyhedral cone approximations are likewise compatible with our proposed model. Similarly, the specific form of the $S$ and $P$ functions and how they are computed over a surface patch is tailored to exploit computer graphics techniques for geometric modeling and rendering.

We demonstrate how roughness represented by a normal map may be used to efficiently compute coefficients that are suitable for use in friction simulation by averaging over small regions of the surface using a process we later explain in Section 4. In this section, we provide details about our friction model. For increased readability in our subsequent derivation we will omit subscripts $\tilde{d}$ and surfaces as we consider a single direction and surface only. Later we add subscripts back when assembling all terms to present our full model.

### 3.1 Ploughing model of friction

Micro-scale ploughing occurs when asperities on one surface dig into or grind against the material on another surface. This phenomena is demonstrated in Figure 4. Assuming a conical asperity, the friction due to ploughing is a function of the effective slope of the asperity. Computing the angle of the slope, let

$$\theta = \arccos (\tilde{n} \cdot \tilde{m}) ,$$

where $\tilde{n}$ is the macro normal of the underlying geometry (e.g. from a polygon mesh), and $\tilde{m}$ is the micro-facet normal due to the asperity. The friction coefficient due to a surface ploughing against another is then computed as

$$\mu = \frac{2}{\pi} \tan \theta.$$  \hspace{1cm} (3)

The above equation is a commonly accepted ploughing model of friction that can be found in standard references on contact dynamics [Sheng Chen and Liu 2016]. However, it is a 1D model based on a cross-sectional analysis of the surfaces.

Consider the illustration in Figure 4. It is clear that some friction is produced as the green surface moves in the direction $\tilde{d}$ and interlocks with the blue surface since $\tilde{m}$ is oriented in the ploughing direction. Observe also that the $\tan \theta$ term increases rapidly the more that the micro-facet normal is directly aligned with the ploughing motion. However, for an out-of-plane motion there may be no resistance since the micro-facet normal is not oriented in the direction of ploughing. Yet we seek a friction model that is valid for cases where the facet normal and ploughing direction do not lie in the same plane. Therefore, we use Equation 3 as a building block and extend it to a directional meso-scale version that accounts for the friction resistance produced for any motion direction, $\tilde{d}$, in the contact plane.

### 3.2 Directional friction

In 3D, we can intuitively think of the many micro-scale asperities as working like a “meso-scale” blade of a snow plough, where the meso-facet orientation now includes both the slope of the plough and the ploughing direction as illustrated in Figure 5. Thus, the coefficient computed by Equation 3 should apply in the maximal direction, and should drop to zero in the perpendicular direction. This
relationship is well defined by the cosine of the angle between $\vec{d}$ and the meso-facet normal $\vec{m}$ in the contact plane.

The coefficient computed in Equation 3 can then be modulated according to the orientation of a meso-facet relative to the maximum friction direction, giving the modified version of the coefficient computation:

$$\mu = \frac{(\vec{m}' \cdot \vec{d})}{\sqrt{\pi \tan \theta}}$$

where $\vec{m}' = \frac{\vec{m} - (\vec{m} \cdot \vec{n})\vec{n}}{||\vec{m} - (\vec{m} \cdot \vec{n})\vec{n}||}$. 

(4)

Here, $\vec{m}'$ is $\vec{m}$ projected onto the contact plane, which lets all attenuation due to meso-facet slope be handled by the $\tan \theta$ term.

3.3 Asymmetric friction

Equation 4 encodes the anisotropic nature of friction due to varying facet orientations. However, it fails to capture that a meso surface may be oriented away from the movement direction. For instance, consider the scenario depicted in Figure 4. If the movement direction were reversed, in this case we expect that the meso facet will contribute less to the friction effects. This example highlights the asymmetric nature of friction due to interlocking meso features. Based on this observation, we further extend the friction model to encode the one-sided nature of the behavior using the max function:

$$\mu = \max(0, \mu A \cdot \vec{d}) = \max(0, \mu B \cdot \vec{d})$$

(5)

Observe that we have now recovered the physical model we sought in Equation 2. Since we intend to use our friction model in the context of interactive simulations, we compute the friction coefficient between two colliding bodies by using the sum of coefficients computed using facets on each surface. At a specific contact point, the coefficient is

$$\mu = \max(0, \mu A \cdot \vec{d}) - \frac{2}{\pi} \tan \theta_A + \max(0, \mu B \cdot \vec{d}) - \frac{2}{\pi} \tan \theta_B$$

(6)

where $\theta_A = \cos(-\vec{n} \cdot \vec{m}_A)$ and $\theta_B = \cos(\vec{n} \cdot \vec{m}_B)$. Note that the sign change for the dot product terms involving the first body is because we use the same macro normal $\vec{n}$ for the two surfaces, which is generated by collision detection. This is the same contact normal used to construct non-interpenetration constraints in our simulations, and thus the sign change is necessary since we use the convention that the contact normal always points from the second body towards the first body.

3.4 Encoding of salient meso features

Our salient meso scale features originate from the idea of visual ridges, cracks and spikes that stick out of the overall flat surface and cause interlocking, asymmetry and anisotropic effects. To have a model that fits into most common graphics rendering pipelines, we use normal maps to partly encode this meso level geometry into our model. However, normal maps are limited in that
they only tell us the meso facet orientation and carry no information about facet surface height. Alternatively, to represent the meso geometry of a surface, one may encode surface roughness in terms of displacement maps. However, we take the normal map approach to maintain compatibility with typical rendering pipelines for interactive graphics applications.

We introduce field masks, $k_A$ and $k_B$, to accentuate salient meso features on the surface. They are assigned independently and provide the added benefit of permitting artistic adjustments. In our examples, $k_A$ and $k_B$ are simply constants that are specified per object, but they could also be stored alongside the normal texture encoding, e.g. as coefficients derived from edge filter detection of the texture image.

Furthermore, we supplement our model with a nominal friction coefficient $\mu_0$ to model the constant friction behavior observed in the plot of Figure 2. Note that this is an ambient global setting and not a material pair-wise constant. Thus, the final version of our friction model is:

$$\mu = \mu_0 + k_A \mu_{\gamma} + k_B \mu_{\delta}.$$  (7)

Next, we provide details on how to compute an aggregate friction coefficient by evaluating Equation 7 over the contact surface.

4 SIMULATION PIPELINE

Until now, we have considered friction due to a meso-facet at a specific point on a surface. However, friction due to roughness is the result of many facets interacting over a surface region. In this section, we explain how to efficiently compute friction based on surface normal variations surrounding each contact point. We choose this contact patch approach over alternatives such as integrating over the whole contact surface to favor easy integration into existing interactive rigid body simulators. Clearly, a contact area can be sub-sampled with interior contact points and our patch approach can hence be seen as a “disk” sampling of the contact area. In reality, most rigid body simulators only return the corner points of the contact areas due to performance and homogeneous friction settings. Our results show that with a sufficient patch extent one can still capture the desired asymmetric and anisotropic behaviors.

Texture and friction information at each patch is computed by leveraging the GPU rendering pipeline and projecting surface geometry onto a contact centric viewing plane and rendering the geometry, along with the mapped normal texture, into small images stored in an offscreen frame buffer. We then process pairs of these images to compute an aggregate friction coefficient for each contact patch. Furthermore, we demonstrate that the resulting coefficients may be used as part of a fixed-point iterative solver, a popular method used by many interactive physics simulations for solving contact LCPs.

4.1 Rendering contact textures

We begin by constructing an orthographic viewing volume around each contact point with the goal of projecting the surface geometry surrounding the contact onto the viewing plane at the center of the volume. The constructed viewing volume is illustrated in Figure 6.

The volume is oriented so that the forward viewing direction is aligned with the contact normal, $\vec{n}$, and the top-bottom and left-right axes are aligned with the tangent and binormal basis vectors $\vec{t}$ and $\vec{b}$, respectively, that span the contact plane. This results in a viewing plane that is identical to the contact plane.

Since only a small contact patch is used, the viewing volume is similarly small. This allows much of the surface geometry to be clipped. The constructed viewing volumes have a fixed size, $w$, for the width and height, which is a manually adjusted global parameter for each simulation. However, the depth of each specific volume is adjusted to match the penetration depth, $\phi$, of the contact.
point. This results in volume dimensions of \( w \times w \times \phi \). While \( \phi = 0 \) is possible, it is never observed in practice. Nevertheless, to avoid issues related to small values of \( \phi \), we add a value equal to 1% of the width, such that our implementation effectively uses \( \phi + 0.01w \) to construct the viewing volume. When contact surfaces have high curvature at the contact point, the thin viewing volume will effectively cull all but the the surface immediately around the contact.

Then, geometry from each of the contact surfaces is rendered using a fragment shader that reads the normal texture mapped to the geometry surrounding a contact point. Each surface, \( s_A \) and \( s_B \), is rendered into a frame buffer such that a sub-texture of the frame buffer contains the rendered normal texture from the contact patch of each surface. The resolution of the sub-texture is low since the region of interest (i.e., the patch size) is usually much smaller than the entire surface of the object.

Figure 7 shows an example of a box in contact with a plane along with the rendered normal textures from each contact patch. Note that in the case of the box, only the upper-right corner of the sub-texture is modified since the other regions are not covered by geometry after being clipped by the viewing volume and projected onto the viewing plane. Hence, these regions will be ignored when computing friction.

![Fig. 6. An orthographic viewing volume constructed for a patch around a contact point between two surfaces. The forward direction of the viewing volume is aligned with the contact normal \( \vec{n} \), and the near and far clipping plane are set according to the penetration depth \( \phi \) of the contact.](image)

**Fig. 7.** Left: A contact between a box with rough texture and a plane with ridges. Middle: texture\(_A\) and texture\(_B\) show the rendered normals from contact patches of the plane and the box. Right: Visualization of the friction coefficient sub-textures \( I_A \) and \( I_B \) generated by evaluating our friction model in four directions at each fragment.

### 4.2 Computing directional friction coefficients

Rather than simply drawing the normal textures, we use the fragment shader to evaluate our friction model for each rendered fragment in the contact patch of each surface. This allows for more efficient use of the normal textures, which are stored in GPU memory alongside the render geometry. Also, since our model is additive, it allows the contact patch of each surface to be rendered and coefficients computed independently, which further increases the efficiency of the approach.

Assuming the box model of friction illustrated on the right of Figure 3, for each patch and for each fragment, four different friction directions are sampled based on the tangent and binormal basis vectors from Figure 6, such that

\[
\vec{d}_1 = \vec{t}, \quad \vec{d}_2 = \vec{b}, \quad \vec{d}_3 = -\vec{t}, \quad \vec{d}_4 = -\vec{b}.
\]
The directions are sent to the fragment shader as uniform variables, along with the macro normal which is transformed using the model-view matrix of the viewing volume. Equation 5 is then evaluated for each fragment, resulting in four friction coefficients per fragment: \( \mu_{d_1}^\circ, \mu_{d_2}^\circ, \mu_{d_3}^\circ, \mu_{d_4}^\circ \).

A practical aspect of our work is that these coefficients can conveniently be packed into the 32-bit integer pixel color returned by the fragment shader. We store each directional coefficient in the red, green, blue, and alpha 8-bit color channels. The result is a pair of friction coefficient sub-textures, \( I_A \) and \( I_B \), for the contact patch of each surface. Examples of these friction sub-textures are shown on the right in Figure 7, where the coefficients stored in each color channel are visualized as greyscale images, and the intensity of the pixel corresponds to the magnitude of the directional coefficient.

Once rendering of all contact patches is complete, the frame buffer is transferred to CPU memory. In a final step, pairs of sub-textures are processed to compute an aggregate friction coefficient for each contact.

### 4.3 Processing contact textures

The final friction coefficient for each direction is computed by traversing a pair of sub-textures, pixel by pixel, obtained from a contact patch. However, not all pixels of a sub-texture are covered by geometry from both surfaces. For instance, in Figure 7 we are only interested in processing pixels in the upper-right corner of each sub-texture since this is the only region covered by geometry from both surfaces. Therefore, an additional test is used to ignore any pixel locations where only one or fewer of the sub-textures has been modified by the fragment shader.

An aggregate friction coefficient, \( \bar{\mu}_d \), is then computed for each direction by averaging the coefficients stored in the sub-textures at valid pixel locations, \( P \), such that

\[
\bar{\mu}_d^\circ = \frac{1}{|P|} \sum_{(i,j) \in P} I_A(i,j,k) + \frac{1}{|P|} \sum_{(i,j) \in P} I_B(i,j,k),
\]

where \( I(i,j,k) \) gives the coefficient stored at pixel location \((i,j)\) for ploughing direction \( k \). In our implementation with four directions, indices \( k = 1, 2, 3, 4 \) correspond to the red, green, blue, and alpha channels respectively.

The aggregate friction coefficients are then ready for use by the contact solver, which uses them to determine frictional force limits at each contact point.

### 4.4 Frictional force limits

Our simulations follow a constraint-based contact formulation in a multibody dynamics setting with the method of Lagrange multipliers being used to enforce bilateral and unilateral constraints at each time step. We direct the reader to the course notes by Andrews and Erleben [2021] for a full treatment of this topic since we only touch on details that are relevant to our technique here.

A projected Gauss-Seidel (PGS) solver is used to compute constraint forces and frictional forces. The PGS method is a popular choice for many interactive computer graphics due to its efficiency and ease of implementation. Furthermore, constraint force limits may be updated during intermediate solver steps as solution estimates for constraint variables are refined from one iteration to the next.

Specifically, we update the bounds of friction forces as a function of the friction coefficient and the normal loading. In our simulations, the normal loading is determined by the magnitude of the non-interpenetration constraint force, \( \lambda_n \), which applies a force to pairs of colliding bodies in order to keep them separate at the contact point, and so they may only "push" meaning that only positive values are permitted, i.e., \( \lambda_n \geq 0 \).

Bounds on the friction forces, \( \lambda_{t_1} \) and \( \lambda_{t_2} \), are enforced by projecting their magnitude to the range determined by the directional friction coefficients \( \{\mu_{d_1}^\circ, \mu_{d_2}^\circ, \mu_{d_3}^\circ, \mu_{d_4}^\circ\} \) and the corresponding
Fig. 8. Normal map textures from two surfaces (columns one and two) with their corresponding friction cone computed by our model when sampling in 16 ploughing directions (middle third column), as well as the corresponding friction box limit surface (fourth column) used in our experiments. Top row: normals generated from an isotropic Gaussian distribution with \( \sigma = 1 \) result in an isotropic friction cone. Middle: An anisotropic Gaussian distribution with \( \sigma_x = 0.1 \) and \( \sigma_y = 1.0 \) produces friction that is higher in vertical directions. Bottom: A sawtooth normal texture demonstrates asymmetry and anisotropy.

The friction coefficients of the cone limit surface are computed by sampling 16 different ploughing directions that are uniformly distributed over the unit circle, whereas the box limit surface is computed by sampling in axis aligned directions \( \{ -\tilde{t}, -\tilde{b}, \tilde{t}, \tilde{b} \} \). In the top row, two normal textures generated from an isotropic Gaussian distribution with \( \sigma = 1 \) result in isotropic frictional behavior. In the middle row, the distribution is changed to an anisotropic one, with \( \sigma_x = 0.1 \) and \( \sigma_y = 1.0 \). Observe that there is much less variance in the red channel of the texture.

\[ \begin{align*}
\lambda_{\tilde{t}} & \leftarrow \max \left( -\tilde{\mu}_{\tilde{t}} \lambda_{\tilde{t}}, \min \left( -\tilde{\mu}_{\tilde{t}} \lambda_{\tilde{t}}, \lambda_{\tilde{t}} \right) \right), \\
\lambda_{\tilde{b}} & \leftarrow \max \left( -\tilde{\mu}_{\tilde{b}} \lambda_{\tilde{b}}, \min \left( -\tilde{\mu}_{\tilde{b}} \lambda_{\tilde{b}}, \lambda_{\tilde{b}} \right) \right).
\end{align*} \] 

(9a) (9b)

Note that Equations 9a and 9b are a realization of the so-called box friction model, which approximates the Coulomb friction cone by a scaled box.

4.5 Synthetic contact patches

We demonstrate the friction limit surface obtained by our pipeline using the synthetically generated contact textures show in Figure 8. Note that for this test, the nominal friction coefficient has a value of \( \mu_0 = 0 \).

The friction coefficients of the cone limit surface are computed by sampling 16 different ploughing directions that are uniformly distributed over the unit circle, whereas the box limit surface is computed by sampling in axis aligned directions \( \{ -\tilde{t}, -\tilde{b}, \tilde{t}, \tilde{b} \} \). In the top row, two normal textures generated from an isotropic Gaussian distribution with \( \sigma = 1 \) and \( \sigma_y = 1 \) result in isotropic frictional behavior. In the middle row, the distribution is changed to an anisotropic one, with \( \sigma_x = 0.1 \) and \( \sigma_y = 1.0 \). Observe that there is much less variance in the red channel of the texture.
Fig. 9. Four identical boxes slide across four planes with different surface roughness. We compute friction forces based on meso-geometry details in the normal maps, and as a result the final position of the boxes depends on the surface roughness.

Fig. 10. A smooth rod receives a chain bolas and slips off the rod due to low friction generated from the smooth texture.

Fig. 11. A rough rod receives a chain bolas that wraps around it due to higher friction coefficients from the rough texture.

that corresponds to the \( x \) coordinate. As expected, this produces an anisotropic limit surface when using our model, with a vertical ploughing direction producing much higher friction compared to the horizontal direction. Finally, in the bottom row, a normal texture corresponding to a sawtooth wave is constructed and both anisotropic and asymmetric friction is observed. Moving the surfaces horizontally results in no friction, since the movement is perpendicular to the meso-facet orientation. However, movement against the steep edge of the sawtooth results in very high friction, whereas movement in the opposite direction gives slightly attenuated friction.

5 RESULTS

We now present examples that showcase the compelling behaviors that can be achieved by using our friction model and simulation pipeline. All experiments were performed on a PC with Intel Core i9 2.4 GHz CPU and NVIDIA GTX 1650 GPU. We mapped normal and color textures onto the surface geometry of our objects using a standard mesh editing software (Blender). A custom rigid body
simulation engine was developed in C++ and used to simulate the multibody dynamics. This gave us maximum flexibility over both the simulation and the OpenGL rendering pipeline. A matrix-free version of the PGS method was implemented using the Eigen library and used to solve for constraint forces. All source code for our simulation framework, including GLSL shaders, is available in the online GitHub repository: https://github.com/sheldona/couplingFrictionVisualAppearance

Animations of the simulation experiments presented in this section can be found in the supplementary video.

5.1 Increasing roughness

Boxes on different materials. Figure 9 shows a scenario which demonstrates the ability of our model to generate increased friction with increasing roughness. In this example, the normal textures of each planar surface are created using a procedural technique where vertical height deviations \( R_a \) at each pixel are sampled from an isotropic Gaussian distribution function. Then, surface normal perturbations are computed at each pixel by assuming a 1×1 mm surface area for each pixel. We select average height deviations that correspond to various materials, and from left-to-right in the figure we have: concrete \( (R_a = 1 \text{ mm}) \), cast iron \( (R_a = 0.15 \text{ mm}) \), steel \( (R_a = 0.01 \text{ mm}) \) and smooth plastic \( (R_a = 0 \text{ mm}) \). All four boxes have identical mass, geometry and initial velocity, and they are textured using a normal map that resembles a smooth plaster material. As expected, the box slides furthest on the smooth plastic surface, and similar behavior is observed for the steel surface. The box on the cast iron surface comes to rest earlier, whereas the box in the concrete surface stops almost immediately after the initial impact due to high friction forces generated by the rough surface.

Chain bolas. In Figures 10 and 11, a chain bolas is thrown at a metal rod with textures of different roughness. We use some of the same textures from the previous example. In the case of the smooth rod \( (R_a = 0.01 \text{ mm}) \), the chain is unable to get a grip and wrap around the rod. However, in the case of the rough rod \( (R_a = 1 \text{ mm}) \), the chain easily grips the rod.

5.2 Anisotropic and asymmetric friction

Sawtooth plane. Figure 12 shows a frame from a simulation where a box is interactively being dragged across the surface of a planar surface with an anisotropic normal texture. The texture is...
generated from a sawtooth displacement profile in which the surface alternates between gentle and steep slopes. The supplementary video shows that as the box is pulled against the steep ridges of the sawtooth pattern, large friction forces are produced and even cause the box to stick until a large enough moment is created by the mouse spring to cause it to topple. Pulling the box against the gentle slope of the ridges also produces friction, but the box begins to eventually slide. Finally, pulling the box along the direction of the ridges results in low friction and the box glides with very little pulling by the mouse spring. The supplementary video additionally shows the effect of changing the saliency parameter $\kappa_A$ that is applied to the plane. As the parameter is gradually increased, forces pulling or pushing against the ridges change from sliding behavior to abrupt sticking behavior.

*Crawling worm.* The supplementary video demonstrates a functional use of our friction model. A worm is modeled using several box geometries mapped with a sawtooth normal texture. The bodies are connected by distance joints that maintain a specific distance between each body’s center of mass. The constraint distance is modulated at run-time using a cosine function to periodically increase and decrease the distance. The combination of asymmetric friction on the worm body and periodic motion of the joints produces an emergent locomotion behavior. The worm slowly inches forward as friction forces propel the head forward during expansion of the joints, whereas the tail is pulled forward during contraction.

*Nut and bolt.* Figure 13 shows a model of a metric M4 nut and threaded rod, where the threads on the nut and the bolt are modeled in a normal map. With contact frames aligned to the structure direction of the texture (i.e., the threads), we obtain a very low friction for the screw motion of the bolt along the threads and very high friction for all other motions.

### 5.3 Material textures

*Stacking of boxes.* We test our friction model using normal textures emulating acrylic, oak, and PVC that has been cut with a tool (see Figure 15). We mapped these normal textures onto the surfaces of cubes arranged in stacks, as shown in Figure 14. All geometrical and physical properties of the cubes are identical, except for the normal textures. Applying a small impulse to the second from bottom cube in each stack demonstrates the effects introduced by our friction model. The acrylic cube is smooth, and the impulse causes it to shoot clear off the stack. The PVC material is the roughest, and moves the least, but is disturbed in such a way that induces some angular motion.

### 5.4 Friction from thin normal map features

*Tumbling bunnies.* A thin ridge in the normal map can be seen as local roughness and can produce motion differences with our friction model. Figure 16 shows an example involving three bunnies with different roughness that are launched down an inclined surface, which is smooth except for a teapot logo which is embossed on the surface creating ridges. We exaggerate the frictional forces generated by these ridges by increasing the ploughing strength of the surface to $k = 10$. The roughest bunny, which has a stone texture, immediately sticks upon impact causing it to fall over, whereas the metal and smooth plastic bunnies begin to slide down the slope with
Fig. 14. Box stacks textured with the materials shown in Figure 15 after applying an impulse to the second bottom-most cube in the sideways (left) and forward directions (right). Surface roughness plays a critical role in keeping the stack structure.

Fig. 15. From left-to-right: normal textures emulating acrylic, oak, and PVC (cut).

different velocities, building momentum until they hit the ridge of the embossed teapot, at which point they too begin to tumble.

5.5 Contact frame alignment

For many experiments, the vectors $\vec{t}$ and $\vec{b}$ are aligned with the world coordinate system by default. However, we sometimes found it helpful to align the contact frame with specific local directions. For instance, in the nut and bolt example, one of the tangent directions is aligned with the threading of the bolt by using a callback function. This allows for more precise sampling of the friction limit surface in directions that are critical for achieving the expected behavior. Similarly, in the sawtooth plane example, the friction behavior becomes nearly isotropic if the contact frame is not aligned with, e.g., is diagonal to, the ridges of the texture.

Contact frame alignment is an issue that primarily needs to be addressed when using a box model for friction. Essentially, if the principal axes of the box are not aligned with structural features of the texture, then it fails to produce the expected behavior. One solution to this problem is to perform a preliminary frictionless solve using several iterations of the projected Gauss-Seidel algorithm. This allows the solver to automatically determine good directions for the tangent and binormal basis vectors of the contact frame. Following the frictionless solve, the contact frame is computed such that the first tangent vector $\vec{f}$ aligns with the relative sliding direction at the contact point. Thus, the friction limit surface will be sampled in the direction that objects are likely to move. The supplementary video shows the effect of using automatic contact frame alignment versus a globally aligned frame when the sawtooth plane is rotated 45 degrees around the vertical axis. The example
Fig. 16. Bunnies tumble down an inclined plane that is embossed with a teapot logo. The rough stone bunny (top) immediately sticks, whereas the metal bunny (middle) and smooth plastic bunny (bottom) slide at different velocities and tumble when hitting the edge of the logo.

Table 1. The simulation parameters used in our examples, with corresponding statistics and timings. Computation of Coefficients takes up only a small fraction of the overall dynamics solver time.

<table>
<thead>
<tr>
<th>Name</th>
<th>Simulation params.</th>
<th>Performance</th>
<th>Compute average coeff.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( k_A )</td>
<td>( k_B )</td>
<td>( \mu )</td>
</tr>
<tr>
<td>Boxes on diff. materials</td>
<td>2.0</td>
<td>2.0</td>
<td>0.2</td>
</tr>
<tr>
<td>Sawtooth plane</td>
<td>4.0</td>
<td>1.0</td>
<td>0.2</td>
</tr>
<tr>
<td>Chain bolas (rough)</td>
<td>1.0</td>
<td>1.0</td>
<td>0.1</td>
</tr>
<tr>
<td>Chain bolas (smooth)</td>
<td>1.0</td>
<td>1.0</td>
<td>0.1</td>
</tr>
<tr>
<td>Stacking of boxes</td>
<td>1.0</td>
<td>1.0</td>
<td>0.2</td>
</tr>
<tr>
<td>Tumbling bunnies</td>
<td>4.0</td>
<td>1.0</td>
<td>0.1</td>
</tr>
<tr>
<td>Nut and bolt</td>
<td>6.0</td>
<td>1.0</td>
<td>0.05</td>
</tr>
<tr>
<td>Crawling worm</td>
<td>1.0</td>
<td>1.0</td>
<td>0.1</td>
</tr>
</tbody>
</table>

with contact frame alignment demonstrates the expected anisotropy and asymmetry, whereas the motion for the example with fixed globally aligned frames exhibits isotropy.

An alternate solution to the contact frame alignment problem is to increase the number of sample directions. Such a strategy fits well with simulations where the friction limit surface is approximated using a polyhedral cone [Stewart and Trinkle 1996]. However, using our current pipeline, it would require rendering a separate contact patch for every four sample directions and this introduces additional computational overhead.
5.6 Simulation parameters

Table 1 gives the parameters used with our friction model for each of the examples presented in this section. Note that we set $k_A = k_B = k_p$ for all of our examples. The range of values for base coefficient $\mu_0$ is typically quite small. For all simulation results, a frame buffer size of $1024 \times 1024$ pixels was used to render and store the $16 \times 16$ contact patch sub-textures. Contact patches were rendered using a view plane width according to the fifth column. For comparison, the cubes used in our experiments had a width of 0.20 m. Furthermore, performance and timing metrics are provided. We note that for the more complex examples, rendering the normal textures and computing the average ploughing coefficient for each contact patch typically consumes only $10 \sim 20\%$ of the total solve time, and the majority of compute time is due to the PGS solver. The PGS solve times we measure are typical to standard friction solves, and we observe that anisotropy and asymmetry do not influence the convergence. Instead, geometric configurations, e.g., stacking, have the largest influence on convergence rates [Erleben 2007]. All of the simulations used a time step of $10 \text{ms}$, except for the chain bolas and nut and bolt examples, which both used a time step of $1 \text{ms}$ due to the fast movement of the bolas and the precision required for the threading movement.

Evaluation of patch size and resolution. The supplementary video shows a comparison of the tumbling bunnies example and a box on the cast iron plane for different settings of the patch size $w$ and resolution of the contact sub-textures. We observe that when the sub-texture resolution is increased, friction effects due to salient features in the surface may be diminished due to the averaging in Equation 8. Lowering the texture resolution helps to increase the friction effects. However, if the texture is reduced too much, the rendered patches may fail to faithfully capture the roughness of the surface, and thus the frictional behavior is more slippery. Regarding the patch size, increasing $w$ can similarly diminish frictional effects since the spatial resolution of the sub-texture reduces as the patch size increases. This also manifests as more slippery frictional behavior. However, for small patches, we also observed that especially for sliding motions, salient features may be missed due to the discrete collision detection, which can be seen in the tumbling bunnies comparison.

6 CONCLUSIONS

This work proposes a friction modeling and simulation pipeline that is capable of simulating a wide variety of friction phenomena such as isotropy, anisotropy, asymmetry, and non-convexity. Our GPU based sampling technique can be seen as an on-the-fly computation that generates a general limit surface [Goyal et al. 1989], i.e., a friction cone. As such, our approach is compatible with many existing simulation pipelines.

A further benefit of our approach is that we do not require crafting and storing a table of friction coefficients. Only the meso-facet geometry is required to compute friction, although we do allow using a base coefficient that accounts for nominal friction effects. Furthermore, compared to previous work, our approach does not require that surfaces having uniform structural directions, and even out-of-plane directions are considered when computing friction. We demonstrate the behavior produced by our model using normal maps generated from statistical distributions, as well as ones scanned from real-world example surfaces using photogrammetric techniques.

Our demonstrations are limited to normal mapping techniques since they are well-suited to an interactive simulation setting, but they also draw a strong connection to the micro-geometry of rough surfaces. However, displacement mapping is an alternative technique that could also be employed for friction simulation. A possible advantage that may come from using displacement maps is that it could provide more accurate estimates of where asperities come into contact. For instance, by integrating over the peaks of a displacement map in the colliding regions between
two surfaces, this gives an estimate of the real contact area, which may then combined with
the apparent area from the macro geometry in order to compute a friction coefficient based on
standard tribology models [Bowden and Tabor 1950; Sheng Chen and Liu 2016]. Yet in the context
of interactive computer graphics applications, displacement mapping is less prolific due to the
overhead associated with the modifications to surface geometry. As our work shows, this level of
detail is not necessary for rich, real-time friction effects.

While the friction model presented in this paper is based on a tribology ploughing model, our
approach diverges from the fundamental model in several aspects. We extend the basic ploughing
model with additional terms that modulate friction based on the relative sliding direction and facet
orientation. We also propose an additive friction model based on an assumption that the real area
of contact is small, and thus compute a friction coefficient separately for each surface based on
asperity interlocking. These changes produce behavior that is qualitatively plausible and leads to
an efficient simulation pipeline.

6.1 Limitations and future work

Currently, our work is limited to very stiff and rough surfaces, and hence is suitable for rigid body
simulations. Furthermore, we assume perfectly elastic interactions with no micro-fracturing and
plastic effects (e.g., wear and tear). This results in deterministic behavior when repeating an action
in a game or simulator, as is often desirable.

If soft materials were to be considered, then both plastic and elastic deformations of asperities
could be important. However, we do believe our approach could be extended to a soft body simulator
or different types of simulator paradigms as long as the contact solver is based on a friction cone
(e.g., see [Erleben et al. 2020]).

The current numerical approach we presented has been tailored for speed and performance in
a real-time physics engine, since we target games and other interactive applications. We exploit
the rendering pipeline to quickly sample and evaluate our friction model on a per contact patch
basis. In less time-critical systems, one may wish to evaluate the friction model over the whole
apparent contact area or deploy different sampling strategies than ours. This is outside the scope
of our target applications, and may also present some challenges for seamless integration into a
rendering pipeline.

Although we use GPU rendering to improve the efficiency of sampling the surface around each
contact, it does present some drawbacks. Mainly that the total number of contacts in the simulation
is limited by the number of sub-textures that can be stored by the frame buffer we use to render
the contact patches. A workaround is to simply increase the size of the frame buffer. However,
transferring a larger frame buffer to the CPU memory, or doing more frequent transfers, would
diminish performance. This is an aspect of our pipeline we intend to optimize.

Finally, the ability of our model to accurately predict real-world behavior remains to be evaluated.
However, there are interesting and important applications, particularly in the context of robotics,
for realistic friction models that derive their behavior directly from surface roughness. For instance,
predicting frictional properties based on signals from vision-based sensor would be possible with
our model if roughness could be estimated from surface appearance. We believe this opens new
possibilities for robotic learning, especially in environments where physical properties of objects
are not known in advance.
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