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ABSTRACT

Context. We present the second public data release of the VISTA EXtension to Auxiliary Surveys (VEXAS), where we classify objects into stars, galaxies, and quasars based on an ensemble of machine learning algorithms.

Aims. The aim of VEXAS is to build the widest multi-wavelength catalogue, providing reference magnitudes, colours, and morphological information for a large number of scientific uses.

Methods. We applied an ensemble of thirty-two different machine learning models, based on different algorithms and on different magnitude sets, training samples, and classification problems (two or three classes) on the three VEXAS Data Release 1 (DR1) optical and infrared (IR) tables. The tables were created in DR1 cross-matching VISTA near-infrared data with Wide-field Infrared Survey Explorer far-infrared data and with optical magnitudes from the Dark Energy Survey (VEXAS-DESW), the Sky Mapper Survey (VEXAS-SMW), and the Panoramic Survey Telescope and Rapid Response System Survey (VEXAS-PSW). We assembled a large table of spectroscopically confirmed objects (VEXAS-SPEC-GOOD, 415,628 unique objects), based on the combination of six different spectroscopic surveys that we used for training. We developed feature imputation to also classify objects for which magnitudes in one or more bands are missing.

Results. We classify in total ≈90 × 10⁶ objects in the Southern Hemisphere. Among these, ≈62.9 × 10⁶ (≈52.6 × 10⁶) are classified as ‘high confidence’ (‘secure’) stars, ≈920,000 (≈750,000) as ‘high confidence’ (‘secure’) quasars, and ≈34.8 (≈34.1) million as ‘high confidence’ (‘secure’) galaxies, with $p_{\text{class}} \geq 0.7$ ($p_{\text{class}} \geq 0.9$). The DR2 tables update the DR1 with the addition of imputed magnitudes and membership probabilities to each of the three classes.

Conclusions. The density of high-confidence extragalactic objects varies strongly with the survey depth: at $p_{\text{class}} > 0.7$, there are 11 deg⁻² quasars in the VEXAS-DESW footprint and 103 deg⁻² in the VEXAS-PSW footprint, while only 10.7 deg⁻² in the VEXAS-SM footprint. Improved depth in the mid-infrared and coverage in the optical and near-infrared are needed for the SM footprint that is not already covered by DESW and PSW.
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1. Introduction

Wide-field, digital, astronomical surveys have the potential to advance our knowledge in observational astrophysics. The footprint, depth, and above all accessibility are paramount in the search for rare objects (e.g., extremely-metal-poor or ultra-cool-dwarf stars, high-redshift quasars, strong gravitational lenses), and for the statistical properties of astronomical objects at large, such as the clustering properties of galaxies or the assembly history of our own Milky Way (MW, see e.g., the review of Helmi 2020 and references therein).

Over the last decade, different facilities have surveyed wide areas of the sky, over various frequencies in the optical and near-infrared (NIR). They have extended the pioneering work of the Sloan Digital Sky Survey (SDSS, DR1, Abazajian et al. 2003; DR14, Abolfathi et al. 2018) to wider and homogeneous footprints, and in some cases with better depth and image quality. The Panoramic Survey Telescope & Rapid Response System DR1 (PanSTARRS1, Chambers et al. 2016) has covered 30,000 deg⁻² contiguously to the north of declinations $\delta > -30$ deg, in grizy magnitudes, and down to $i \approx 23.1$ (5σ); the Dark Energy Survey (DES, Dark Energy Survey Collaboration 2016) has reached deeper magnitudes ($i \approx 23.50$, 10σ) over a 5000 deg⁻² contiguous footprint in the south in grizY; and the SkyMapper Southern Sky Survey (SM, Wolf et al. 2018) has covered the whole Southern Hemisphere in $ugriz$, albeit to shallower limits and with a coarser image quality. To complement those optical surveys, different initiatives have mapped...
wide areas in the NIR, mostly in the south (e.g., with the Visible and Infrared Survey Telescope for Astronomy, VISTA, Emerson et al. 2006).

In principle, these existing surveys can already provide a wealth of information on multiple fields of observational astrophysics, especially in preparation for more ambitious endeavours such as the Vera Rubin Observatory LSST (Ivezic et al. 2019) and the ESA-Euclid mission. In practice, matters are complicated by their heterogeneous and separate coverage. The SDSS was transformational because it provided homogenised information and additional tables with higher-level data, such as object classifications, photometric redshifts, and stellar masses and sizes of galaxies. All in all, calibrated and cross-matched multi-wavelength catalogues are crucial.

This is indeed the purpose of the VISTA EXtension to Auxiliary Surveys (VEXAS) project (Spiniello & Agnello 2019, hereafter Paper I), which extends infrared data of VISTA from the X-ray (ROSAT All Sky Survey, Boller et al. 2014, 2016; The XMM-Newton Serendipitous Survey, Watson et al. 2001) up to the radio domain (SUMSS, Bock et al. 1999) in a fully homogenised database.

The VEXAS DR1 catalogues, which are publicly available via the ESO Phase 3, include multi-bands photometric data as well as objects with a spectroscopic follow up (from the Sloan Digital Sky Survey, SDSS, DR14, Abolfathi et al. 2018 and/or from the 6dF Galaxy Survey, 6dFGS, Jones et al. 2004). The core requirement of VEXAS is a reliable photometry in more than one band. This condition, together with the detection in at least two surveys (via cross-match), should minimise, if not completely eliminate, the number of spurious detections in the final catalogues.

For the VEXAS Data Release 2 (DR2), which we describe in this paper and release to ESO Phase3, we continue the effort of providing the scientific community with useful multi-wavelength photometric catalogues, but we also add the possibility of it being a galaxy, a star, or a quasar for each catalogue source. This macro-classification is obtained through a machine learning (ML) ensemble of algorithms initially developed for a similar effort on a smaller footprint (Khramtsov et al. 2019), but improved and re-trained on purpose to match the VEXAS catalogues’ composition and varying depth and coverage.

The paper is organised as follows. In Sects. 2 and 3, we provide details on the input tables and training tables that we used for the classification. In Sect. 4 we present an exhaustive description of our classification pipeline, including details on the feature imputation technique and on the ensemble learning. This latter is based on three different classifiers which were used to build 32 single models solving different problems, with different features and training datasets. In Sect. 5 we assess the performance and quality of our pipeline on a test sample. In Sect. 6 we present the main results of the classification process, including the validation with external data. Finally, in Sect. 7, we draw our conclusions and discuss possible future developments of the VEXAS Project.

2. The input data: the VEXAS optical and infrared tables

In Paper I, we covered the Southern Galactic Hemisphere (SGH) below the Galactic plane (i.e., to \( b < -20\degr \)). As a first step, we assembled a table of 198,608,360 detections from the VISTA-Kilo-Degree Infrared Galaxy Survey (VIKING, Sutherland 2012; Edge et al. 2013) and the VISTA Hemisphere Survey (VHS, McMahon et al. 2013), with reliable Petrosian magnitudes and small uncertainties in at least one band (see Eq. (1) in Paper I). We then cross-matched the table with the AllWISE Source Catalogue (Cutri 2013), which includes \( \approx 747 \) million objects over the whole sky, with a median angular resolution of 6.1, 6.4, 6.5, and 12.0 arcsec for the four bands (W1, W2, W3, and W4), respectively. Setting a matching radius of 3 arcsec, we built the VEXAS-AllWISE table of 126,372,293 objects with near- and far-infrared photometry. Subsequently, we matched the VEXAS-AllWISE table with the following three different multi-band optical wide-sky photometric surveys: DES, PanSTARRS1, and SkyMapper, resulting in the tables VEXAS-DESW, VEXAS-PSW, and VEXAS-SMW. In each table, each entry has reliable photometry measured in at least one of the VISTA infrared bands (\( z, y, J, H, K_s \)), two of the WISE bands (W1, W2, W3, W4), and three optical bands (\( u, g, r, i, z, y \)). These magnitudes are always provided in their native system of reference (AB for optical and Vega for infrared) and corrected for extinction.

In this VEXAS-DR2, we used a filtered version of the DR1 tables: we removed all sources fainter than 25th in each considered band since below this value the extrapolation of the training sample cannot be tested or trusted as a result (see Sect. 6.1 and Appendix A). In the case of VEXAS-PSW, we also applied a more severe cut on the optical magnitudes and associated uncertainties: we restricted ourselves to magnitudes brighter than the mean 5\( \sigma \) point-source limiting sensitivity values given in Chambers et al. (2016) and we filtered out all sources with uncertainties \( >1 \) mag. For the VEXAS-SMW table, in DR1 we limited ourselves to \( \delta < -30\degr \), since above this declination the PSW coverage is uniform and at least two magnitudes deeper. Here in DR2 we consider the whole coverage of Sky Mapper in the SGH, extending the VEXAS-SMW table to \( \sim 32 \) M unique objects. This allowed us to compare the results obtained from training the pipeline on SMW with those obtained by training it on DESW and PSW (see Sect. 6.3).

These three tables constitute the photometric datasets used for this VEXAS-DR2. Their sky coverage is shown in Fig. 1 and the numbers of the objects are listed in Table 1.

Throughout the paper, these three tables are treated separately. As we describe in Sect. 6, we used our classification pipeline on each of them and obtained three tables of classified objects in output, which update and replace the three optical+NIR VEXAS DR1 tables.

3. The training samples

In this section we describe the different training datasets that we used for the ML process. We combined data from six different spectroscopic surveys (SDSS DR16, Ahumada et al. 2020; WiggleZ, Drinkwater et al. 2018; GAMA DR3 Baldry et al. 2018; OzDES, Childress et al. 2017, 2QZ Croom et al. 2001 and 6dFGRS DR3, Jones et al. 2009) in order to build a training sample as large as possible and as complete as possible in all the three classes of objects (STAR, GALAXY, and QSO).

In the following sub-sections, we describe how we selected and combined these different sets into the training, validation,
and testing samples. The data always include spectroscopic classification of the sources and redshift information for extragalactic objects. We applied some selection criteria on the spectra to select only sources passing the quality level thresholds recommended directly by the data providers. These criteria are described in the following for each of the six spectroscopic surveys separately.

3.1. SDSS DR16

The largest spectroscopic sample we used for training is the sixteenth data release of Sloan Digital Sky Survey (SDSS DR16, Ahumada et al. 2020). SDSS DR16 is the forth release of the current SDSS phase IV (Blanton et al. 2017), and it collects the most recent imaging, photometric, and spectroscopic data. In particular, it comprises optical spectra from the extended Baryon Oscillation Spectroscopic Survey (eBOSS, Dawson et al. 2016), including data from the eBOSS sub-projects - the SPECTroscopic IDENTification of EROSita Sources (SPIDERS, Clerc et al. 2016; Dwelly et al. 2017) survey and the Time-Domain Spectroscopic Survey (TDSS, Morganson et al. 2015) and infrared stellar spectra from the Apache Point Observatory Galaxy Evolution Experiment 2 (APOGEE-2, Majewski et al. 2016). Finally, integral field spectroscopic observations of nearby galaxies from the Mapping Nearby Galaxies at Apache Point Observatory (MaNGA, Bundy et al. 2015) are included too.

SDSS DR16 covers ~15 000 deg$^2$ and includes 5 789 200 spectra in total, among which 5 107 045 are unique$^1$. From these, we selected only sources with zWarning = 0, which resulted in a sample of 890,374 stars, 751,741 quasars, and 2,638,083 galaxies.

3.2. WiggleZ final DR

The WiggleZ Dark Energy Survey (Drinkwater et al. 2010) is a spectroscopic survey with ultraviolet photometry from the Galaxy Evolution Explorer (GALEX, Martin et al. 2005) survey, specifically selected in order to limit the sample to z ~ 0.5 emission-line galaxies ($z_{\text{median}}$ ≈ 0.6). The final data release of the WiggleZ survey (Drinkwater et al. 2018) contains a spectroscopic classification for 225 415 sources (mostly blue galaxies) across a 1000 deg$^2$ area split into seven fields. Here, we only used galaxies with well-defined redshifts (with the quality parameter $Q > 3$), and we limited the sample to sources with z > 0.0024, as recommended by Drinkwater et al. (2010), to remove possible stellar contamination from the catalogue. This results in a set of 144 040 galaxies.

3.3. GAMA

The Galaxy And Mass Assembly (GAMA$^4$, Driver et al. 2011) survey is mainly aimed at redshift measurements of galaxies. Here, we employed the GAMA Data Release 3 (Baldry et al. 2018), which consists of ~214 000 galaxies, some of which were also observed with other surveys (SDSS, WiggleZ, etc.) and added to the catalogue. This survey is split into five sky fields (with an area of ~60 deg$^2$ each), three of which are near the celestial equator and two are in the southern celestial hemisphere.

We cleaned the GAMA DR3 sample of galaxies with the following criteria: 0.05 < z < 0.9, $nQ > 1$, where $nQ$ is the ‘normalised quality scale’ and measures the probability that the redshift estimate for a given spectrum is correct$^5$. This allowed us to collect a sample of 192 422 galaxies with precisely measured redshifts.

3.4. OzDES DR1

The Australian Dark Energy Survey (OzDES, Childress et al. 2017; Yuan et al. 2015) is a spectroscopic survey to measure

---

$^1$ Selected from the ‘SpecObj’ table via the CasJobs platform.

$^4$ http://www.gama-survey.org/

$^5$ For spectra with $nQ < 1$, it is not possible to measure a redshift.
redshifts of \(\sim 2500\) Type Ia supernovae host-galaxies over the redshift range \(0.1 < z < 1.2\) and derive reverberation-mapped black hole masses for \(\sim 500\) quasars over \(0.3 < z < 4.5\). The OzDES First Data Release (OzDES DR1\(^6\)) contains the redshifts of \(\sim 15000\) sources that were observed during the first three years of observations. We used only the 14693 sources with redshift-quality flag >3.

### 3.5. 2QZ

The 2dF QSO Redshift Survey (2QZ, Croom et al. 2001) is a spectroscopic survey of \(\sim 40000\) quasars observed over two \(75^\circ \times 5^\circ\) declination strips. We retrieved the final catalogue, which combines 2QZ with the 6dF QSO Redshift Survey (Croom et al. 2001) and comprises 49424 sources. Since 2QZ includes observations over two different epochs, we filtered out sources that have been classified in different classes or that have a different redshift in one epoch with respect to the other. Moreover, we also excluded all sources for which redshift estimation is missing in both epochs (see Table 2 in Croom et al. 2003). For sources with more than one redshift estimate, we simply computed the average.

The labels STAR, QSO, or GALAXY for the selected objects were retrieved directly from the catalogue. The final sample, after cleaning, consisted of 39639 sources.

### 3.6. 6dFGS

The 6dF Galaxy Survey (6dFGS, Jones et al. 2009) aims at studying galaxies spectroscopically in the southern sky. The final data release of 6dFGS contains 156304 spectra of mostly extragalactic objects. We selected only objects with \(q_t \geq 3\) and labelled those with \(q_c = 6\) as stars, as described on the 6dFGS description pages.

### 3.7. The final VEXAS spectroscopic table

Combining the six ‘cleaned’ spectroscopic tables described above, and cross-matching with the three input tables (using a matching radius of 1.5” since the resolution in the optical is better than that in the infrared), we assembled a spectroscopic table for each VEXAS table. In particular, for VEXAS-DESW, VEXAS-PSW, and VEXAS-SMW, we find 293584, 328821, and 211092 unique spectroscopic sources, respectively. More detailed information is available in Table 2 on how many objects per class were found in each survey.

Despite the fact that we used these three separate spectroscopic samples for the three VEXAS input tables, we also release the VEXAS-SPEC-GOOD, comprising 415628 unique VEXAS objects with photometry in the optical and infrared and a secure and clean spectroscopic classification. In total, there are 89222 unique STAR, 35179 unique QSO, and 291227 unique GALAXY in the released spectroscopic table. The redshift distribution of the spectroscopic objects is plotted in Fig. 2, where the sources are colour coded by their class, as indicated by the caption. The footprint of the table, which is colour-coded by the object density (number of objects per deg\(^2\)), is instead plotted in Fig. 3.

In this paper, the three final VEXAS spectroscopic tables are used in Sect. 4 to train our classification models and validate their performance.

To this purpose, each spectroscopic table is further split into a main and an auxiliary sub-table for the training phase. The

\[ \text{http://www.mso.anu.edu.au/ozdes/DR1} \]

### Table 2. Number of objects with a spectroscopic match from one or more spectroscopic surveys used in this paper to train the machine learning pipeline.

<table>
<thead>
<tr>
<th>Survey</th>
<th>Class</th>
<th>VEXAS DESW</th>
<th>VEXAS PSW</th>
<th>VEXAS SMW</th>
</tr>
</thead>
<tbody>
<tr>
<td>SDSS</td>
<td>STAR</td>
<td>56 187</td>
<td>74 794</td>
<td>77 100</td>
</tr>
<tr>
<td></td>
<td>QSO</td>
<td>23 820</td>
<td>26 872</td>
<td>46 600</td>
</tr>
<tr>
<td></td>
<td>GALAXY</td>
<td>144 495</td>
<td>162 717</td>
<td>65 937</td>
</tr>
<tr>
<td>2QZ</td>
<td>STAR</td>
<td>537</td>
<td>151</td>
<td>701</td>
</tr>
<tr>
<td></td>
<td>QSO</td>
<td>3499</td>
<td>657</td>
<td>699</td>
</tr>
<tr>
<td></td>
<td>GALAXY</td>
<td>368</td>
<td>114</td>
<td>46</td>
</tr>
<tr>
<td>OzDES</td>
<td>STAR</td>
<td>1614</td>
<td>1216</td>
<td>1569</td>
</tr>
<tr>
<td></td>
<td>QSO</td>
<td>1191</td>
<td>998</td>
<td>220</td>
</tr>
<tr>
<td></td>
<td>GALAXY</td>
<td>7246</td>
<td>4438</td>
<td>1778</td>
</tr>
<tr>
<td>6dFGS</td>
<td>STAR</td>
<td>506</td>
<td>649</td>
<td>1544</td>
</tr>
<tr>
<td></td>
<td>GALAXY</td>
<td>25 274</td>
<td>21 792</td>
<td>54 093</td>
</tr>
<tr>
<td>GAMA</td>
<td>GALAXY</td>
<td>33 050</td>
<td>34 551</td>
<td>11 578</td>
</tr>
<tr>
<td>WiggleZ</td>
<td>GALAXY</td>
<td>7851</td>
<td>12 759</td>
<td>723</td>
</tr>
</tbody>
</table>

Fig. 2. Redshift distribution of the sources in the VEXAS-SPEC-GOOD table, colour coded by the object class.

main sub-table is then divided into training, testing, and validating samples. More details are given below.

### 3.8. Splitting spectroscopic datasets

Each final spectroscopic table described above is separated into main and auxiliary samples for the workflow described in Sect. 4. These two parts are used at different stages during the training of the algorithms to mitigate the effect of the presence of wrong classification labels. In fact, despite the selection criteria we applied on the spectroscopic tables, the final labelling and classification of the spectroscopic datasets is not ideal (as shown in Appendix B). Many sources have spectra that are too noisy to provide a trustworthy classification and some objects have also been misclassified by the survey pipelines. Therefore, we undertook an iterative process, alternating the training and sample composition. At training, the classifier(s) learns from the main training sample, and then it predicts the classes of all the sources in the auxiliary sample. At this point, all of the sources for which the predicted class are consistent with the original

---

\(^6\) http://www.mso.anu.edu.au/ozdes/DR1
spectroscopic-based class are added to the main training sample, and the classifier is run again, learning each time from a larger data set. As an initial main sample, we adopted the SDSS DR16 catalogue as it comprises the largest number of objects over the three macro-classes. We used the remaining five spectroscopic datasets as auxiliary instead.

The main (SDSS) sample was divided into training (60%), validation (20%), and testing (20%). The training sample was then used to train the classification algorithm, the validation sample to control and tune the classifier during its learning process, and, finally, the testing sample was used to check the quality of the classifier, which was run on previously unseen data, as described in Sect. 5. The auxiliary sample was added only to the main training sample.

4. Classification pipeline

In this section, we highlight the main characteristics of our classification pipeline in more detail. We make the code available via Github\(^7\).

To classify the sources of the VEXAS input tables into STAR, QSO, and GALAXY, we set up a pipeline able to resolve, or at least to take into account, the major limitation of the VEXAS DR1 dataset, in particular regarding the fact that some magnitudes are missing for a non-negligible number of sources in one or more bands. This can be an issue because not all machine learning algorithms can handle missing data. We used the technique of feature imputation to fill the missing magnitudes, and we trained a separate ML algorithm on purpose, which we describe below (Sect. 4.1). We finally give details on the feature sets (Sect. 4.2) and algorithms, both on single classifiers and ensemble learning (Sect. 4.3), which we used in our classification pipeline.

4.1. Dealing with missing magnitudes: imputation

As already highlighted in Paper I, the VEXAS coverage is not homogeneous across the different bands. This is particularly true for SM and in general for the infrared, or at least for the Y and H bands, given the strategy of the VHS survey, and for W3 and W4 from WISE. This means that for many entries in the catalogue, one or more magnitudes in one or more bands can be missing simply because this particular object has not been observed by the corresponding survey. Another reason is also that an object is detected in some bands, but it is too faint in others (e.g., \(z \sim 3\) objects lack flux in the \(u\)-band, Steidel et al. 1996). Clearly, disentangling between these two cases would help in the classification of the sources with missing magnitudes.

In general, simply removing the sources which have partial magnitude information would severely reduce the VEXAS dataset. This can be seen from Table 3 were we list the percentage of objects with measured magnitude in each band for each input VEXAS table. Even without considering the Y and H bands from VISTA and W3 and W4 from WISE, which we excluded because of their shallower coverage, we would lose roughly 10–15% of the sources for VEXAS-DESW and VEXAS-PSW and almost 80% of the sources in VEXAS-SMW (or 50% discarding the \(u\)-band). Rather than limiting the analysis to only sources with photometry measured in each band, a strategy for handling missing magnitudes has to be adopted within our pipeline if we aim to maximise the multi-band coverage.

Furthermore, we note that a simple imputation with mean, median, or constant values would allow us to preserve the total number of sources, but it would not guarantee the reliability of the classification results for sources with missing magnitudes. A better way to handle this is to use an intelligent imputer, which is able to find a relationship between missed and measured magnitudes for each source, which should reflect its true underlying properties.

We follow this approach here, using an autoencoder (AE) neural network. In general, an AE is trained to reproduce the input features, and as a consequence the hidden layers end up selecting combinations of input features that carry most of the underlying physical information. For this reason, AEs are typically used for dimensionality reduction, compressing the information through a hidden layer with a lower dimension than the input feature space. In our case, we are interested in reconstructing missing magnitudes, so the input to our AE is a vector of magnitudes of which some of them are masked out at random, and the output target is the full (un-masked) magnitude vector. We give further detail on our AE architecture in Appendix C.1. In order to test the reliability of the imputation procedure, we first performed a test on a sample of objects with known magnitudes to quantify the goodness of imputed

---

### Table 3. Percentage of objects with a measured magnitude in each of the listed bands for the VEXAS input tables.

<table>
<thead>
<tr>
<th>Band</th>
<th>VEXAS-DESW</th>
<th>VEXAS-PSW</th>
<th>VEXAS-SMW</th>
</tr>
</thead>
<tbody>
<tr>
<td>(u)</td>
<td>98.5%</td>
<td>99.6%</td>
<td>99.9%</td>
</tr>
<tr>
<td>(g)</td>
<td>94.7%</td>
<td>95.7%</td>
<td>94.1%</td>
</tr>
<tr>
<td>(r)</td>
<td>99.9%</td>
<td>99.8%</td>
<td>98.0%</td>
</tr>
<tr>
<td>(i)</td>
<td>99.6%</td>
<td>100.0%</td>
<td>98.5%</td>
</tr>
<tr>
<td>(z)</td>
<td>99.4%</td>
<td>95.7%</td>
<td>98.5%</td>
</tr>
<tr>
<td>(Y)</td>
<td>6.4%</td>
<td>51.4%</td>
<td>29.1%</td>
</tr>
<tr>
<td>(J)</td>
<td>98.0%</td>
<td>98.8%</td>
<td>99.7%</td>
</tr>
<tr>
<td>(H)</td>
<td>31.6%</td>
<td>24.1%</td>
<td>16.7%</td>
</tr>
<tr>
<td>(K_s)</td>
<td>91.5%</td>
<td>94.2%</td>
<td>99.4%</td>
</tr>
<tr>
<td>W1</td>
<td>100.0%</td>
<td>100.0%</td>
<td>100.0%</td>
</tr>
<tr>
<td>W2</td>
<td>88.6%</td>
<td>87.6%</td>
<td>96.0%</td>
</tr>
<tr>
<td>W3</td>
<td>20.0%</td>
<td>18.4%</td>
<td>17.9%</td>
</tr>
<tr>
<td>W4</td>
<td>4.7%</td>
<td>4.5%</td>
<td>4.3%</td>
</tr>
</tbody>
</table>

---

\(^7\) VEXAS Github repository (active link in the online version)
magnitudes. Appendix C.2 gives further details about it, including the trustworthiness of the output magnitudes.

To test the effect of feature imputation on the classification, instead, we ran our pipeline sometimes with and sometimes without imputation (see Sect. 4.3), and we compared the results obtained in both cases. However, we caution the reader that, in the case of VEXAS-SMW, the imputation, especially for quasars, might not work properly for all the objects. This is possibly due to the fact that the number of quasars with magnitudes measured in all bands present in this table is very low (<8000). The imputer therefore does not have enough knowledge on the spectral energy distribution of this class of objects and thus it does not predict good values for the missing magnitudes by looking at the measured ones. More details are provided in Appendix C.3.

In addition, for all the classes, the percentage of objects with missing magnitudes in the optical bands is much larger for VEXAS-SMW, as visible from Table 3, and this makes imputation harder. For this reason, in the case of VEXAS-SMW, we obtained and released the following two different classifications: the fiducial one with imputation and an independent one without imputation and based on the decision-tree based CatBoost algorithm (Dorogush et al. 2018; Prokhorenkova et al. 2018), which is able to deal with missing magnitudes but it is not as complete and generalisable as the ensemble learning META_MODEL described in Sect. 4.3. We anticipate that the two algorithms result in an object classification which is the same for 99.5% of the sources in the VEXAS-SMW table (see Sect. 6 and Fig. 8).

4.2. Feature set

The basic principle of our feature set construction is that STAR, QSO, and GALAXY are different in their morpho-photometric properties. Thanks to the broad wavelength range covered by the VEXAS tables, we have a large number of magnitudes (u, g, r, i, z, y, J, K, W1, W2)9 at our disposal, and at least one morphological parameter highlighting the ‘stellarity’ for each entry in the catalogue.

In the following, we indicate the source index as $i$ and the magnitude indices as $j,k$, and we describe the input feature space that we used for the system classification, which is based on the following:

Colour indices. Different types of sources have different spectral energy distributions (SEDs) and thus they lie in different regions in colour-colour diagrams. Having a large set of magnitudes, we can form all the possible colours as pairwise differences between two magnitudes: $m_{ij} - m_{jk}$. For the models where feature imputation is not used, if one of the two considered magnitudes is not measured for a given source, the colour obtained from that magnitude will also be missing for that source (see below).

Scaled magnitudes. The physical characteristics of the sources cannot be retrieved directly from the raw magnitudes. However, magnitude information could be important for some of the classifiers, which could create ‘their own features’ space (e.g., artificial neural networks), or the learned relationship between magnitudes and classes with a distance-based approach.

8 We have obtained this number a posteriori from the classified table presented in Sect. 6.

9 We do not consider the Y and H bands from VISTA, nor the W3 and W4 from WISE, as their coverage is sparse and very limited, see Table 3.

Stellarity index. As additional morphological information, we used the VISTA $P_{\text{STAR}}$ parameter which is an index of the ‘stellarity’ of the sources, and it has been proved to be a very important feature in the classification of objects (e.g., Khramtsov et al. 2019). This parameter has values between 0 and 1, where 1 corresponds to a point-like source and 0 corresponds to an extended source. It is more generally available than other indicators, for example psf versus model magnitudes, as it is obtained directly at the level of image segmentation.

4.3. Ensemble learning

In the presence of noisy datasets, as ours are (see Appendix B), an ensemble of different classifiers performs better than a single trained and optimised classifier (Kuncheva 2004; Myoung-Jong et al. 2006; Lessmann et al. 2015). For this reason, we used an ensemble of classifiers here based on different algorithms.

In general, in ensemble learning, the final classification is obtained by joining the predictions of the individual classifiers. In particular, we adopted a stacking procedure, in which a meta-classifier uses the predictions of a number of individual classifiers as input features, and it learns to predict the classes using the input probabilities derived from single models.

We defined 32 different models based on the following three algorithms:

1. Artificial neural network (ANN). ANN learns the function in an iterative way, connecting input features with the target values, producing the weighted sum of neurons’ output, which are connected with each other by layers. Our ANN is made up of seven layers; the first one accepts the raw features as input, and the following six transform them into $5 \times k$ features, where $k$ ranges from $k = 5$ to $k = 1$. The last layer consists of neurons, the number of which corresponds to the number of output classes. To prevent overfitting and to speed up the learning, we used the batch-normalisation and dropout techniques; all layers are connected via a rectified linear unit activation function. The ANN minimises the binary cross-entropy with the Adam optimiser (Kingma & Ba 2014; with a learning rate equal to $10^{-5}$) over ten epochs, and the weights are saved for the epoch with the lowest loss function value on the validation dataset.

2. $k$-nearest neighbours ($k$NN). The $k$NN classifies a source by selecting the most prevalent class within the $k$ nearest neighbours. Here, we selected $k = 15$ as the number of neighbours to be used in the $k$NN algorithm and used the Euclidean distance as the distance metric between sources in the feature space.

3. CatBoost (Dorogush et al. 2018; Prokhorenkova et al. 2018). CatBoost is a gradient boosting (Friedman 2000) decision-tree ensemble algorithm. To train CatBoost, we used all default parameters, except for the number of iterations, which in our case is equal to 8000. We adopted 500 early-stopping steps, meaning that we stopped the growth of trees as soon as the validation score did not increase after 500 steps.
Table 4. Description of the 32 individual classifiers that we combined into the ensemble learning, varying the algorithms, classification problem, input bands, feature sets, the use of imputation, and the auxiliary training sample.

<table>
<thead>
<tr>
<th>Mod. #</th>
<th>Method</th>
<th>Classes</th>
<th>Input bands</th>
<th>Features</th>
<th>Imputation</th>
<th>Aux. sample</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mod. #</td>
<td>Method</td>
<td>Classes</td>
<td>Input bands</td>
<td>Features</td>
<td>Imputation</td>
<td>Aux. sample</td>
</tr>
</tbody>
</table>

Complete models (one for each algorithm)

1. ANN  STAR, QSO, GAL  $J, K_s, g, r, i, z, y/u^{(a)}$, W1, W2  sc.mags, colours, $P_{STAR}$  True  True
2. kNN  STAR, QSO, GAL  $J, K_s, g, r, i, z, y/u^{(a)}$, W1, W2  sc.mags, colours, $P_{STAR}$  True  True
3. CB  STAR, QSO, GAL  $J, K_s, g, r, i, z, y/u^{(a)}$, W1, W2  sc.mags, colours, $P_{STAR}$  True  True

Different band-sets

4. ANN  STAR, QSO, GAL  $J, K_s, g, r, i, z, y/u^{(a)}$  sc.mags, colours, $P_{STAR}$  True  True
5. kNN  STAR, QSO, GAL  $J, K_s, g, r, i, z, y/u^{(a)}$  sc.mags, colours, $P_{STAR}$  True  True
6. CB  STAR, QSO, GAL  $J, K_s, g, r, i, z, y/u^{(a)}$  sc.mags, colours, $P_{STAR}$  True  True
7. ANN  STAR, QSO, GAL  $g, r, i, z, y/u^{(a)}$, W1, W2  sc.mags, colours, $P_{STAR}$  True  True
8. kNN  STAR, QSO, GAL  $g, r, i, z, y/u^{(a)}$, W1, W2  sc.mags, colours, $P_{STAR}$  True  True
9. CB  STAR, QSO, GAL  $g, r, i, z, y/u^{(a)}$, W1, W2  sc.mags, colours, $P_{STAR}$  True  True
10. ANN  STAR, QSO, GAL  $J, K_s, g, r, i, z$, W1, W2  sc.mags, colours, $P_{STAR}$  True  True
11. KNN  STAR, QSO, GAL  $J, K_s, g, r, i, z$, W1, W2  sc.mags, colours, $P_{STAR}$  True  True
12. CB  STAR, QSO, GAL  $J, K_s, g, r, i, z$, W1, W2  sc.mags, colours, $P_{STAR}$  True  True

Different classification problems

13. ANN  STAR, QSO+GAL  $J, K_s, g, r, i, z, y/u^{(a)}$, W1, W2  sc.mags, colours, $P_{STAR}$  True  True
14. kNN  STAR, QSO+GAL  $J, K_s, g, r, i, z, y/u^{(a)}$, W1, W2  sc.mags, colours, $P_{STAR}$  True  True
15. CB  STAR, QSO+GAL  $J, K_s, g, r, i, z, y/u^{(a)}$, W1, W2  sc.mags, colours, $P_{STAR}$  True  True
16. ANN  STAR+GAL, QSO  $J, K_s, g, r, i, z, y/u^{(a)}$, W1, W2  sc.mags, colours, $P_{STAR}$  True  True
17. kNN  STAR+GAL, QSO  $J, K_s, g, r, i, z, y/u^{(a)}$, W1, W2  sc.mags, colours, $P_{STAR}$  True  True
18. CB  STAR+GAL, QSO  $J, K_s, g, r, i, z, y/u^{(a)}$, W1, W2  sc.mags, colours, $P_{STAR}$  True  True
19. ANN  STAR+QSO+GAL  $J, K_s, g, r, i, z, y/u^{(a)}$, W1, W2  sc.mags, colours, $P_{STAR}$  True  True
20. KNN  STAR+QSO+GAL  $J, K_s, g, r, i, z, y/u^{(a)}$, W1, W2  sc.mags, colours, $P_{STAR}$  True  True
21. CB  STAR+QSO+GAL  $J, K_s, g, r, i, z, y/u^{(a)}$, W1, W2  sc.mags, colours, $P_{STAR}$  True  True

The effect of imputation and auxiliary sample

22. ANN  STAR, QSO, GAL  $J, K_s, g, r, i, z, y/u^{(a)}$, W1, W2  sc.mags, colours, $P_{STAR}$  True  False
23. kNN  STAR, QSO, GAL  $J, K_s, g, r, i, z, y/u^{(a)}$, W1, W2  sc.mags, colours, $P_{STAR}$  True  False
24. CB  STAR, QSO, GAL  $J, K_s, g, r, i, z, y/u^{(a)}$, W1, W2  sc.mags, colours, $P_{STAR}$  True  False
25. CB  STAR, QSO, GAL  $J, K_s, g, r, i, z, y/u^{(a)}$, W1, W2  sc.mags, colours, $P_{STAR}$  True  False
26. CB  STAR, QSO, GAL  $J, K_s, g, r, i, z, y/u^{(a)}$, W1, W2  sc.mags, colours, $P_{STAR}$  True  False

Classification without stellarity

27. ANN  STAR, QSO, GAL  $J, K_s, g, r, i, z, y/u^{(a)}$, W1, W2  sc.mags, colours  True  True
28. kNN  STAR, QSO, GAL  $J, K_s, g, r, i, z, y/u^{(a)}$, W1, W2  sc.mags, colours  True  True
29. CB  STAR, QSO, GAL  $J, K_s, g, r, i, z, y/u^{(a)}$, W1, W2  sc.mags, colours  True  True

Classification without magnitudes

30. ANN  STAR, QSO, GAL  $J, K_s, g, r, i, z, y/u^{(a)}$, W1, W2  colours, $P_{STAR}$  True  True
31. kNN  STAR, QSO, GAL  $J, K_s, g, r, i, z, y/u^{(a)}$, W1, W2  colours, $P_{STAR}$  True  True
32. CB  STAR, QSO, GAL  $J, K_s, g, r, i, z, y/u^{(a)}$, W1, W2  colours, $P_{STAR}$  True  True

Notes. (a) We use the y band for PS and DES, and the a band for SM.

Based on these three algorithms, we built a total of 32 different models which were trained with different choices of input features. Moreover, some models were built to solve slightly different classification problems: in few cases we changed the number of output classes, merging together stars and quasars (i.e., classifying point-like versus extended sources), or merging quasars and galaxies together (i.e., extra-galactic versus galactic sources). Finally, in some cases, we employed feature imputation (see Sect. 4.1) and/or the auxiliary training sample (see Sect. 3), while in some other cases we did not. The characteristics of these models are listed in Table 4, where we also highlight the effect we aimed to study with each group of models.

In principle, one could then combine the models using a simple averaging. However, we preferred to use a slightly more sophisticated weighted averaging. We used logistic regression (LR) as meta-classifier, trained to predict STAR, QSO, and GALAXY classes based on the probability scores derived from all the single models we set up. LR is closely related to a linear regression, but it is constructed using the Sigmoid function to limit the result in the range [0; 1]. LR is described by the following equation:

$$\hat{y}(C, P) = (1 + \exp^{-C^{T} P})^{-1},$$

where $P$ is the vector of input probabilities, $C$ is the corresponding coefficient, and $C^T P = \sum_i C_i P_i$ is a scalar product of both vectors, with $P_i$ being the probability to belong to a certain class given by a single model, and $C_i$ the corresponding regression coefficient.

The regression model uses $L_1$-regularisation:

$$L = \sum_j (y - \hat{y}(C, P))^2 + \lambda \sum |C_j|,$$

A69, page 7 of 25
where \( L \) is a loss function and \( \lambda \) is a regularisation parameter (which we set to \( \lambda = 1 \)). In the above equation, summing over \( j \), one proceeds through all training objects; whereas summing over \( i \), one goes through all the coefficients. This type of regularisation pushes the coefficients corresponding to useless input features to be zero, or very close to zero, hence helping us to select the most informative input features (in our case, probabilities of individual models). This is not the case for the \( L_2 \)-regularisation (\( \lambda \sum C_i^2 \)), for example, which would make the selection of important input features more difficult.

Our META_MODEL, trained to separate the classes from each other\(^{10}\), solves a three-class problem in a ‘one-versus-rest’ scheme. This means that, in output, we have three LR models, one for each class, and thus three ‘meta probabilities’ for each object to belong to each of the three classes (one for STAR versus QSO + GALAXY, one for QSO versus STAR + GALAXY and one for GALAXY versus STAR + QSO). We note that strictly speaking, it would have been more accurate to solve the multi-classes problem. However, for computational simplicity, we restricted ourselves to the ‘one-versus-rest’ scheme, but we highlight that this is a very good approximation as the three output probabilities always sum to 1 within better than \( 10^{-3} \). We also emphasise that the META_MODEL is more general and comprehensive than a single model and it allows us to better extrapolate the classification results to regimes that may not be covered by the current spectroscopic training set.

5. Testing the quality of the classification pipeline

Before running the pipeline on the full VEXAS input tables, we performed a number of quality checks on the ‘unseen’ test sample to understand the strengths and limitations of our classification. An extensive description of these tests and their results both on the META_MODEL and on the single ones, based on five different classification metrics and on regression coefficients, are given on the Github VEXAS repository. There, we also provide a visualisation of the relative importance of each classification feature for each single model, confirming that the VISTA \( P_{\text{STAR}} \) parameter has a high classification power. However, we stress that even though one feature is relatively important in a single model, this does not necessarily imply that the same feature is driving the ensemble classification. The main conclusion we can draw analysing the performance on each single model on the three different VEXAS tables, in terms of classification quality metrics, is that joining different classification methods, based on different algorithms and input parameters, significantly improved the classification results. In addition, we note that for some models, the ANN algorithm performs worse than the other two, especially in classifying stars and quasars. We also tried to change the configuration of the ANN to obtain a better score, but we were not successful. We nevertheless kept this algorithm in the final ensemble learning because this does not happen for all the models and for all the input tables in the same way and it makes the derived uncertainties on the classification more conservative.

Here, for simplicity, we only provide a visualisation of the distribution of predictions across the classes in the form of confusion matrices. This is one of the most commonly used classification quality metrics for ML based algorithms in astrophysics.

In general terms, a confusion matrix shows the fraction of sources belonging to a certain ‘true’ class and classified within a predicted class. For an \( m \)-class problem, the confusion matrix is defined as the \( m \times m \) table, where each row represents the number of instances in a predicted class, and each column represents the number of the instances in a ground-truth class\(^{11}\). Each cell of the table represents the number of sources from a class \( i \), classified as class \( j \), and the diagonal shows how many objects (often given in percentage) have been correctly classified. The confusion matrices for each of the three different VEXAS test tables, computed from the META_MODEL, are plotted in Fig. 4.

The scores obtained for the objects classified correctly (on the diagonal) are very high in all cases. We always obtained \( >99\% \) of correct identifications on the STAR and GALAXY classes, and \( >94\% \) on the QSO class, which is the least populated class. We also note that for all tables, the largest fraction of misclassified objects occurred for QSO classified as GALAXY, reflecting the fact that we can have both central-engine-dominated and host-dominated emission in these classes.

An interesting fact we can deduce from the confusion matrices is that the model trained on the VEXAS-DESW dataset (top panel) performs slightly better in splitting the sources into galactic and extragalactic. In fact, the contamination from stars in galaxies and quasars is the lowest: only \( \approx 0.4\% \) STAR are misclassified as QSO or GALAXY, versus \( \geq 0.6\% \) for the other two tables.

Unfortunately, the presence of the \( u \)-band in VEXAS-SMW does not seem to help to classify quasars; however, we stress again that only 19\% of the full table has \( u \)-band detections and the imputation procedure is sub-optimal in SMW. We will tackle this problem in forthcoming releases of VEXAS, extending the cross-match with the second data release of the NOAO Source Catalog (NSC, Nidever et al. 2021), comprising 3.9 billion objects over \( \approx 35,000 \) square degrees with \( ugrizY \) precise photometry. Finally, we also observe that the fraction of STAR classified as QSO in VEXAS-SMW (bottom panel) is equal to zero and the fraction of QSO classified as STAR is also minimal (0.05\%). However, we believe that this is mainly a limitation of the AE imputation on quasars, as we show in the next section and in Appendix C.

6. Classification results and validation

For each object in the VEXAS input catalogues, our META_MODEL returned three numbers, representing the probability of belonging to each of the three classes of objects: \( p_{\text{STAR}}, p_{\text{GALAXY}}, \) and \( p_{\text{QSO}} \), obtained solving the ‘one-versus-rest’ problem. In general, a source belongs to a given class when the corresponding probability for that class is the highest. However, we considered as trustable classifications those for which the probability is \( p_{\text{class}} \geq 0.5 \). With this simple assumption, starting from the input \( \approx 33 \) million objects in VEXAS-DESW, \( \approx 22 \) in VEXAS-FSW, and \( \approx 32 \) in VEXAS-SMW, we classify 1.6\% of the sources as quasars, 37.4\% as stars, and 61.0\% as galaxies for DESW, and 1.9\% quasars, 48.4\% stars, and 49.7\% galaxies for PSW. For VEXAS-SMW instead, 91.4\% of the sources are classified as stars, 8.35\% as galaxies, and only a 0.25\% are classified as quasars. The percentages relative to the classes are thus comparable for VEXAS-DESW and VEXAS-PSW, while they are very different for VEXAS-SM, which is roughly two magnitudes shallower than the other two surveys.

Depending on the scientific purpose one might have, it could be more appropriate to use an even more severe threshold, with

\[^{10}\text{We note that, while each individual classifier was trained on the training sample, the meta-classifier was trained on the predictions on the validation sample. This helps in preventing overfitting.}\]

\[^{11}\text{Transposing the table does not affect the results.}\]
the purpose of maximising the purity of the obtained sample as much as possible, but consequently penalising the total number of selected objects. On the other hand, with the aim of assembling the largest possible sample of a given class of objects, one might use slightly lower probability thresholds, paying the price of a larger number of contaminants. This is why we list the number of objects classified in each class as a function of the probability threshold for each VEXAS catalogue in Table 5. In the released DR2 tables, we provide the probabilities to belong to each class, so that the users can select their preferred threshold.

A visualisation of the class distribution of the objects in the output catalogues is plotted in Fig. 5 in the form of a triangle density plot. The colours indicate the log_{10} number of objects contained in a probability cell with a size of 0.01 × 0.01. Each corner represents the maximum probability of belonging to a given class (p_class = 1) and the dashed horizontal black lines show the threshold level of p_class = 0.7, which we define as threshold for the ‘high-confidence objects’ as it corresponds to objects which have a probability with a confidence of more or less one σ (0.67). This is, in our opinion, the natural compromise between purity and completeness and is used throughout the remainder of the paper for all the plots and tables.

We show the density of each class of object on the sky in Fig. 6. Also, we report the mean values obtained for high-confidence objects in Table 6. Once again, we note that for VEXAS-DESW and VEXAS-PSW, the numbers are similar, especially for stars (≈2850–3050 deg^−2) and quasars (≈110–115 deg^−2). For galaxies, the density in DESW is higher with ≈4700 deg^−2 (versus ≈3100 deg^−2 in PSW). The situation is instead very different for VEXAS-SMW, where the density of stellar objects is comparable, but that of extragalactic sources is more than ten times smaller. As already previously stated, we attribute this difference to the shallower depth of the Sky Mapper Survey.

Since quasars and galaxies are more or less uniformly distributed on the sphere, the fact that the spatial distribution of these objects is not always uniform is due to spatial changes in the surveys’ depth caused by extinction, different exposure times, or a different number of bands observed in that region. For stars, instead, towards the borders we approach the MW disk, and this, of course, increases the density of galactic objects by a factor of ~10.

Table 5. Number of objects classified in each class as a function of the probability threshold for the DESW, PSW, and SMW final tables.

<table>
<thead>
<tr>
<th>p</th>
<th>STAR</th>
<th>QSO</th>
<th>GALAXY</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5</td>
<td>13 225 467</td>
<td>552 847</td>
<td>21 593 339</td>
</tr>
<tr>
<td>0.6</td>
<td>13 207 001</td>
<td>524 388</td>
<td>21 543 204</td>
</tr>
<tr>
<td>0.7</td>
<td>13 185 692</td>
<td>496 514</td>
<td>21 479 584</td>
</tr>
<tr>
<td>0.8</td>
<td>13 156 283</td>
<td>465 135</td>
<td>21 381 884</td>
</tr>
<tr>
<td>0.9</td>
<td>13 105 319</td>
<td>422 868</td>
<td>21 145 300</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>p</th>
<th>STAR</th>
<th>QSO</th>
<th>GALAXY</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5</td>
<td>10 586 167</td>
<td>408 598</td>
<td>10 866 179</td>
</tr>
<tr>
<td>0.6</td>
<td>10 558 641</td>
<td>380 388</td>
<td>10 832 329</td>
</tr>
<tr>
<td>0.7</td>
<td>10 526 795</td>
<td>351 648</td>
<td>10 769 276</td>
</tr>
<tr>
<td>0.8</td>
<td>10 485 364</td>
<td>318 899</td>
<td>10 680 432</td>
</tr>
<tr>
<td>0.9</td>
<td>10 410 731</td>
<td>271 353</td>
<td>10 505 175</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>p</th>
<th>STAR</th>
<th>QSO</th>
<th>GALAXY</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5</td>
<td>29 242 620</td>
<td>80 943</td>
<td>2 673 869</td>
</tr>
<tr>
<td>0.6</td>
<td>29 214 063</td>
<td>76 406</td>
<td>2 645 062</td>
</tr>
<tr>
<td>0.7</td>
<td>29 181 114</td>
<td>72 004</td>
<td>2 612 243</td>
</tr>
<tr>
<td>0.8</td>
<td>29 135 737</td>
<td>67 144</td>
<td>2 569 647</td>
</tr>
<tr>
<td>0.9</td>
<td>29 050 417</td>
<td>59 434</td>
<td>2 494 954</td>
</tr>
</tbody>
</table>

Fig. 4. Confusion matrices obtained for the META_MODEL on the test samples (20% of the SDSS spectroscopic dataset) for the three tables.
Fig. 5. Density plot of the number of objects as a function of probability. The colour-bar indicates the $\log_{10}(N)$ per each probability cell of size $0.01 \times 0.01$. The black horizontal dashed lines indicate where the threshold $p_{\text{class}}$ is $\geq 0.7$.

Fig. 6. Spatial density of each class of objects in the three VEXAS tables. Top row: results obtained for VEXAS-DESW, the middle row refers to VEXAS-PSW, and the bottom row shows the results obtained for VEXAS-SMW. Towards the borders, the contribution from MW stars increases the density of STAR. For QSO and GALAXY, the non-uniform spatial distribution is mainly due to different depths reached by the surveys in that region.

We remind the reader that our metrics for the classification accuracy are averaged over the sky. This means that there may be more cross-contamination towards the low galactic-latitude edges of the VEXAS footprint where the MW stellar density is higher. In the future, and with more demanding iterations, one may also fold in some spatial information to rebalance the scores accounting for how many objects for each class are expected at a given position. In this DR2, we preferred to simply give the mean output scores because any further iteration depends on accurate coverage maps and on a proper model for the MW stellar density.

To further assess the reliability of the classification results, in Fig. 7, we plotted two among the most common infrared and optical magnitude-colour and colour-colour diagrams used in the literature to separate the different classes of objects (e.g., Stern et al. 2005, 2012; Assef et al. 2013; Chehade et al. 2018).
The contours show object density levels, with the different colours indicating the three families of objects, as specified in the caption. The stellar locus (with low \( J - K_s \)) and the galaxy and quasar regions (with higher \( W_2 \) and \( W_1 - W_2 \)) are clearly visible. These plots also show that the three macro-classes cannot be separated with a very high accuracy through simple colour cuts, emphasising the need for full ML-based classification approaches.

For VEXAS-SMW, the three classes of objects do not show the same separation as in the other two tables (bottom-right panel, \( J - K_s \) versus \( g - i \)). In Appendix C.3, we show that this is caused by the imputation, which suffers from the under-representation of quasars in the input sample. However, Fig. 8 demonstrates that the classification is not affected by this problem. This figure shows the difference between the class of each object predicted by the META_MODEL and that predicted by a single CatBoost model (#25, without imputation). For 99.5% of the objects, the difference is null, and the three \( p_{\text{class}} \) obtained from the two models are almost identical. The classification changes only for \(-14.6 \times 10^4\) sources (\( \approx 0.5\% \) of the total), mainly from STAR to GALAXY or vice versa (Class\(_{\text{meta}}\) = Class\(_{\text{25}}\) = \( \pm 2 \)). The classification for QSO is almost completely unaffected, which demonstrates that the META_MODEL is not affected by the sub-optimal imputation for this class.

For the sake of completeness, in this DR2, we release both sets of three probabilities (with and without imputation) in the classified VEXAS-SMW table. Moreover, in all three released VEXAS tables, we added a flag column to identify the imputed magnitudes.

### 6.1. Safe ranges, outliers, and saturation

One of the most common issues in machine learning-based classifications is that the ‘depth’ of the data is larger than that of the training set. The most common solution is to cut out the input tables, limiting the inference to bright objects only hence avoiding any extrapolation to unseen regions in the space of features (e.g., Khramtsov et al. 2019, 2020).

However, this approach is not desirable in our case since it would violate the main purpose of the VEXAS project, being to collect as much information as possible on the multi-wavelength sky and thus classify the largest possible number of sources. Therefore, here, we do not restrict the classification to the brightest sources only, but nevertheless caution the readers that at the very bright and faint ends, the classification might be less secure.

We plotted the completeness of the training samples in the \( r \)-band for each VEXAS input table in the upper panel of Fig. 9. While for the VEXAS-PSW table, the distribution of training and input are very similar, the training sample for the VEXAS-SMW (VEXAS-DESW) table is clearly incomplete at the bright (faint) end. To better quantify this, we define as ‘safe ranges’ the \( r \)-band regions where the ratio between the training set and the corresponding input table is larger than 0.1%. These safe ranges, which are highlighted with shaded green regions in the plots, are \( r < 22^m \) for VEXAS-DESW, \( 14^m < r < 23.2^m \) for VEXAS-PSW, and \( 14.5^m < r < 19.5^m \) for VEXAS-SMW. For magnitudes outside of these intervals, we caution the readers that the classification might be slightly bias due to an under-sampled training set.

A possibility to improve the coverage of an under-sampled training set has been provided in the literature based on a re-weighting procedure of the training sample (e.g., Sánchez et al. 2014; Bonnett et al. 2016). Unfortunately, a similar algorithm only marginally helps in our case since there are objects outside the safe range region with one or more colours which are completely ‘off-models’ (i.e., they have an absolute value larger than the maximum covered by the training set). In a sense, this region is not under-sampled by the training, but not sampled at all. We therefore define an ‘outlier’ as a source for which at least one colour has a value smaller (larger) than the minimum (maximum) value allowed by the training set. The number of outliers as a function of the \( r \)-band magnitude is plotted in the bottom panels of Fig. 9. For those objects, the classification is likely to be biased. We note, however, that the number of outliers is much smaller than the number of objects and it represents only \( \approx 0.5\% \) of the whole dataset for every VEXAS table. Finally, for the VEXAS-DESW table, where the input is much deeper than the training sample, we report in Appendix A a test which demonstrates that despite an under-sampled training set our classification reaches fair performances.

In conclusion, in the classified VEXAS tables released in this DR2, we inserted a column containing a ‘warning flag’, which takes a value of 0 if the source is within the safe ranges, 1 if it is outside of them but not an outlier, according to the distribution of its colours, and 2 if it is an outlier.

At the bright end, we note that in addition to a poorly sampled training set, there is the bigger problem of saturation, as we demonstrate below. Figure 10 shows the distribution of the \( r \)-band magnitude in the three VEXAS tables for objects classified as high-confidence STAR (red), GALAXY (green), or QSO (blue). A further confirmation that the sub-optimal imputation for the VEXAS-SMW does not bias the classification results comes from the fact that the distribution of sources in the \( r \)-band is almost identical using the \( p_{\text{class}} = 0.7 \) obtained from the META_MODEL or those obtained from model #25.

All plots show similar behaviours of the luminosity functions: at the faint end, they all have the same shape except for the depth cut-off, which is dominated by the WISE depth in DESW and PSW and by the optical in SMW; at the bright end, there are secondary bumps and cutoffs which are an artefact of saturation, which occurs at \( r = 15 \) in DESW, \( r = 14 \) in PSW, and \( r = 11 \) in SMW. The saturated objects amount to \( \approx 1\% \) in DESW, and an overall correction is

\[
\text{mag}_{\text{corr}} = 8.0 + 1.25(\text{mag}_{\text{DES}} - 12.0) \quad \text{if } \text{mag}_{\text{SM}} < \text{mag}_{\text{DES}} + 1 \text{ and } \text{mag}_{\text{SM}} < 16.5
\]

for \( \text{mag} = (g, r, i) \), and

\[
\text{z}_{\text{corr}} = 8.0 + 1.1(\text{z}_{\text{DES}} - 11.5) \quad \text{if } \text{z}_{\text{SM}} < \text{z}_{\text{DES}} + 1 \text{ and } \text{z}_{\text{SM}} < 16.5.
\]
Fig. 7. Selected colour-colour and magnitude-colour diagrams of VEXAS high-confidence \( p_{\text{class}} = 0.7 \) STAR (red contours), QSO (green contours), and GALAXY (blue contours), over the three optical footprints (VEXAS-DESW, left column, VEXAS-PSW, middle column, and VEXAS-SMW right column), split according to the predicted class. Bottom right panel: issue with the imputation for VEXAS-SMW, which is described in detail in Sect. 6 and in Appendix C.3.

Fig. 8. Comparison between the classification obtained with our fiducial META_MODEL and with a single CatBoost Model (#25). We note that 99.5% of the sources are classified in the same class.

Comparing SMW and PSW, there is an overall offset \( g^{\text{PSW}} - g^{\text{SM}} = 0.2 \) and \( z^{\text{PSW}} - z^{\text{SM}} = 0.7 \) on all magnitudes.

The issue of saturation on the performance of the classification at the bright end can also be seen in the astrometric properties of the objects, for example, the proper motions of bright objects classified as quasars, which are discussed in the next section.

6.2. Astrometric validation with Gaia

The latest data release of ESA-Gaia, Early Data Release 3 (EDR3, Gaia Collaboration 2021) provides five astrometric parameters (positions \( \alpha, \delta \), proper motions \( \mu_\alpha, \mu_\delta \), and parallaxes \( \varpi \)) for \( \approx 1.468 \) billion sources, covering the whole celestial sphere up to \( G \lesssim 21^{\text{m}} \). This makes the Gaia-EDR3 an excellent means to test the purity of our catalogue, especially for quasars and stars and, indirectly, also for galaxies (see below).

We cross-matched each VEXAS output table with the Gaia EDR3 catalogue using a 1.5′ matching radius, and we considered sources with defined astrometric parameters. Table 7 lists the number of sources with a cross-match in Gaia EDR3, which

\[ 12 \] This limit corresponds to \( r \approx 21^{\text{m}} \) for quasars at \( z \leq 3 \) (Proft & Wambsganss 2015).
were split according to our classification pipeline (using the threshold $p_{\text{class}} \geq 0.7$). In all cases, more than 90% of the matched objects were classified as STAR.

To assess the purity of the GALAXY sample, we used the simple argument that, by construction, the Gaia catalogue should contain very few galaxies (Robin et al. 2012), so very few of the objects with high $p_{\text{GALAXY}}$ should have a match in Gaia EDR3. This is, of course, only a rough approximation since there might be a number of galaxies that Gaia still detects, but without accurate proper motions and parallaxes, as the Gaia astrometric solution fits only for point-like sources (Lindegren et al. 2021). Indeed, resolved objects can be detected in Gaia because their $G$-band magnitudes are $>0.1$ mag higher than the synthetic magnitude $G_{\text{RB}} = G_{\text{RP}} - 2.5 \log_{10}[1 + 10^{0.4(G_{\text{BP}}-G_{\text{RP}})}]$ from the blue and red passbands, whenever these are available (Agnello & Spiniello 2019). From the cross-match with Gaia, we found $\approx 1 \, 440 \, 000$, $\approx 1 \, 100 \, 000$, and $\approx 1 \, 910 \, 000$ objects classified by our algorithm as GALAXY in VEXAS-DESW, VEXAS-PSW, and VEXAS-SMW, respectively. Among these, only $\leq 20\%$ have measured proper motions and parallaxes, and the majority are motionless, suggesting that they could indeed be extended sources at $z > 0$ (galaxies). The remaining objects can instead be stars that are misclassified by our algorithm, or very compact galaxies.

To assess the purity of the QSO class, we analysed the proper motions and parallaxes of the objects classified as high confidence quasars as a function of their $r$-band magnitude. As quasars are very distant sources, they have proper motions of only a few micro-arcseconds, due to different cosmological effects (Bachchan et al. 2016), within the current accuracy of the ESA-Gaia relativistic solution (Lindegren et al. 2021). Hence, we checked the proper motions and parallaxes of all the objects classified as quasars and with a match in Gaia to test the assumption that they are indeed zero-proper motion and zero-parallax sources within the systematic errors. In Fig. 11, we plotted the two proper motion components ($\mu_{\alpha*}$, $\mu_{\delta}$) and the parallax as a function of the $r$-band magnitude for high confidence quasars ($p_{\text{QSO}} \geq 0.7$) in each of the three cross-matches between VEXAS-DR2 and Gaia-EDR3. Clearly, for magnitudes fainter than the saturation limits ($\sim 15$ for VEXAS-DESW, top row; $\sim 14$ for VEXAS-PSW, middle row; and $\sim 11$ for VEXAS-SMW, top row; see also Fig. 10), QSO are perfectly consistent to be motionless. This is not true for STAR and GALAXY, as we show in Table 7 where we report the root-mean-square error (RMSE) on the parallax and on each component of the proper motion for all the objects with a match in Gaia, split in the three classes.

### 6.3. Internal validation

In this section, we present a qualitative validation of the classification results obtained comparing the probabilities derived from the different tables on common objects. We cross-matched the three output tables using a radius of 1.5″. There are 7 817 243 objects in common between VEXAS-DESW and VEXAS-PSW, 7 743 844 objects in common between VEXAS-PSW and VEXAS-SMW, and, finally, 9 912 142 objects in common between VEXAS-SMW and VEXAS-DESW.

In Fig. 12 we provide a visualisation of this internal validation. For each class of objects (different columns) and for each cross-match between pair of surveys (different lines), we plotted the histograms of the difference between the probabilities computed by either.

The agreement among classification results is excellent as the histograms always peak around 0. More quantitatively, in all cases and for all classes, $<3\%$ of the common objects have probabilities that disagree by more than 0.1 and only between 0.5 and

---

**Fig. 9.** Top: histogram of the $r$ magnitudes for the input catalogues (red) and the training sample (blue) for each of the VEXAS tables. Bottom: fraction of outliers (see text for more details) as a function of the $r$ magnitudes for each of the VEXAS tables.
7. Conclusions and outlook

The increase in the depth, footprint, and sharpness of wide-field imaging surveys posits as many opportunities as challenges. Multiple endeavours, both current and upcoming, aim to collect large spectroscopic samples to map the Milky Way through its stellar content, and the large-scale structure of the Universe through spatial correlations of galaxies or quasars (Kollmeier et al. 2017; de Jong et al. 2019). An outstanding issue in these fibre-fed spectroscopic surveys is the target pre-selection, which was already acknowledged in the preparation of earlier quasar samples (Croom et al. 2003; Dawson et al. 2013), and it is even more pressing in the Southern Hemisphere, where u-band coverage is much shallower. More generally, the use of simple colour cuts to select objects of interest can significantly affect the overall completeness of spectroscopic follow-up samples, with direct consequences on the science. All of this is complicated by the patchiness and partial overlap of different surveys. Here, we have deployed a collection of different machine-learning techniques to circumvent these issues, and we provide membership probabilities in macro-classes.

We have trained a total of 32 different classifiers, with different techniques (ANN, kNN, and CB) and input features, using magnitudes from optical surveys (DES, PS1, and SkyMapper), VISTA (J and Ks), and WISE magnitudes (W1 and W2). To deal with missing entries, we used a machine-learning based feature imputation. The final classification is an aggregation of all the different classifiers. Each of them has undergone extensive vetting to identify the physical properties that drive its performance, which in turn is quantified in multiple ways to find robust thresholds in the classification scores. While a clear separation can be made between most stars and extragalactic objects, the separation between galaxies and quasars is less abrupt, reflecting the range of central-engine-dominated and host-dominated emission in these objects. As simple colour-magnitude diagnostics show, our classification generalises simple colour-magnitude cuts that have been proposed in the literature (Stern et al. 2005, 2012; Assef et al. 2013; Chehade et al. 2018), but it also deals with the overlap of different classes, especially towards the faint end in WISE magnitudes and towards higher-redshift quasars.

The three VEXAS optical+IR classified tables, with object IDs, coordinates, optical and infrared magnitudes, including the imputed ones (which are flagged), and the probability to belong to each class, are publicly released and available for the scientific community as part of the VEXAS Data Collection (DR2) via the ESO Phase 3. The machine-learning classification pipeline and the code are available on the VEXAS Github repository.

The density of extragalactic objects varies with the survey depth, quite expectedly. Considering only high-confidence objects for which the probability of belonging to the class is $p_{\text{class}} \geq 0.7$, our classifiers yielded 111 quasid$^{-2}$ for the VEXAS-DESW footprint ($\approx 4900 \text{deg}^2$) and 103 quasid$^{-2}$ for the VEXAS-PSW footprint ($\approx 3800 \text{deg}^2$). These numbers roughly meet the requirements of the 4MOST selection for baryon acoustic oscillations measurements.

---

1.2% of the sources have probability that differ by more than 0.5. Thus, for more than 95% of the common sources, the independent classifications obtained from the three tables are in perfect agreement. This simple test also provides further evidence that the sub-optimal imputation for the VEXAS-SMW table does not play a role during the classification step for the great majority of the sources (99.5%).

---

13 The active link to the VEXAS collection through the Science Portal and the Catalog Interface are given in this footnote in the online version. While we are processing the Phase 3 documentation and format, we release the table via a temporary repository (here).

14 https://github.com/VEXAS-team/VEXAS-DR2
Fig. 11. Dependencies of astrometric parameters on $r$-band magnitudes for objects classified as quasars ($p_{\text{QSO}} > 0.7$) from each survey. From left to right we plotted the two proper motion components ($\mu_\alpha^*$, $\mu_\delta$) and the parallax. Solid lines and filled areas represent the median values and standard deviations of the parameters in each magnitude bin.

Table 7. Cross-match with Gaia EDR3 for the three VEXAS classified tables and for each class of objects.

<table>
<thead>
<tr>
<th>Table</th>
<th>Class</th>
<th>Total matches</th>
<th>$N_{\text{Good}}$ ($r &gt; 15^{\text{m}}$)</th>
<th>$\mu_\alpha^*$ (mas yr$^{-1}$)</th>
<th>$\mu_\delta$ (mas yr$^{-1}$)</th>
<th>$\varpi$ (mas)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>QSO</td>
<td>281 681</td>
<td>237 191</td>
<td>235 311</td>
<td>0.041 ± 1.117</td>
<td>$-$0.051 ± 1.208</td>
</tr>
<tr>
<td></td>
<td>GALAXY</td>
<td>1 445 987</td>
<td>169 198</td>
<td>158 700</td>
<td>1.367 ± 5.782</td>
<td>$-$1.354 ± 5.907</td>
</tr>
<tr>
<td>VEXAS-PSW</td>
<td>STAR</td>
<td>10 108 741</td>
<td>9 580 815</td>
<td>8 885 919</td>
<td>3.810 ± 11.345</td>
<td>$-$6.014 ± 10.819</td>
</tr>
<tr>
<td></td>
<td>QSO</td>
<td>205 789</td>
<td>172 019</td>
<td>171 940</td>
<td>0.155 ± 2.035</td>
<td>$-$0.544 ± 2.464</td>
</tr>
<tr>
<td></td>
<td>GALAXY</td>
<td>1 098 769</td>
<td>171 344</td>
<td>170 264</td>
<td>1.635 ± 6.326</td>
<td>$-$3.428 ± 7.059</td>
</tr>
<tr>
<td>VEXAS-SMW</td>
<td>STAR</td>
<td>29 551 196</td>
<td>29 182 681</td>
<td>26 150 059</td>
<td>2.750 ± 10.299</td>
<td>$-$4.633 ± 10.748</td>
</tr>
<tr>
<td></td>
<td>QSO</td>
<td>68 857</td>
<td>65 442</td>
<td>65 364</td>
<td>0.322 ± 3.544</td>
<td>$-$0.633 ± 3.774</td>
</tr>
<tr>
<td></td>
<td>GALAXY</td>
<td>1 911 503</td>
<td>408 894</td>
<td>407 107</td>
<td>1.766 ± 8.58</td>
<td>$-$3.146 ± 9.498</td>
</tr>
</tbody>
</table>

Notes. From left to right we list the following: the total number of identified sources, the number of sources with measured astrometric parameters ($N_{\text{Good}}$), the same number but only for sources that are not saturated ($r > 15^{\text{m}}$), the two proper motion components, and the parallax, with the corresponding standard deviations.

We caution that these samples are only the very first step for cosmological measurements, which also require spectroscopic redshifts and well characterised coverage maps. The spectroscopic follow-up is already the aim of southern surveys (4MOST, de Jong et al. 2012; SDSS-V, Kollmeier et al. 2017). Since this paper is focused on the classification techniques and their application to VEXAS, the coverage maps are outside the scope of this work and will be part of a subsequent release.
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Fig. 12. Distribution of the probability differences on common objects in pairs of tables. Top row: VEXAS-DESW × VEXAS-PSW. Middle row: VEXAS-PSW × VEXAS-SMW. Bottom row: VEXAS-SMW × VEXAS-DESW. Each column shows one class of objects (left STAR, middle QSO, right GALAXY).
Appendix A: Testing the classification at the faint end of VEXAS-DESW

As described in detail in Sect. 6.1, the $r$-band magnitude ranges covered by the input tables are larger than those covered by the corresponding tables. This is particularly true for the VEXAS-DESW table, which reaches magnitudes as faint as $r \sim 25^m$ (see Fig. 9). Therefore, in this appendix, we carry out a test on this table to assess the performance of our ML classification at such faint magnitudes.

Unfortunately, the number of faint objects with a footprint within VEXAS-DESW and with a secure spectroscopical classification is very limited and mainly made of galaxies. We considered the SDSS test sub-sample (see Sect. 3.8) and three other different spectroscopic surveys: the DEEP2 redshift survey DR 4 (Newman et al. 2013), the VIMOS Public Extragalactic Redshift Survey (VIPERS) DR2 (Scodeggio et al. 2018), and the VIMOS VLT Deep Survey (VVDS) final data release (Le Fevre et al. 2013). We selected all objects with magnitudes fainter than 22$^m$ as they are outside the safe ranges defined in Sect. 6.1. Unfortunately, the number of faint objects with a footprint within VEXAS-DESW and with a secure spectroscopical classification is very limited and mainly made of galaxies. We considered the SDSS test sub-sample (see Sect. 3.8) and three other different spectroscopic surveys: the DEEP2 redshift survey DR 4 (Newman et al. 2013), the VIMOS Public Extragalactic Redshift Survey (VIPERS) DR2 (Scodeggio et al. 2018), and the VIMOS VLT Deep Survey (VVDS) final data release (Le Fevre et al. 2013). We selected all objects with magnitudes fainter than 22$^m$ as they are outside the safe ranges defined in Sect. 6.1.

$$\begin{array}{ccc}
\text{True class} & \text{STAR} & \text{QSO} & \text{GALAXY} \\
\text{Predicted class} & 77 & 1 & 7 \\
& (90.59\%) & (1.18\%) & (8.24\%) \\
\end{array}$$

Fig. A.1. Confusion matrix obtained for the META_MODEL on the deep external spectroscopic samples for the VEXAS-DESW.

We then applied some criteria to filter out unreliable spectroscopic measurements. In particular, for DEEP2, we required that the spectroscopic class is not empty; for VIPERS, we required that the integer part of $z/\log$ flag is $>2$\textsuperscript{15}. For VVDS, we accepted sources with ZFLAGS equal to 3, 4, or 9 as galaxies, sources with ZFLAGS equal to 13, 14, or 19 as quasars, and sources with a redshift of $z < 0.001$ as stars.

Finally, we matched the coordinates of all sources with secure spectroscopical classification for each survey with the VEXAS-DESW classified table, using a matching radius of 1.5$''$. In this way, we obtained a set of 7279 GALAXY, 115 QSO, and 85 STAR with $r > 22^m$.

Figure A.1 shows the comparison between the ML predicted and spectroscopically measured classes in the form of a confusion matrix. Almost all galaxies were classified correctly from our pipeline (~99% of the total number of objects classified as such). For stars and quasars the performance of our ensemble learning is less optimal, but still acceptable, with ~10% of STAR and ~30% of QSO misclassified (as galaxies mostly). We note that the lower performance obtained in the QSO class might due to the fact that the spectroscopic surveys we used here are targeting galaxies. This means that probably the majority of these quasars have bright host galaxies, which contaminate their colours, making the classification harder.

In conclusion, we can state that, with respect to the classification obtained within the safe regions (see Fig. 4, top panel), the performance of our ML classification is worse, as expected. However, it is still highly reliable, at least for the GALAXY class.

Appendix B: Noisy spectroscopic datasets

In the main text of this manuscript, we have argued that the spectroscopic classification sample that was used to train the ensemble learning was not perfect, despite the manual cleaning we applied. Here, we show an experiment to confirm this statement. For this experiment, we only used the VEXAS-PSW table, as an example, but this result could be easily replicated for the other cases, assuming the uniformity of the label noise in spectroscopic surveys across the sky.

We used a dimensionality reduction algorithm called Uniform Manifold Approximation and Projection (UMAP, McInnes & Healy 2018). The utility of these types of algorithms has already been shown in many publications, for example Nakoneczny et al. (2019) and Clarke et al. (2020). We applied the UMAP algorithm to the imputed optical+IR magnitudes from the VEXAS-PSW table, reducing the input parameter space of 9 magnitudes ($grizy$ from PS, $K_s$ and $J$ from VISTA, and $W1$ and $W2$ from WISE) to only two values. This makes it possible to produce 2D figures where the objects belonging to a different class lie on different regions, as shown in Fig. B.1 for VEXAS-PSW (upper, bigger panel) and for the six spectroscopic tables used in Sect. 3. We colour-coded the three classes consistently with the main body of the paper: STAR are shown in red, QSO in green, and GALAXY in blue. In the upper panel, all spectroscopic matches are plotted and, visually, each family is clustered in a different region in the UMAP reduced parameter space. However, when we split the two dimensional projection into three different panels, one for each of the different classes, as we do in the smaller panels, survey by survey, we can clearly see that there are objects belonging to a given class but laying in a region corresponding to another one. This is particularly true for stars (red points), and partially for galaxies (blue points).

\textsuperscript{15} See the survey documentation provided as a link in the online version of this manuscript.
Appendix C: Magnitude imputation

In the main body of the paper, we have imputed magnitudes in grizy(u)JK_SW1W2 using an AE ANN. The need for an intelligent feature imputation is an essential step to prevent reducing the size of the VEXAS DR2 classified tables dramatically, which prevents us from fulfilling the final VEXAS purpose of building a homogeneous multi-band photometric catalogue with a sky coverage that is as large as possible. However, we have also shown that a possible issue with the imputation of the VEXAS-SMW table, for which the percentage of missing magnitudes in the optical is much larger than that in the other two tables, might exist. In this appendix, we first describe in more detail the AE architecture, then we provide results of the magnitude imputation carried out on a training sample for which the ‘true’ magnitudes were known a priori. Finally, we focus on the VEXAS-SMW case, showing evidence supporting the fact that the object classification based on the ensemble learning is not affected by the non-optimal imputation.

C.1. AE architecture

With respect to the traditional AE architecture, our imputer presents a few modifications. First, we added a skip-connection\textsuperscript{16}, which concatenates the output AE layer (with a size equal to the number of input magnitudes) and the input magnitudes. The skip-connection simply creates a layer that is 2\texttimes{} the size of the number of magnitudes. We also added one neuron to this layer, which contains the stellarity parameter $P_{\text{STAR}}$. This layer was then connected with the final layer, where each output represents an imputed magnitude. The activation function of each layer is a scaled exponential unit, (SELU, Klambauer et al. 2017). Finally, we also added the additional information on the stellarity of the objects ($P_{\text{STAR}}$) at the input layer to further help the AE learn useful representations and obtain a more accurate magnitude imputation as a result. The AE architecture is summarised in Table C.1.

<table>
<thead>
<tr>
<th>Description</th>
<th>Size</th>
<th>Activation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Input</td>
<td>10</td>
<td>--</td>
</tr>
<tr>
<td>Encoder</td>
<td>7</td>
<td>SELU</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>SELU</td>
</tr>
<tr>
<td>Decoder</td>
<td>7</td>
<td>SELU</td>
</tr>
<tr>
<td></td>
<td>9</td>
<td>SELU</td>
</tr>
<tr>
<td>Skip-connection</td>
<td>19</td>
<td>--</td>
</tr>
<tr>
<td>Output</td>
<td>9</td>
<td>Linear</td>
</tr>
</tbody>
</table>

Notes. Each row represents a layer with its size (number of neurons) and activation function. The input layer refers to the input set of magnitudes with missed values (grizy(u)JK_SW1W2) and additional features ($P_{\text{STAR}}$ in our case), and the output layer refers to the imputed magnitudes. The skip-connection concatenates the input and output of the decoder and has a size equal to 2\texttimes{} the number of magnitudes plus an additional input value ($P_{\text{STAR}}$).

The input magnitude entries that were masked at random were replaced with zeros. For computational ease, we divided all magnitudes by 25, so that they all belonged to the $0 <$  

\textsuperscript{16} The idea of skip-connection is introduced in the U-Net network for the segmentation of images.
ity of the imputation process. For each band and in each table, we compared the imputed magnitudes to the 'true' ones, which already demonstrate the valid-

nitudes to be imputed in each band as presented in Table 3.

C.2. Training and testing the performance of the AE imputation

To train the AE imputer, we created three tables, one for each survey, comprising only objects with the entire set of measured magnitudes \((g, r, i, z, y, J, K_s, W1, W2\) for DESW and PSW, and \(u, g, r, i, z, J, K_s, W1, W2\) for SMW). Then we masked out these magnitudes for a number of objects proportional to the complementary fraction given in Table 3, with the exception of the W1-band, for which we assumed a rate of measurements equal to 99.9% and thus masked out this magnitude for only 0.1% of the tables. This was done to keep the training of the AE as general as possible. In this way, we retrieved 28,537,891 (81% of the full table), 15,592,387 (71%), and 5,923,761 (19%) sources for DESW, PSW, and SMW, respectively. As already noted above, the portion of sources with the entire set of measured magnitudes is much smaller for VEXAS-SMW, compared to the other two tables. This is probably causing a sub-optimal performance for the imputation in SMW, as we discuss in the next section.

The sample was then split into training and validation samples in a proportion of 85%–15%. At this point, the AE was trained over 150 epochs, with a batch size equal to 256 sources. We scheduled the learning rate value to converge deeper into the loss minimum: if our loss on the validation sample did not change during seven epochs, we decreased the value of the learning rate to a factor of 0.1.

Finally, we ran the imputation pipeline on the validation objects (the remaining 15%) with 'hidden' magnitudes. We therefore obtained imputed values which we then compared to the 'true' ones. The results of this test are presented in Figs. C.1–C.3 where we plotted the 'true' magnitudes versus the imputed ones for the bands on which imputation was computed for the VEXAS-DESW, VEXAS-PSW, and VEXAS-SMW sources, respectively.

The magnitudes are plotted in their original units, which are AB for the optical and Vega for the infrared. We note that we replicated, in scale, the percentage of objects with missing magnitudes to be imputed in each band as presented in Table 3.

Qualitatively, in all the plots, the imputed magnitudes agree well with the ‘true’ ones, which already demonstrate the validity of the imputation process. For each band and in each table, we computed the coefficient of determination \(R^2\) between true and imputed magnitudes. For DESW and PSW, we obtained \(0.88 < R^2 < 0.98\) for all magnitudes. For the SMW, almost all imputed magnitudes follow the one-to-one line with \(R^2 > 0.95\). In particular \(g, r, i, z\) magnitudes were recovered with \(R^2 > 0.99\), while the worst scores were obtained for the \(u\) and W1 bands. The imputation for the W1 magnitude shows the worst results in all tables, possibly due to the relatively small fraction of sources with a missing W1 magnitude in the training sample\(^{18}\). Anyways, this would not affect the classification results at all, since in reality we did not perform any imputation on W1 because by definition 100% of the VEXAS objects have measured W1 magnitudes. We also note that the VEXAS-SMW table consists mostly of STAR (see e.g., Table 5), so the obtained scores could not be representative of the other two classes. This holds particularly for quasars: among the whole SMW training sample for the AE, quasars constitute only \(\approx0.1\%\) (=8000 objects), which is possibly too small of a fraction to obtain a satisfactory imputation of some magnitudes for this subclass of sources. Hence, in the next section we focus in particular on VEXAS-SMW, showing that indeed the imputation is sub-optimal, but that this does not bias the classification through the ensemble learning described in the main body.

C.3. A sub-optimal imputation for VEXAS-SMW

In Fig. 7 of the main body, we show that, while for VEXAS-DESW and VEXAS-PSW a clear (albeit partial) separation between objects belonging to different classes is visible, for the VEXAS-SMW case (right panel) this is not the case. To demonstrate that this is indeed caused by the sub-optimal performance of the AE imputation, in Fig. C.4, we plotted high confidence objects \((p_{\text{class}} = 0.7)\) for which none of the magnitudes were missing (thus where the imputation was not necessary). It is clear that for VEXAS-DESW (left) and VEXAS-PSW (middle) nothing changes; whereas for VEXAS-SMW (right), the confusion between objects classified in different classes is substantially reduced and three different regions are clearly visible.

Importantly, this sub-optimal imputation does not affect the classification of the objects in the three classes obtained through the ensemble learning (see Fig. 8). This is, in fact, flexible enough and based on different models, of which only some use imputation.

\(^{17}\) http://cs229.stanford.edu/proj2015/054_report.pdf

\(^{18}\) We remind the readers that the frequency of masking magnitudes to create the training sample was taken from Table 3, and a very small percentage was also hidden for W1 as a further test.
Fig. C.1. Results of the magnitude imputation on the training sample for the VEXAS-DESW table. The red line shows the one-to-one correlation.
Fig. C.2. Results of the magnitude imputation on the training sample for the VEXAS-PSW table. The red line shows the one-to-one correlation.
Fig. C.3. Results of the magnitude imputation on the training sample for the VEXAS-SMW table. The red line shows the one-to-one correlation.
**Fig. C.4.** Selected colour-colour and magnitude-colour diagrams of VEXAS high-confidence ($p_{\text{class}} = 0.7$) STAR (red contours), QSO (green contours), and GALAXY (blue contours), for only objects without missing magnitudes, over the three optical footprints (VEXAS-DESW, left column; VEXAS-PSW, middle column; and VEXAS-SMW, right column), split according to the predicted class. While, for the first two tables, the situation is unchanged with respect to Fig. 7; for the VEXAS-SMW, the separation obtained without imputation is much more net between the three classes.