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1 Introduction

The measurement of $W$-boson pair ($WW$) production cross-sections is an important test of the Standard Model (SM). $WW$ production at hadron colliders is sensitive to the properties of electroweak-boson self-interactions and provides a test of perturbative quantum chromodynamics (QCD) and the electroweak (EW) theory. It also constitutes a large background in the measurement of Higgs boson production as well as in searches for physics beyond the SM. Inclusive and fiducial $WW$ production cross-sections have been measured in proton-proton ($pp$) collisions at $\sqrt{s} = 7$ TeV [1, 2], 8 TeV [3–5] and 13 TeV [6–8], as well
as in $e^+e^-$ collisions at LEP [9] and in $p\bar{p}$ collisions at Tevatron [10–12]. However, to reduce backgrounds, the measurements of inclusive cross-sections typically require that the $WW$ pair is produced without additional jet activity, or at most with one additional jet. The production of $WW$+jets has therefore not been studied in detail.

This article presents results of measurements of fiducial and differential cross-sections for a $WW$ pair produced in association with one or more jets. For the first time at the LHC, differential measurements are performed in a jet-inclusive phase space. This measurement complements previous results as the combination of measurements with and without jets improves the precision of the inclusive $WW$ cross-section due to an anti-correlation of important systematic uncertainties, for example the jet energy scale uncertainty, as demonstrated in previous measurements from ATLAS [5] and CMS [8].

The analysis of one-jet topologies can also improve searches for anomalous triple-gauge-boson couplings (aTGCs), due to the increased interference between the SM amplitude and the anomalous amplitude [13]. The impact of the $Q_W$ aTGC operator, as defined in ref. [14], increases rapidly with energy, making a measurement at the energies probed by the LHC important. However, at high centre-of-mass energy, the SM amplitude and the anomalous amplitude are dominated by different helicity configurations, so their interference is suppressed, which reduces the impact of the operator. The reduced sensitivity to the interference also poses a problem for the validity of the effective field theory interpretation, as contributions that are quadratic in the dimension-six amplitude, which are expected to be subdominant in the EFT expansion, become large. Requiring hard jets in addition to the diboson pair allows different helicity configurations and, thus, reduces the interference-suppression [13].

In $pp$ collisions, two leading processes contribute to $WW$ production: $q\bar{q} \rightarrow WW$ in the $t$- and $s$-channel, and loop-induced gluon-gluon fusion processes $gg \rightarrow WW$. Beyond leading order in perturbation theory and in particular for $WW$+jets production, additional partonic initial states can contribute to both processes.\footnote{Even though different partonic initial states contribute to both processes, the notation $gg \rightarrow WW$ is used to identify the loop-induced gluon-gluon fusion channel while $q\bar{q} \rightarrow WW$ describes the dominant production mode.} Representative diagrams for $WW$+jet production are shown in figure 1. In this analysis, the resonant $gg \rightarrow H \rightarrow WW$ production is included in the signal definition and simulation, although the process is strongly suppressed via kinematic selection requirements.

The measurement of $WW \rightarrow e^+\nu\bar{e}^+\nu$ production cross-sections at $\sqrt{s} = 13$ TeV is performed, using $pp$ collision data recorded by the ATLAS experiment in 2015–2018, corresponding to an integrated luminosity of 139 fb$^{-1}$. The number of events due to top-quark pair production ($t\bar{t}$), the largest background for this measurement, is reduced by rejecting events containing jets from $b$-hadron decays ($b$-jets). However, the $t\bar{t}$ background is still sizeable due to the requirement that events contain at least one jet, and a data-driven method is required to reduce its contribution to systematic uncertainties in the measurement. This is achieved by simultaneously measuring the number of $t\bar{t}$ events and the efficiency of identifying $b$-jets in these events. The procedure reduces the impact of systematic uncertainties associated with the modelling of $t\bar{t}$ events and the $b$-tagging efficiency.
calibration, and provides a precise and accurate estimate of the background up to partonic centre-of-mass energies of the order of 1 TeV and for up to five jets.

The measurement is performed in a fiducial phase space close to the geometric and kinematic acceptance of the experimental analysis. The cross-section of $WW$ production is measured differentially as a function of:

- the transverse momentum\(^2\) of the leading lepton, $p_T^{\text{lead. lep.}}$,
- the transverse momentum of the sub-leading lepton, $p_T^{\text{sub-lead. lep.}}$,
- the transverse momentum of the leading jet, $p_T^{\text{lead. jet}}$,
- the jet multiplicity,
- the invariant mass of the lepton pair, $m_{e\mu}$,
- the transverse momentum of the lepton pair, $p_{T,e\mu}$,
- the scalar sum of all jet transverse momenta, $H_T$,
- the scalar sum of all jet and lepton transverse momenta, $S_T$,
- the transverse mass of the dilepton system and the missing transverse momentum,\(^3\) $m_{T,e\mu}$,
- the rapidity of the dilepton system, $y_{e\mu}$,
- the azimuthal separation of the two leptons, $\Delta \phi(e, \mu)$, and
- $\cos \theta^* = |\tanh(\Delta \eta(e, \mu)/2)|$, which is sensitive to the spin structure of the $W$-boson pair [15].

\(^2\)ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point (IP) in the centre of the detector and the $z$-axis along the beam pipe. The $x$-axis points from the IP to the centre of the LHC ring, and the $y$-axis points upwards. Cylindrical coordinates $(r, \phi)$ are used in the transverse plane, $\phi$ being the azimuthal angle around the $z$-axis. The rapidity is defined as $y = \frac{1}{2} \ln \frac{E + p_T}{E - p_T}$, while the pseudorapidity is defined in terms of the polar angle $\theta$ as $\eta = -\ln \tan(\theta/2)$. Angular distance is measured in units of $\Delta R \equiv \sqrt{(\Delta \eta)^2 + (\Delta \phi)^2}$.

\(^3\)The transverse mass is defined as $m_{T,e\mu} = \sqrt{(E_{T,e\mu} + E_{T,\text{miss}})^2 - (\vec{p}_{T,e\mu} + \vec{p}_{T,\text{miss}})^2}$, where $E_{T,e\mu} = \sqrt{|\vec{p}_{T,e\mu}|^2 + m_{e\mu}^2}$ and $E_{T,\text{miss}}$ is the magnitude of the missing transverse momentum.
These observables comprehensively characterize $W$-boson kinematics and jet production in $WW$ events. To facilitate an anomalous coupling interpretation that is less plagued by the aforementioned interference suppression, the differential cross sections as a function of $m_{\mu\mu}$ and $\Delta \phi(e, \mu)$ are also measured for $p_T^{\text{lead. jet}} > 200$ GeV, where the jet $p_T$ threshold is chosen as a compromise between increased interference and good measurement precision. Additional measurements with $p_T^{\text{lead. lep.}} > 200$ GeV are presented in appendix A.

2 The ATLAS detector

The ATLAS experiment [16] at the LHC [17] is a multipurpose particle detector with a forward-backward symmetric cylindrical geometry and a near $4\pi$ coverage in solid angle. It consists of an inner tracking detector surrounded by a thin superconducting solenoid providing a 2 T axial magnetic field, electromagnetic and hadron calorimeters, and a muon spectrometer with three large superconducting toroidal magnets with eight coils each.

The inner tracking detector covers the pseudorapidity range $|\eta| < 2.5$. It consists of a high-granularity silicon pixel detector, including the insertable B-layer installed before Run 2 [18, 19], followed by the silicon microstrip tracker. The silicon detectors are complemented by a transition radiation tracking detector, enabling extended track reconstruction within $|\eta| < 2.0$.

Lead/liquid-argon (LAr) sampling calorimeters provide electromagnetic (EM) energy measurements with high granularity. A steel/scintillator-tile hadron calorimeter covers the central pseudorapidity range ($|\eta| < 1.7$). The endcap and forward regions are instrumented with copper/LAr and tungsten/LAr calorimeters for EM and hadronic energy measurements up to $|\eta| = 4.9$.

The muon spectrometer surrounds the calorimeters and is based on three large air-core toroidal superconducting magnets with eight coils each. The field integral of the toroids ranges between $2.0$ and $6.0$ Tm. across most of the detector. The muon spectrometer includes a system of precision tracking chambers and fast detectors for triggering.

Events are selected using a two-level trigger system. The first-level trigger is implemented in hardware and uses a subset of the detector information to accept events at a rate of about 100 kHz. The level-1 trigger is followed by a software-based trigger that reduces the accepted event rate to 1 kHz on average depending on the data-taking conditions.

3 Data and Monte Carlo samples

The analysis uses data collected in proton-proton collisions at a centre-of-mass energy of 13 TeV from 2015 to 2018. After applying data quality criteria [20], the dataset corresponds to $139\text{fb}^{-1}$, with an uncertainty of 1.7% [21], obtained using the LUCID-2 detector [22] for the primary luminosity measurements.

Monte Carlo (MC) simulated event samples are used to correct the signal yield for detector effects and to estimate background contributions. All samples were passed through a full simulation of the ATLAS detector [23], based on GEANT4 [24]. Table 1 lists the configuration for the nominal MC simulation used in the analysis.
Signal events were modelled using the SHERPA 2.2.2 [25] generator at next-to-leading order (NLO) accuracy in QCD for up to one additional parton, and leading-order (LO) accuracy for two to three additional parton emissions for $q\bar{q}$ initial states. The matrix element calculation of $gg \rightarrow WW$ production, which includes off-shell effects and Higgs boson contributions, incorporates up to one additional parton emission at LO. It was matched and merged with the SHERPA parton shower based on Catani-Seymour dipole [26, 27] using the MEPS@NLO prescription [28–31]. The virtual QCD corrections were provided by the OPENLOOPS library [32, 33]. The NNPDF3.0NNLO set of parton distribution functions (PDF) was used [34], along with the dedicated set of tuned parton-shower parameters developed by the SHERPA authors.

To assess the uncertainty in the matrix element calculation and the parton shower modelling, alternative events for $q\bar{q} \rightarrow WW$ production were generated using the Powheg-Box v2 [35–38] generator at NLO accuracy in QCD. Events were interfaced to PYTHIA 8.186 [39] for the modelling of the parton shower, hadronization, and underlying event, with parameter values set according to the AZNLO set of tuned parameters [40]. The CT10nnlo set PDF [41] was used for the hard-scattering processes, whereas the CTEQ6L1 PDF set [42] was used for the parton shower. The events were normalized to the next-to-next-to-leading order (NNLO) cross-section [43]. For the $gg \rightarrow WW$ initial state, which makes up only 5% of the signal, no alternative simulation is used.

The production of $t\bar{t}$ and single-top $Wt$ events was modelled using the Powheg-Box v2 [35–37, 44] generator at NLO with the NNPDF3.0NNLO [34] PDF. The events were interfaced to PYTHIA 8.230 [45] to model the parton shower, hadronization, and underlying event, with the A14 set of tuned parameters [46] and using the NNPDF2.3LO set of PDFs [47]. For $t\bar{t}$ event generation, the $h_{\text{damp}}$ parameter\(^4\) was set to $1.5m_{\text{top}}$ [48]. The diagram-removal scheme [49] was employed to handle the interference between the $Wt$ and $tt$ production processes [48]. Alternative samples were generated to assess the uncertainties in the top-background modelling. The uncertainty due to initial-state radiation and higher-order QCD effects was estimated by simultaneous variations of the $h_{\text{damp}}$ parameter and the renormalization and factorization scales, and by choosing the Var3c up/down variants of the A14 set of tuned parameters as described in ref. [50]. The impact of final-state radiation was evaluated with weights that account for the effect of varying the renormalisation scale for final-state parton-shower emissions up or down by a factor two. To assess the dependence on the $tt$-$Wt$ overlap removal scheme, the diagram-subtraction scheme [49] was employed as an alternative to the diagram-removal scheme. The uncertainty due to the parton shower and hadronization model was evaluated by comparing the nominal sample of events with an event sample generated by Powheg-Box v2 and interfaced to HERWIG 7.04 [51, 52], using the H7UE set of tuned parameters [52] and the MMHT2014LO PDF set [53]. To assess the uncertainty in the matching of NLO matrix elements to the parton shower, the nominal sample was compared with a sample generated by MadGraph5_\_aMC@NLO 2.6.2 [54] at NLO in QCD using the five-flavour scheme and the NNPDF2.3NLO PDF set. The events

\(^4\)The $h_{\text{damp}}$ parameter is a resummation damping factor and one of the parameters that control the matching of Powheg matrix elements to the parton shower and thus effectively regulates the high-$p_T$ radiation against which the $tt$ system recoils.
were interfaced with Pythia 8, as for the nominal sample. The \( t\bar{t} \) sample was normalized to the cross-section prediction at NNLO QCD, in QCD including the resummation of next-to-next-to-leading logarithmic (NNLL) soft-gluon terms calculated using Top++2.0 [55–61]. The inclusive cross-section for single-top \( Wt \) was corrected to the theory prediction calculated at NLO in QCD with NNLL soft-gluon corrections [62, 63].

The background due to \( Z/\gamma^*+\text{jets} \) production was simulated with the Sherpa 2.2.1 generator using NLO-accurate matrix elements for up to two jets, and LO-accurate matrix elements for three and four jets calculated with the Comix [26] and OpenLoops libraries. They were matched with the Sherpa parton shower [27] using the MEPS@NLO prescription [28–31] and the set of tuned parameters developed by the Sherpa authors. The NNPDF3.0NNLO set of PDFs was used, and the samples were normalised to a NNLO prediction [64]. To assess the uncertainties in modelling the \( Z+\text{jets} \) process, an alternative sample was simulated using LO-accurate matrix elements with up to four final-state partons with MadGraph5_aMC@NLO 2.2.2, with the NNPDF2.3LO set of PDFs. Events were interfaced to Pythia 8.186 using the A14 set of tuned parameters. The overlap between matrix-element and parton-shower emissions was removed using the CKKW-L merging procedure [65, 66]. The inclusive cross-section of both the nominal simulation and the alternative simulation was corrected to the theory prediction calculated at NNLO in QCD.

The production of \( WZ, ZZ, V\gamma \) (with \( V=W,Z \)) and triboson (\( VVV \), on-shell) final states was simulated with the Sherpa 2.2.2 and Sherpa 2.2.8 generators using OpenLoops at NLO QCD accuracy for up to one additional parton and LO accuracy for two to three additional parton emissions, matched and merged with the Sherpa parton shower. The \( VZ \) simulation includes \( V\gamma^* \) contributions for \( m(\ell\ell) > 4 \text{ GeV} \). Samples were generated using the NNPDF3.0NNLO PDF set and normalized to the cross-section calculated by the event generator. Alternative samples for diboson backgrounds with \( WZ \) or \( ZZ \) production were generated in the same way as the nominal signal sample: the default Sherpa simulation was exchanged for Powheg + Pythia 8, using NLO-accurate matrix elements. The Powheg diboson cross-section was scaled to NNLO [67–70], while the cross-section calculated by Sherpa was found to be in good agreement with the NNLO value.

Samples generated with Powheg-Box or MadGraph5_aMC@NLO used the EvtGen 1.2.0 or 1.6.0 program [71] to model the decay of bottom and charm hadrons. The effect of multiple interactions in the same and neighbouring bunch crossings (pile-up) was modelled by overlaying the hard-scattering event with simulated inelastic \( pp \) events generated with Pythia 8.186 using the NNPDF2.3LO set of PDFs and the A3 set of tuned parameters [72].

4 Event reconstruction and selection

Candidate \( WW \) events are selected by requiring exactly one isolated electron and one isolated muon with opposite charges. Events with two isolated leptons of the same flavour are not considered in the analysis due to the higher background from Drell-Yan events.

Events were recorded by either single-electron or single-muon triggers [74, 75]. The minimum \( p_T \) threshold varied during data-taking between 24 GeV and 26 GeV for electrons,
Table 1. Summary of the nominal Monte Carlo simulated samples used in the analysis. The $gg \to WW$ simulation includes Higgs boson contributions. The last two columns give the order in $\alpha_S$ of the matrix element calculation and the overall cross-section normalization. All nominal MC samples use the NNPDF3.0 PDF set. The samples generated with Sherpa use the default set of tuned parton-shower parameters, while for the Powheg-Box samples the A14 set of tuned parameters and the NNPDF2.3LO PDF set are used for the parton shower.

<table>
<thead>
<tr>
<th>Process</th>
<th>Generator</th>
<th>Parton shower</th>
<th>Matrix element $\mathcal{O}(\alpha_S)$</th>
<th>Normalization</th>
</tr>
</thead>
<tbody>
<tr>
<td>$q\bar{q} \to WW$</td>
<td>Sherpa 2.2.2</td>
<td>Sherpa</td>
<td>NLO (0–1 jet), LO (2–3 jets)</td>
<td>Generator†</td>
</tr>
<tr>
<td>$gg \to WW$</td>
<td>Sherpa 2.2.2</td>
<td>Sherpa</td>
<td>LO (0–1 jet)</td>
<td>Generator</td>
</tr>
<tr>
<td>$t\bar{t}$</td>
<td>Powheg-Box v2</td>
<td>Pythia 8</td>
<td>NLO</td>
<td>NNLO+NNLL</td>
</tr>
<tr>
<td>$Wt$</td>
<td>Powheg-Box v2</td>
<td>Pythia 8</td>
<td>NLO</td>
<td>NNLO+NNLL</td>
</tr>
<tr>
<td>$Z$+jets</td>
<td>Sherpa 2.2.1</td>
<td>Sherpa</td>
<td>NLO (0–2 jets), LO (3–4 jets)</td>
<td>NNLO</td>
</tr>
<tr>
<td>$WZ,ZZ$</td>
<td>Sherpa 2.2.2</td>
<td>Sherpa</td>
<td>NLO (0–1 jet), LO (2–3 jets)</td>
<td>Generator†</td>
</tr>
<tr>
<td>$W\gamma,Z\gamma$</td>
<td>Sherpa 2.2.8</td>
<td>Sherpa</td>
<td>NLO (0–1 jet), LO (2–3 jets)</td>
<td>Generator†</td>
</tr>
<tr>
<td>$VVV$</td>
<td>Sherpa 2.2.2</td>
<td>Sherpa</td>
<td>NLO (0–1 jet), LO (2–3 jets)</td>
<td>Generator†</td>
</tr>
</tbody>
</table>

†: the cross-section calculated by Sherpa is found to be in good agreement with the NNLO result [67–70, 73].

and between 20 GeV and 26 GeV for muons, both requiring ‘loose’ to ‘medium’ isolation criteria. Triggers with higher $p_T$ thresholds and looser isolation requirements are also used to increase the efficiency. The trigger selection efficiency is more than 99% for signal events fulfilling all other selection requirements, which are detailed below.

Candidate events are required to have at least one vertex having at least two associated tracks with $p_T > 400$ MeV. The vertex with the highest $\sum p_T^2$ of the associated tracks is taken as the primary vertex.

Electrons are reconstructed from energy deposits in the calorimeter that are matched to tracks [76]. Electron candidates are required to fulfil the ‘tight’ likelihood-based identification criteria as defined in ref. [76]. Furthermore, they are required to have $E_T > 27$ GeV and $|\eta| < 2.47$, excluding the transition region between barrel and endcap regions, $1.37 < |\eta| < 1.52$.

Muon candidates are reconstructed by combining a track in the inner detector (ID) with a track in the muon spectrometer [77]. Muons are required to have $p_T > 27$ GeV and $|\eta| < 2.5$ and to satisfy the Medium identification selection, as defined in ref. [77].

Leptons are required to be compatible with the primary vertex by imposing requirements on the impact parameters of associated tracks. The transverse impact parameter significance, $d_0/\sigma_{d_0}$ is required to satisfy $|d_0/\sigma_{d_0}| < 5 (3)$ for electrons (muons). The longitudinal impact parameter $z_0$ must satisfy $|z_0 \cdot \sin \theta| < 0.5$ mm, where $\theta$ is the polar angle of the track. Additionally, leptons are required to be isolated using information from the ID tracks and energy clusters in the calorimeters in a cone around the lepton. The Gradient working point is used for electrons [76], while for muons the Tight_FixedRad working point is used, which is similar to the Tight selection defined in ref. [78] but with altered criteria at muon $p_T > 50$ GeV in order to increase the background rejection. The electron or muon trigger object is required to match the respective reconstructed lepton.
Jets are reconstructed using the anti-$k_t$ algorithm [79] with a radius parameter of $R = 0.4$ using particle-flow objects [80]. They are required to have $p_T > 30$ GeV and $|\eta| < 4.5$. To suppress jets that originate from pile-up, a jet-vertex tagger [81] is applied to jets with $p_T < 60$ GeV and $|\eta| < 2.4$. Jet energy scale and resolution are corrected with $\eta$- and $p_T$ dependent scale factors [82]. Jets with $p_T > 20$ GeV and $|\eta| < 2.5$ containing decay products of a $b$-hadron are identified using the DL1r $b$-tagging algorithm [83, 84] at the 85% efficiency working point.

The missing transverse momentum, with magnitude $E_T^{\text{miss}}$, is computed as the negative of the vectorial sum of the transverse momenta of tracks associated with jets and muons, as well as tracks in the ID that are not associated with any other component. The $p_T$ of the electron track is replaced by the calibrated transverse momentum of the reconstructed electron [85].

In order to resolve the overlap between particles reconstructed as multiple physics objects in the detector, non-$b$-tagged jets are removed if they overlap, within $\Delta R < 0.2$, with an electron, or with a muon if the jet has less than three associated tracks with $p_T > 500$ MeV and satisfies $p_T^e/p_T^{\text{jet}} > 0.5$, and the ratio of the muon $p_T$ to the sum of the track $p_T$ associated with the jet is greater than 0.7. Electrons or muons overlapping within $\Delta R < 0.4$ with any jet, including $b$-tagged jets, after the former selection are removed.

Events having at least one jet, but no $b$-tagged jets, are selected for the analysis. To reduce the Drell-Yan backgrounds, dominated by $Z+\text{jets}$ events with $Z \rightarrow \tau^+\tau^-$ decays, the invariant mass of the electron-muon pair is required to be $m_{\mu\tau} > 85$ GeV. This requirement also reduces the contribution of resonant $gg \rightarrow H \rightarrow WW$ production. Events with additional leptons with $p_T > 10$ GeV and satisfying Loose isolation and LooseLH (Loose) identification requirements for electrons (muons), are vetoed to reduce backgrounds due to $WZ$ and $ZZ$ production. Additionally, the subsets of events with high leading-jet transverse momentum, $p_T^{\text{lead. jet}} > 200$ GeV, are analysed in detail, to investigate the reduced interference-suppression in the aTGC interpretation. Table 2 gives a summary of the lepton, jet and event selection requirements used to define the signal region.

5 Background estimate

The top-quark background, from either $t\bar{t}$ or single-top $Wt$ production, comprises about 60% of the events passing the event selection and about 90% of the total background. Additional backgrounds considered are $Z+\text{jets}$ production, events with non-prompt or misidentified leptons, diboson production ($WZ$, $W\gamma$, $ZZ$, and $Z\gamma$), and triboson production.

5.1 Top-quark background

An estimate of the $t\bar{t}$ background is obtained using a data-driven technique, while the single-top $Wt$ background is estimated using simulation and is found to contribute about 16% of the top-quark background. Following the procedure used in a measurement of the $t\bar{t}$ cross-section [86], two control regions requiring exactly one and exactly two $b$-tagged jets are defined. All other selection criteria are the same as in the signal region. These regions are dominated by $t\bar{t}$ events and can be used to infer the number of $t\bar{t}$ events in
<table>
<thead>
<tr>
<th>Selection Criteria</th>
<th>Details</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lepton $p_T$</td>
<td>$&gt; 27$ GeV</td>
</tr>
<tr>
<td>Lepton $\eta$</td>
<td>$</td>
</tr>
<tr>
<td>Lepton identification</td>
<td>TightLH (electron), Medium (muon)</td>
</tr>
<tr>
<td>Lepton isolation</td>
<td>Gradient (electron), Tight_FixedRad (muon)</td>
</tr>
<tr>
<td>Lepton impact parameter</td>
<td>$</td>
</tr>
<tr>
<td>Jet selection</td>
<td>$p_T &gt; 30$ GeV, $</td>
</tr>
<tr>
<td>$b$-jet selection</td>
<td>$p_T &gt; 20$ GeV, $</td>
</tr>
</tbody>
</table>

| Lepton selection   | 1 electron and 1 muon of opposite charge, no additional lepton with $p_T > 10$ GeV, Loose isolation, and LooseLH (electron) / Loose (muon) identification |
| Number of jets     | $\geq 1$ |
| Number of $b$-jets | 0 |
| $m_{e\mu}$         | $> 85$ GeV |

**Table 2.** Summary of the object and event selection criteria.

The signal region with minimal dependence on the selection and $b$-tagging efficiencies. The contribution of non-$t\bar{t}$ events in the 1-$b$-jet and 2-$b$-jet control regions is 13% and 4% of the expected events, respectively, of which 90% can be attributed to single-top $Wt$ production.

The numbers of $t\bar{t}$ events in the two control regions, as well as in the signal region, are given by

$$N_{t\bar{t}}^{1b} = N_{1b} - N_{1b}^{\text{others}} = \mathcal{L}\sigma_{t\bar{t}}\varepsilon_{e\mu} \cdot 2\varepsilon_b (1 - C_b\varepsilon_b),$$

$$N_{t\bar{t}}^{2b} = N_{2b} - N_{2b}^{\text{others}} = \mathcal{L}\sigma_{t\bar{t}}\varepsilon_{e\mu} \cdot C_b\varepsilon_b^2,$$

$$N_{t\bar{t}}^{0b} = \mathcal{L}\sigma_{t\bar{t}}\varepsilon_{e\mu} \cdot \left(1 - 2\varepsilon_b + C_b\varepsilon_b^2\right),$$

where $N_{ib}$ and $N_{ib}^{\text{others}}$ are, respectively, the number of selected events in data and the number of non-$t\bar{t}$ events, estimated using simulation, with exactly $i$ $b$-tagged jets. The term $\mathcal{L}\sigma_{t\bar{t}}\varepsilon_{e\mu}$ is the product of the integrated luminosity, the $t\bar{t}$ cross-section, and the general selection efficiency, and $\varepsilon_b$ is the efficiency of selecting a $b$-jet in a $t\bar{t}$ event. The correction factor $C_b = \varepsilon_{bb}/\varepsilon_b^2$ accounts for correlation effects between selecting one and two $b$-jets. It is determined from $t\bar{t}$ simulation as $C_b = 4 \cdot N_{t\bar{t}}^{1b,\text{MC}} \cdot N_{t\bar{t}}^{2b,\text{MC}} / \left(N_{t\bar{t}}^{1b,\text{MC}} + 2 \cdot N_{t\bar{t}}^{2b,\text{MC}}\right)^2$, and typically has values close to unity. The $b$-jet selection efficiency, $\varepsilon_b$, accounts for the efficiency of the $b$-tagging algorithm and also for the acceptance of $b$-jets. Using eqs. (5.1)–(5.3), the
number of $t\bar{t}$ events in the signal region can be expressed as

$$N_{0b}^{t\bar{t}} = \frac{C_b}{4} \left( \frac{N_{1b}^{t\bar{t}} + 2N_{2b}^{t\bar{t}}}{N_{2b}} \right)^2 - N_{1b}^{t\bar{t}} - N_{2b}^{t\bar{t}},$$

which depends only on $N_{ib}$ and $N_{ib}^{\text{others}}$ ($i = 1, 2$), as well as $C_b$. The $t\bar{t}$ background estimate is performed in each analysis bin, i.e. for the fiducial selection as well as in each individual bin for the differential measurements. Because $b$-tagged jets are selected with a lower $p_T$ threshold than regular jets, this method also works for events with exactly one regular jet.

As the $t\bar{t}$ background estimate is largely based on observed yields in data control regions and the only input from $t\bar{t}$ simulation is the correlation factor $C_b$, this method strongly reduces experimental and theoretical uncertainties in the $t\bar{t}$ background, and, thus, lowers the total uncertainty in the background by a factor of approximately five. In regions of phase space where, for a large fraction of events, one or both $b$-jets are outside the detector acceptance, the reliance on $t\bar{t}$ simulation for the extrapolation into the signal region increases. In such cases, the $t\bar{t}$ estimate remains valid because modelling uncertainties cover rate and shape differences between data and simulation for $b$-jet kinematic distributions in the control region. Uncertainties in the single-top $Wt$ production rate that are independent of the $b$-jet multiplicity, such as the cross-section uncertainty, partially cancel out because single-top $Wt$ is the dominant background to $t\bar{t}$ in the $t\bar{t}$ control regions. A variation leading to a larger $Wt$ prediction in the control regions reduces the $t\bar{t}$ estimate, so if the same variation also leads to a larger $Wt$ prediction in the signal region, the overall effect on the combined top background is reduced. The total uncertainty in the top background in the signal region is 2.8%.

The top background estimate is validated in a top-enriched subset of the signal region which requires $m_{ij} < 140 \text{ GeV}$ and $\Delta \phi(e, \mu) < \pi/2$ in addition to the normal event selection. Here $m_{ij}$ is the invariant mass of the leading jet and the closest lepton. This region is approximately 70% pure in top events and shows good agreement between the data and the combined signal and background prediction, which uses the data-driven top background estimate. The level of agreement of the prediction with the observed events in the control regions and the top-enriched selection is summarized in table 3. Figure 2 shows the distributions of the $p_T^{\text{lead. lep.}}$ and the jet multiplicity, confirming the accurate modelling of lepton and jet-related properties in events without $b$-jets.

5.2 Drell-Yan background

The Drell-Yan $Z$+jets background is estimated using MC simulation. The $m_{e\mu} > 85$ GeV requirement strongly suppresses this background by a factor of about nine. The contribution of this background to the selected events in the signal region is about 3%, almost entirely due to $Z/\gamma^* \to \tau^+\tau^- + \text{jets}$ events.

The $Z$+jets estimate is checked in a validation region requiring a dilepton invariant mass between 45 GeV and 80 GeV and either $p_T^{e\mu} < 30$ GeV or $E_T^{\text{miss}} < 20$ GeV, in addition to the $b$-jet veto and the requirement of at least one jet with $p_T > 30$ GeV and $|\eta| < 4.5$. The $Z$+jets purity of this region is 75% and good modelling of the data is observed, as
shown in table 3. Figure 2 shows the distribution of the dilepton invariant mass \( m_{\mu\mu} \) in the validation region, which features the resonant \( Z \to \tau\tau \) distribution over a rising background of top events.

In addition to the theoretical uncertainty in the \( Z + \text{jets} \) cross-section of 5\% [87], uncertainties are estimated by comparing the nominal MC simulation with events simulated by MadGraph5_aMC@NLO. This uncertainty estimate was found to bracket the effect of scale uncertainties. In the signal region, the total uncertainty in the \( Z + \text{jets} \) background is about 30\%.

5.3 Backgrounds with non-prompt or misidentified leptons

Reducible backgrounds from events with non-prompt or misidentified leptons are called fake-lepton backgrounds or ‘fakes’. Fake leptons correspond to leptons from heavy-flavour hadron decays and jets misidentified as electrons. Fake-lepton events stem mainly from \( W + \text{jets} \) production and contribute about 3\% of the selected events. Top backgrounds with one prompt lepton contribute about 10\% of the fake-lepton backgrounds.

Fake-lepton backgrounds are estimated using a data-driven technique. A control region is defined, where one of the two lepton candidates fails the nominal selection with respect to the impact parameters and isolation criteria, but instead fulfills a looser set of requirements designed to increase the contribution of fake leptons. The fake-lepton background in the signal region is, then, obtained by scaling the number of data events in this control region by an extrapolation factor, after subtracting processes with two prompt leptons using simulation. The extrapolation factor is determined in a data sample that is dominated by fake leptons, and it depends on the \( p_T, |\eta| \), and flavour of the lepton. The data sample is selected by requiring events with a dijet-like topology with one lepton candidate recoiling against a jet, with \(|\Delta\phi(\ell,j)| > 2.8\). To suppress contamination from \( W + \text{jets} \) events in this sample, the sum of \( E_T^{\text{miss}} \) and the transverse mass of the lepton and \( E_T^{\text{miss}} \) system is required to be smaller than 50 GeV. The approach used closely follows the one applied in ref. [88].

Systematic uncertainties in the composition of the different sources of fake leptons are estimated by varying the selection of the data sample in which the extrapolation factors are determined. The variations include selecting events with a \( b \)-jet recoiling against the lepton candidate, as well as changing the \( E_T^{\text{miss}} \) requirements to increase the fake-lepton contributions. The normalization of the prompt-lepton background in the control region used for the extrapolation factor determination is varied by 10\%, which covers the largest discrepancies between simulation and data observed in a dedicated validation region. An additional 25\% uncertainty in the fake-lepton background normalization covers a potential mismodelling of the identification efficiency of prompt leptons that fail the tight, but fulfill the looser, lepton identification requirements. The uncertainty in the signal contamination in the control region, which is subtracted using simulation, is determined from the typical size of the largest deviations between the measured and predicted differential cross-sections, which is 20\%. The total relative uncertainty in the fake-lepton background is about 40\%.

In order to validate the estimate of the fake-lepton backgrounds, the opposite-charge requirement of the signal region selection is inverted, and events with an electron-muon pair of the same charge are selected. As many processes leading to fake leptons are charge symmetric, while most Standard Model processes are not, this selection increases the contribution of \( W + \text{jets} \) events to about 25\%. The modelling of the fake-lepton backgrounds
can be validated despite the relatively low purity since the dominant diboson background in this region is known with a precision of about 10%. Reasonable agreement of the prediction with the data is observed, as is shown in figure 2 in the $p_T^{\text{sub-lep,lep}}$ distribution, and in table 3 comparing the numbers of observed and predicted events.

5.4 Other backgrounds

Backgrounds from $WZ$, $ZZ$, $W\gamma$ and $Z\gamma$ production are estimated from simulation, and are found to contribute about 3% of the total selected events, dominated by $WZ$ events, which are observed to be well described by the nominal SHERPA simulation in ref. [89]. Uncertainties are derived by comparing the nominal simulation with events simulated by POWHEG + PYTHIA 8. The difference in generator predictions was found to be larger than the impact of scale uncertainties in the Sherpa simulation, and thus the assigned uncertainty is the conservative option. Additionally, the uncertainty in the diboson cross-section of 10% [90, 91] is included.

The $VZ$ ($WZ$ and $ZZ$) prediction is validated in events containing a third lepton having $p_T \geq 10$ GeV that must satisfy loosened identification criteria. The invariant mass of the resulting same-flavour opposite-charge pair of leptons is required to be between 80 GeV and 100 GeV, close to the $Z$ boson mass. These selections gives a very pure sample of diboson events, and the prediction is in good agreement with the data, as seen in figure 2 and table 3. In figure 2 the $E_T^{\text{miss}}$ distribution in the $VZ$ validation region shows separation between $ZZ$ and $WZ$ events.

$V\gamma$ ($W\gamma$ and $Z\gamma$) events enter the signal region as backgrounds when the photon is reconstructed and selected as an electron candidate. To validate estimates of these backgrounds, the electron identification requirements are changed such that contributions from photon conversions increase. As the electron candidates reconstructed from photon conversion are charge symmetric, both opposite-charge and same-charge candidates are selected with respect to the selected muon. For the $V\gamma$ validation region the $p_T$ distribution of the electron candidates is shown in figure 2. It is dominated by electrons from photon conversion. Good agreement with the observed data in the validation regions is found.

Based on MC simulations, it is estimated that the triboson background contributes less than 0.1% of the inclusive selected events and at most 0.5% of the selected events in a single bin and is thus neglected in the analysis.

5.5 Selected $WW$ candidate events

Table 4 lists the number of selected $WW$ candidate events, as well as the breakdown of the background predictions. Details of the systematic uncertainties are given in section 7. Figure 3 shows selected distributions at detector level in the final analysis binning and compares the observed data with the signal prediction and the background estimate. Reasonable agreement between data and expectations is observed for both the event yields and the shapes of the distributions. For the nominal signal model, small excesses are seen in the predictions at low $p_T^{\text{lead,lep}}$, as well as at low $m_{e\mu}$ in the high-$p_T^{\text{lead,jet}}$ selection (both in figure 3). These are, however, covered by the theory uncertainties of the signal, which are not included in the error bands in this figure.
Figure 2. Detector-level distributions of the $p_T^{\text{lead. lep.}}$ (top left) and the jet multiplicity (top right) in the top-enriched region, the $p_T^{\text{sub-leading lep.}}$ in the same-sign validation region (VR) (middle left), the $m_{\mu\mu}$ in the Drell-Yan VR (middle right), the $E_{\text{miss}}^T$ in the $VZ$ VR (bottom left), and the electron candidate $p_T$ in the $V\gamma$ VR with opposite-sign leptons (bottom right). The last bin contains overflow events. Data are shown as black markers, together with the predictions for the signal and background production processes. The top background in the top-enriched region is estimated using the data-driven method explained in the text; in all other regions the nominal MC prediction is used. The lower panels show the ratio of the data to the total prediction. The uncertainty bands shown include statistical and systematic uncertainties, excluding theory uncertainties on the signal.
Figure 3. Signal region detector-level distributions of the $p_T^{\text{lead. lep.}}$ (top left), the $p_T^{\text{lead. jet}}$ (top right), the jet multiplicity (middle left), the $m_{T,e}\mu$ (middle right), and, for events with $p_T^{\text{lead. jet}} > 200$ GeV, the $\Delta\phi(e,\mu)$ (bottom left) and $m_{e\mu}$ (bottom right). Data are shown as black markers together with the predictions for the signal and background production processes. The last bin contains overflow events. The lower panels show the ratio of the data to the total prediction. The uncertainty bands shown include statistical and systematic uncertainties, excluding theory uncertainties on the signal.
<table>
<thead>
<tr>
<th>Region</th>
<th>Observed</th>
<th>Predicted ± Error</th>
<th>Purity</th>
</tr>
</thead>
<tbody>
<tr>
<td>$t\bar{t}$ CR 1b</td>
<td>260 971</td>
<td>268 000 ± 19 000</td>
<td>87%</td>
</tr>
<tr>
<td>$t\bar{t}$ CR 2b</td>
<td>257 777</td>
<td>267 000 ± 21 000</td>
<td>96%</td>
</tr>
<tr>
<td>Top enriched</td>
<td>7167</td>
<td>7000 ± 1000</td>
<td>72%</td>
</tr>
<tr>
<td>Same-sign VR</td>
<td>5095</td>
<td>5000 ± 600</td>
<td>25%</td>
</tr>
<tr>
<td>Drell-Yan VR</td>
<td>11 824</td>
<td>13 000 ± 1600</td>
<td>74%</td>
</tr>
<tr>
<td>$VZ$ VR</td>
<td>14 770</td>
<td>14 000 ± 1900</td>
<td>94%</td>
</tr>
<tr>
<td>$V\gamma$ VR (OS)</td>
<td>2720</td>
<td>2670 ± 240</td>
<td>63%</td>
</tr>
<tr>
<td>$V\gamma$ VR (SS)</td>
<td>2401</td>
<td>2250 ± 240</td>
<td>76%</td>
</tr>
</tbody>
</table>

Table 3. Summary of the observed and predicted events in the background control regions (CR) and validation regions (VR), and in the top-background enriched selection. The uncertainty in the prediction includes statistical and systematic effects, excluding theory uncertainties on the signal. The purity column gives the purity of the target process, relative to the total prediction. The $t\bar{t}$ prediction in the two $t\bar{t}$ control regions is from simulation, while in the top-enriched region the data-driven estimate is used.

<table>
<thead>
<tr>
<th>Signal region</th>
<th>$p_T^{lead.,jet} &gt; 200,GeV$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data</td>
<td>89 239</td>
</tr>
<tr>
<td>Total SM</td>
<td>91 600 ± 2500</td>
</tr>
<tr>
<td>WW</td>
<td>28 100 ± 1200</td>
</tr>
<tr>
<td>Total bkg.</td>
<td>63 500 ± 1800</td>
</tr>
<tr>
<td>Top</td>
<td>55 800 ± 1500</td>
</tr>
<tr>
<td>Drell-Yan</td>
<td>2200 ± 700</td>
</tr>
<tr>
<td>Fake leptons</td>
<td>2700 ± 1100</td>
</tr>
<tr>
<td>$WZ, ZZ, V\gamma$</td>
<td>2800 ± 500</td>
</tr>
</tbody>
</table>

Table 4. Selected $WW$ candidate events, together with the signal prediction and the background estimates. The uncertainties include statistical and systematic contributions, excluding theory uncertainties on the signal. The fractions in percent give the relative contribution to the total SM prediction. The individual uncertainties are correlated, and do not add up in quadrature to the total uncertainty.

6 Fiducial and differential cross-section determination

The $WW+\text{jets}$ cross-section is evaluated in the fiducial phase space of the $WW \rightarrow e^\pm \nu \mu^{\mp}\nu$ decay channel as defined in table 5. In simulated events, electrons and muons are required to originate directly from the hard interaction and not from $\tau$-lepton or hadron decays. The momenta of photons emitted in a cone of size $\Delta R = 0.1$ around the lepton direction that do not originate from hadron decays are added to the lepton momentum to form ‘dressed’
leptons. Stable final-state particles,\footnote{Particles are considered stable if their decay length \( c\tau \) is greater than 1 cm.} excluding prompt leptons and the associated photons, are clustered into particle-level jets using the anti-\( k_t \) algorithm with radius parameter \( R = 0.4 \). The missing transverse momentum is defined at particle level as the transverse component of the vectorial sum of the neutrino momenta. The nominal definition of the particle-level fiducial phase space does not include a veto on \( b \)-jets. Alternative results that include a veto on particle-level \( b \)-jets\footnote{At particle level, \( b \)-jets are defined by ghost-association \cite{92}, wherein \( b \)-hadrons are included in the jet clustering as infinitely soft particles (ghosts). Jets with \( b \)-hadron ghosts among their constituents are \( b \)-jets.} with \( p_T > 20 \text{ GeV} \) are provided in HEPData.\footnote{https://www.hepdata.net/record/100511.}

The fiducial cross-section is obtained as follows:

\[
\sigma_{\text{fid}} = \frac{N_{\text{obs}} - N_{\text{bkg}}}{C \times L},
\]

where \( L \) is the integrated luminosity, \( N_{\text{obs}} \) is the observed number of events, \( N_{\text{bkg}} \) is the estimated number of background events and \( C \) accounts for detector inefficiencies, resolution effects, and contributions from \( \tau \)-lepton decays. \( C \) is calculated as the number of simulated signal events passing the reconstruction-level event selection divided by the events in the fiducial phase space. Its numerical value is \( C = 0.747 \pm 0.061 \) and its uncertainty is dominated by uncertainties in jet energy scale, jet energy resolution, and pile-up modelling. The fraction of \( WW \) events passing the event selection but containing at least one lepton from \( \tau \)-lepton decays is 9%.

The differential cross-sections are determined using an iterative Bayesian unfolding method \cite{93, 94}. The unfolding procedure corrects for migrations between bins in the distributions during the reconstruction of the events, and applies fiducial as well as reconstruction efficiency corrections. The fiducial corrections take into account events that are reconstructed in the signal region, but originate from outside the fiducial region; the reconstruction efficiency corrects for events inside the fiducial region that are not reconstructed in the signal region due to detector inefficiencies. Tests with MC simulation demonstrate that the method is successful in retrieving the true distribution in the fiducial region from the reconstructed distribution in the signal region. To reduce bias due to the assumed true distribution, the method can be applied iteratively, at the cost of an increased statistical uncertainty. Two iterations are used to unfold the \( H_T, S_T \), and \( p_T^{\text{lead}, \text{jet}} \) distributions and the exclusive jet multiplicity, which are subject to large modelling uncertainties. For the remaining distributions, either the result is independent of the number of iterations, or the modelling uncertainty is not reduced and the statistical uncertainties increase. For these cases, only one unfolding iteration is performed.

\section{Uncertainties}

Systematic uncertainties in the \( WW^+\text{jets} \) cross-section measurements arise from experimental sources, the background determination, the procedures used to correct for detector effects, and theoretical uncertainties in the signal modelling.
Table 5. Definition of the $WW \rightarrow e\mu + \text{jets}$ fiducial phase space, where $p_T^{\ell}$ ($\eta^{\ell}$) refers to the transverse momentum (pseudorapidity) of charged leptons and $p_T^j$ ($y^j$) to the transverse momentum (rapidity) of jets.

The dominant experimental systematic uncertainties arise in the calibration of the jet energy scale and resolution and the calibration of the $b$-tagging efficiency and mis-tag rates. Experimental uncertainties also encompass uncertainties in the calibration of lepton trigger, reconstruction, identification and isolation efficiencies, the calibration of the lepton momentum or energy scale and resolution, and the modelling of pile-up. All experimental uncertainties are evaluated by varying the respective calibrations, and propagating their effects through the analysis, affecting both the background estimates and the unfolding of detector effects.

Systematic uncertainties in the estimate of fake leptons are derived by changing the selection used to estimate the weights, in order to change the composition of the sources of fake leptons. Additionally, the subtraction of the prompt-lepton sources in the control region is varied, and the statistical uncertainties of the weights are propagated. More details on the uncertainties affecting the fake-lepton estimate can be found in section 5.

The estimate of the top background is affected by the statistical uncertainty of the number of events in the control region, and by uncertainties in the modelling of $t\bar{t}$ and single-top $Wt$ events, such as the uncertainty in the matrix element calculation, the parton shower modelling, the QCD scale choices, the initial- and final-state radiation and the interference between $t\bar{t}$ and single-top $Wt$ events. These are evaluated by using the alternative simulations described in section 3 and propagating the results through the top background estimate. The effect of the PDF uncertainty on the top background was evaluated, but found to be negligible.

The uncertainty in minor backgrounds is estimated by varying their total cross-section within its uncertainty and by using alternative simulations, as described in section 5. The difference between nominal and alternative simulations covers PDF uncertainties, missing higher-order QCD corrections, and the parton shower model.

The bias introduced by using distributions generated by the nominal signal simulation as a prior in the unfolding is estimated by reweighting these distributions at generator level with a smooth function such that, after including simulated detector effects, they closely resemble the background-subtracted data. This reweighted detector-level prediction is unfolded using the nominal unfolding set-up. The unfolding procedure is able to very accurately recover the generator-level distribution, so this uncertainty source is negligible.
Uncertainties in the unfolding procedure due to the theoretical modelling of the signal are evaluated by repeating the unfolding procedure with alternative signal simulations. The uncertainty due to missing higher-order QCD corrections is evaluated by varying the renormalization and factorization scales. The uncertainty due to the choice of generator for the hard interaction, the parton shower model and the underlying-event modelling is estimated using the alternative simulation of $q\bar{q} \rightarrow WW$ production, from POWHEG-BOX v2, interfaced to PYTHIA 8.186. For the uncertainty estimation, the alternative model is first reweighted to the nominal model, so that uncertainties due to disagreement in the predicted shape of distributions can be ignored, and only the difference in the prediction of the migration matrix and fiducial and efficiency corrections are taken into account.

Statistical uncertainties are evaluated by creating pseudo data samples that are obtained by varying the data within their Poisson uncertainties in each bin and then propagating these varied samples through the unfolding. The statistical uncertainties of the background estimates, which include statistical uncertainties in MC predictions and due to the control regions used in estimating the top and fake-lepton backgrounds, are evaluated using the same method. If not stated otherwise, ‘statistical uncertainties’ refers to the combined statistical uncertainties from signal and control regions.

Table 6 gives a breakdown of the uncertainties in the fiducial cross-section measurements, and figure 4 displays the uncertainties as a function of the unfolded $p_T^{\text{lead. lep.}}$ and $p_T^{\text{lead. jet.}}$ distributions. Jet-related uncertainties generally decrease with $p_T^{\text{lead. jet.}}$ and with correlated quantities such as $p_T^{\text{lead. lep.}}$, while statistical uncertainties increase at high energy. This leads to a minimum of the total uncertainty for intermediate values of $p_T^{\text{lead. jet.}}$ and $p_T^{\text{lead. lep.}}$. 

Figure 4. Relative size of uncertainties for the unfolded $p_T^{\text{lead. lep.}}$ and $p_T^{\text{lead. jet.}}$ distributions. “Jet Calibration” uncertainties encompass jet energy scale and resolution uncertainties while “Top Modelling” encompasses all $t\bar{t}$ and single-top modelling uncertainties. “Fake Lepton Backgr.” is the uncertainty in the non-prompt-lepton estimate from the fake-factor method. “Other Systematics” includes modelling and total cross-section uncertainties in the remaining backgrounds, lepton-related uncertainties as well as uncertainties due to pile-up reweighting and the signal modelling in the unfolding, while “Statistical Uncertainty” is the combined statistical uncertainty in the signal region, from control regions, and from MC simulations.
uncertainty due to minor prompt-lepton backgrounds, “Flavour tagging” is all uncertainties in flavour tag- 
gging efficiency and mis-tag rate, and “Luminosity” is the uncertainty in the measurement of 
the integrated luminosity. All systematic uncertainties belonging to none of the above categories 
are included in “Other systematic uncertainties”. Statistical uncertainties arise in both the signal 
region and control region used for the data-driven top and fake-lepton estimates and also from 
backgrounds that are estimated using MC simulations.

### 8 Results

The measured fiducial cross-section for $\PW\PW + \text{jets}$ production, with $\PW\PW \rightarrow e^\pm \nu\mu^\mp \nu$, at $\sqrt{s} = 13\TeV$, for the phase space defined in table 5 is

$$\sigma_{\text{fid}} = 258 \pm 4 \text{ (stat.)} \pm 25 \text{ (syst.)} \text{fb},$$

with a total uncertainty of 10%. In figure 5, the measured result is compared with various 
predictions for $\PW\PW + \text{jets}$ production, and good agreement is found. Differential fiducial 
cross-sections are presented in figures 6 to 8. Figure 9 displays distributions in a phase 
space that additionally requires a jet with a transverse momentum of at least 200\GeV.

#### 8.1 Comparison with theoretical predictions

The measurement is compared to the theory predictions listed in table 7. The measured 
idfucial cross-section is compatible with the prediction of $279 \pm 2 \text{ (pdf)} \pm^{20}_{16} \text{ (scale)} \text{fb}$ 
from MATRIX [32, 33, 43, 73, 95–99], which is accurate to NNLO (NLO) for $q\bar{q} \rightarrow 
\PW\PW (gg \rightarrow \PW\PW)$ production, denoted nNNLO, but only NLO (LO) accurate for 
$q\bar{q} \rightarrow \PW\PW (gg \rightarrow \PW\PW)$ production in association with a jet. For this prediction, the 
NNPDF3.1NNLO parton distribution function is used, while renormalization and factor-
ization scales are set to $m_W$. In figure 5, the measured integrated fiducial cross-section is
Figure 5. Comparison of the measured fiducial $WW+\text{jets}$ cross-section with various theoretical predictions. Theoretical predictions are indicated as points with inner (outer) error bars denoting PDF (PDF+scale) uncertainties. The central value of the measured cross-section is indicated by a vertical line with the narrow band showing the statistical uncertainty and the wider band the total uncertainty including statistical and systematic uncertainties. The result is compared with a fixed-order parton-level prediction from MATRIX 2.0 that is accurate to NNLO (NLO) for $q\bar{q}\rightarrow WW (gg\rightarrow WW)$ production, and a prediction that additionally accounts for EW corrections to $WW+\text{jet}$ production, which have been calculated with SHERPA 2.2.2 + OPENLOOPS. It is also compared with predictions from SHERPA 2.2.2, MADGRAPH5_aMC@NLO + PYTHIA 8 with FxFx merging, and POWHEG MiNLO + PYTHIA 8, which are all supplemented by a SHERPA 2.2.2 + OPENLOOPS $gg\rightarrow WW$ LO+PS prediction.

Also displayed in figure 5 are the nominal $q\bar{q}\rightarrow WW$ SHERPA 2.2.2 prediction, a prediction from MADGRAPH 2.3.3 using FxFx merging [103] and interfaced to PYTHIA 8.212, and a POWHEG MiNLO [104] prediction interfaced to PYTHIA 8.244. All three calculations are NLO-accurate for $WW$ production with one jet and use the NNPDF3.0 PDF set. The effects of scale uncertainties for all predictions are estimated by varying the factorization and renormalization scales of the hard process. The effects of scale uncertainties on the SHERPA 2.2.2 prediction are large in comparison with the other generators as this calculation includes leading-order matrix elements with up to three jets, which are strongly affected...
by scale variations. Both predictions are supplemented by the SHERPA 2.2.2 + OPENLOOPS simulation of \( gg \rightarrow WW \), which is normalized to the total NLO QCD cross-section \cite{99}.

The measured distributions in figures 6–9 are also compared with the predictions described above. Within uncertainties, all predictions give an excellent description of the observed data. For the nominal SHERPA 2.2.2 prediction, values of \( \chi^2 \) divided by the number of degrees of freedom are below one, except for the \( m_{\text{e\mu}} \) distribution measured for \( p_{\text{T}}^{\text{lead. jet}} > 200 \text{ GeV} \), for which the value is 1.4. Comparisons of the remaining predictions with the data yield similar \( \chi^2 \) values, except for the jet multiplicity, \( H_T \), and \( S_T \) distributions, where, for the highest multiplicities and energies, small discrepancies exist between data and predictions.

### 8.2 Effective field theory interpretation

Many new-physics models that introduce new states at a high energy scale (\( \Lambda \)) can be described, at lower energy scales, by operators with mass dimensions larger than four in an effective field theory (EFT) framework. The higher-dimensional operators of the lowest order that can generate anomalous triple-gauge-boson couplings (aTGC) are of dimension six. The \( Q_W \) dimension-six operator, as defined in ref. \cite{14}, is of particular interest for an analysis of diboson production because it can only be measured in processes affected by modifications of the gauge-boson self-couplings. Its effect increases rapidly with the centre-of-mass energy, making a measurement at the energies probed by the LHC important. However, the interference of the SM and anomalous amplitudes, and, thus, the observable consequences of the operator, decrease with increasing energy due to the different helicities of the dominant contributions to the two amplitudes \cite{105, 106}. As a consequence, the square of the anomalous dimension-six amplitude, which is quadratic in the ratio of the Wilson coefficient, \( c_W \), to \( \Lambda^2 \), dominates, while, in general, the interference of dimension-six operators with the SM is expected to be larger, as it is linear in \( c_W/\Lambda^2 \) and, thus, less suppressed by \( \Lambda \). The interference-suppression weakens the limits on \( c_W \) that can be achieved by a measurement of diboson production and also poses a problem for the validity of an interpretation in a dimension-six model, since other terms of order \( \Lambda^{-4} \), for example those due to dimension-eight operators, are neglected. Requiring a hard jet in addition to the diboson pair alters the relative contributions of different helicity configurations and reduces the suppression of the interference of SM and anomalous amplitudes \cite{13}. 
Figure 6. Measured fiducial cross-sections of $WW$+jets production for (from left to right and top to bottom): $p_T^{\text{lead. lep.}}$, $p_T^{\text{sub-lead.}}$, $p_T^{\text{lead. jet}}$, and $H_T$. The last bin of each distribution is inclusive in the measured observable and the corresponding integrated cross-section is indicated by the right-hand-side axis. The measured cross-section values are shown as points with error bars giving the statistical uncertainty and solid bands indicating the size of the total uncertainty. The results compared with the NNLO prediction with extra NLO EW corrections and NLO corrections for $gg \rightarrow WW$ production (denoted MATRIX $\otimes$ NLO EW) as well as NLO+PS predictions from Sherpa 2.2.2, MadGraph5_aMC@NLO + Pythia8 with FxFx merging, and Powheg MiNLO + Pythia8 for $q\bar{q}$ initial states, combined with Sherpa + OpenLoops (LO+PS) for the $gg$ initial state. The Sherpa 2.2.2 + OpenLoops prediction is normalized to the total cross-section calculated at NLO in QCD. Theoretical predictions are indicated as markers with vertical lines denoting PDF and scale uncertainties.
Figure 7. Measured fiducial cross-sections of $WW+$jets production for (from left to right and top to bottom): $S_T$, $m_{T,\edm\mu}$, $m_{\edm\mu}$, and $p_{T,\edm\mu}$. The last bin of each distribution is inclusive in the measured observable and the corresponding integrated cross-section is indicated by the right-hand-side axis. The measured cross-section values are shown as points with error bars giving the statistical uncertainty and solid bands indicating the size of the total uncertainty. The results are compared with the NNLO prediction with extra NLO EW corrections and NLO corrections for $gg \to WW$ production (denoted MATRIX $\otimes$ NLO EW) as well as NLO+PS predictions from SHERPA 2.2.2, MADGRAPH5_aMC@NLO + PYTHIA 8 with FxFx merging, and POWHEG MiNLO + PYTHIA 8 for $q\bar{q}$ initial states, combined with SHERPA + OPENLOOPS (LO+PS) for the $gg$ initial state. The SHERPA 2.2.2 + OPENLOOPS prediction is normalized to the total cross-section calculated at NLO in QCD. Theoretical predictions are indicated as markers with vertical lines denoting PDF and scale uncertainties.
Figure 8. Measured fiducial cross-sections of $WW$ +jets production for (from left to right and top to bottom): $\Delta\phi(e,\mu)$, $y_{e\mu}$, $\cos\theta^*$, and the exclusive jet multiplicity. The measured cross-section values are shown as points with error bars giving the statistical uncertainty and solid bands indicating the size of the total uncertainty. The results are compared with the NNLO prediction with extra NLO EW corrections and NLO corrections for $gg \to WW$ production (denoted MATRIX $\otimes$ NLO EW) as well as NLO+PS predictions from Sherpa 2.2.2, MadGraph5_aMC@NLO + Pythia 8 with FxFx merging, and Powheg MinLLO + Pythia 8 for $q\bar{q}$ initial states, combined with Sherpa + OpenLoops (LO+PS) for the $gg$ initial state. The Sherpa 2.2.2 + OpenLoops prediction is normalized to the total cross-section calculated at NLO in QCD. Theoretical predictions are indicated as markers with vertical lines denoting PDF and scale uncertainties. The MATRIX prediction is not defined for more than two jet emissions.
Constraints on the Wilson coefficient, $c_W$, are determined using the unfolded $m_{e\mu}$ cross-section, which is the measured distribution most sensitive to the interference of the $Q_W$ operator with the SM. The fit is performed both for jet $p_T > 30$ GeV and for jet $p_T > 200$ GeV. The latter selection is used to enhance the effect of the interference term per the above discussion.

Templates of the distributions representing the pure SM contribution, the new-physics contribution, and the interference between the SM and the new-physics contributions at LO are prepared using MadGraph5_aMC@NLO 2.7.2 [107], interfaced to Pythia 8.244 [45], with the A14 tune [46], for parton showering, and hadronization. Events with zero or one jet are simulated in MadGraph5_aMC@NLO and the overlap between matrix-element and parton-shower emissions is removed using the CKKW-L merging procedure [65, 66]. Agreement of the MadGraph5_aMC@NLO prediction with the baseline Sherpa 2.2.2 generator is ensured by applying a bin-wise correction, determined as the ratio of the SM predictions from Sherpa and MadGraph5_aMC@NLO. It is assumed that the relative scale-induced uncertainties of the Sherpa prediction are also applicable, differentially in $m_{e\mu}$, to the prediction that includes the effect of dimension-six operators. The prediction and the measured cross-section are, then, used to construct a likelihood function.
<table>
<thead>
<tr>
<th>Jet $p_T$</th>
<th>Linear only</th>
<th>68% CI obs.</th>
<th>95% CI obs.</th>
<th>68% CI exp.</th>
<th>95% CI exp.</th>
</tr>
</thead>
<tbody>
<tr>
<td>&gt; 30 GeV</td>
<td>yes</td>
<td>[-1.64, 2.86]</td>
<td>[-3.85, 4.97]</td>
<td>[-2.30, 2.27]</td>
<td>[-4.53, 4.41]</td>
</tr>
<tr>
<td>&gt; 30 GeV</td>
<td>no</td>
<td>[-0.20, 0.20]</td>
<td>[-0.33, 0.33]</td>
<td>[-0.28, 0.27]</td>
<td>[-0.39, 0.38]</td>
</tr>
<tr>
<td>&gt; 200 GeV</td>
<td>yes</td>
<td>[-0.29, 1.84]</td>
<td>[-1.37, 2.81]</td>
<td>[-1.12, 1.09]</td>
<td>[-2.24, 2.10]</td>
</tr>
<tr>
<td>&gt; 200 GeV</td>
<td>no</td>
<td>[-0.43, 0.46]</td>
<td>[-0.60, 0.58]</td>
<td>[-0.38, 0.33]</td>
<td>[-0.53, 0.48]</td>
</tr>
</tbody>
</table>

Table 8. Observed and expected confidence intervals (CI) for $c_W$ for a linearized and a quadratic EFT fit of $m_{e\mu}$, when requiring either jet $p_T > 30$ GeV or jet $p_T > 200$ GeV. The new-physics scale $\Lambda$ is set to 1 TeV.

Measurement uncertainties are modelled using a multivariate Gaussian distribution, while QCD scale and PDF uncertainties affecting the theory prediction are considered as nuisance parameters, constrained with a Gaussian distribution. Two nuisance parameters are introduced to model the scale uncertainty affecting the predicted $m_{e\mu}$ distribution so that its effect is not fully correlated between bins. The first (second) parameter models the full effect of the scale uncertainty in the first (last) bin of the distribution. The effect decreases linearly with $\log(m_{e\mu})$ such that the parameter has no effect in the last (first) bin. The decorrelation of scale-uncertainty effects increases the width of confidence intervals by up to 40% relative to a model in which the scale-uncertainty effects are assumed to be fully correlated between bins of $m_{e\mu}$. Confidence intervals for $c_W$ are derived using Wilk’s theorem [108], assuming that the profile likelihood test statistic is $\chi^2$ distributed [109].

Observed and expected 95% confidence intervals for the EFT coefficients are summarized in table 8. They are presented both for a fit that takes into account only linear terms in the cross-section parameterization and for a fit that also takes into account quadratic terms due to the square of the dimension-six amplitude. For jet $p_T > 200$ GeV, limits in the linearized EFT expansion are improved relative to a $p_T > 30$ GeV requirement, and the impact of the quadratic term is reduced. As expected, the analysis of the phase space characterized by a high-$p_T$ jet increases the experimental sensitivity to effects proportional to $c_W/\Lambda^2$ due to the reduced suppression of the interference between the SM amplitude and the dimension-six amplitude. However, pure dimension-six contributions, which are $\mathcal{O}(\Lambda^{-4})$, are still dominant in this phase space, and the EFT expansion in $\Lambda^{-1}$ does not converge quickly. The limits are, thus, not valid in a general SM EFT scenario that includes additional $\Lambda^{-4}$ contributions due to dimension-eight operators.

The presented constraints on $c_W$, obtained accounting for quadratic terms, are weaker than those obtained by the ATLAS measurement of $WW$ events with no associated jets [7]. There, a dataset corresponding to only 36 fb$^{-1}$ was analysed and the results constrain $c_W/\Lambda^2$ to a 95% confidence interval with a width of 0.5/TeV$^2$. Limits obtained from this measurement when only including linear terms are improved relative to the previous measurement, for which the corresponding confidence interval has a width of 11/TeV$^2$. The limits from such a linear fit are, however, an order of magnitude weaker than those obtained by the ATLAS analysis of electroweak production of dijets in association with a $Z$ boson [110].
9 Conclusion

The cross-section for the production of $W$-boson pairs decaying into $e^\pm \nu_e \mu^\mp \nu_\mu$ final states in $pp$ collisions at $\sqrt{s} = 13$ TeV is measured in a fiducial phase space that requires the presence of at least one hadronic jet with transverse momentum of at least 30 GeV, providing jet-inclusive measurements in $WW$ events. The measurement is performed with data recorded by the ATLAS experiment at the LHC between 2015 and 2018 that correspond to an integrated luminosity of 139 fb$^{-1}$. The measured fiducial cross-section, $\sigma_{\text{fid}} = 258 \pm 4$ (stat) $\pm 25$ (syst) fb, is found to be consistent with theoretical predictions. With a total uncertainty of 10%, this result represents a precise measurement of $WW$ production in association with jets at the LHC that probes a previously unexplored event topology. Differential cross-sections for $WW$+jets production are measured as a function of the kinematics of the final-state charged leptons, jets, and missing transverse momentum, and are compared with predictions from perturbative QCD calculations. The data agree well with predictions in all differential distributions, up to the highest measured transverse momenta and for up to five jets. Dimension six operators that produce anomalous triple-gauge-boson interactions are studied in a phase space that benefits from enhanced interference between the Standard Model amplitude and the anomalous amplitude.
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Table 9. Selected $WW$ candidate events, together with the signal prediction and the background estimates for $p_T^{\text{lead. lep.}} > 200$ GeV. The uncertainties include statistical and systematic contributions. The fractions in percent give the relative contribution to the total SM prediction.

<table>
<thead>
<tr>
<th></th>
<th>$p_T^{\text{lead. lep.}} &gt; 200$ GeV</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data</td>
<td>3873</td>
</tr>
<tr>
<td>Total SM</td>
<td>3960 ± 120</td>
</tr>
<tr>
<td>$WW$</td>
<td>1740 ± 50 44%</td>
</tr>
<tr>
<td>Total bkg.</td>
<td>2210 ± 110 56%</td>
</tr>
<tr>
<td>Top</td>
<td>1920 ± 90 49%</td>
</tr>
<tr>
<td>Drell-Yan</td>
<td>42 ± 6 1%</td>
</tr>
<tr>
<td>Fake leptons</td>
<td>70 ± 40 2%</td>
</tr>
<tr>
<td>$WZ, ZZ, V\gamma$</td>
<td>180 ± 40 4%</td>
</tr>
</tbody>
</table>
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A Measurement at high $p_T^{\text{lead. lep.}}$.

At high vector-boson $p_T$, predictions for inclusive $WW$ events suffer from so-called ‘giant $K$-factors’, which correspond to large higher-order corrections for QCD and electroweak effects [111]. These come in part from event topologies similar to those in $W+\text{jets}$ production with the additional emission of a real $W$ boson from a hard jet.

In order to study kinematic configurations that are expected to be strongly affected by higher-order EW and QCD corrections, a sample of events is selected with the requirement that $p_T^{\text{lead. lep.}} > 200$ GeV. This selects event topologies that generally have a high-$p_T$ $W$ boson accompanied by a lower-$p_T$ $W$ boson. Here the cross-section is measured differentially in the azimuthal separation between the sub-leading lepton and the leading jet, $\Delta\phi(\text{sub-lead. lep.}, \text{jet})$, and their $\eta-\phi$ separation $\Delta R(\text{sub-lead. lep.}, \text{jet})$, as well as in the ratio of the lepton transverse momenta, $p_T^{\text{sub-lead. lep.}}/p_T^{\text{lead. lep.}}$, and the ratio of the sub-leading lepton and leading jet transverse momenta, $p_T^{\text{sub-lead. lep.}}/p_T^{\text{lead. jet.}}$.

Table 9 lists the selected $WW$ candidate events in this region, as well as the breakdown of the background estimates. Figure 10 shows the measured distributions at detector level in the final analysis binning, comparing the observed data with the signal prediction and the background estimate.

The unfolded distributions are shown in figure 11. In general, the predictions are in good agreement with the measurement.
Figure 10. Signal region detector-level distributions, requiring $p_T^{\text{lead. lep.}} > 200$ GeV, of $p_T^{\text{sub-lead. lep.}}/p_T^{\text{lead. jet}}$ (top left), $p_T^{\text{sub-lead. lep.}}/p_T^{\text{lead. lep.}}$ (top right), $\Delta R(\text{sub-lead. lep., jet})$ (bottom left) and $\Delta \phi(\text{sub-lead. lep., jet})$ (bottom right). Data are shown as black markers together with the predictions for the signal and background production processes. The last bin contains overflow events. The lower panels show the ratio of the data to the total prediction. The uncertainty bands shown include statistical and systematic uncertainties, excluding theory uncertainties on the signal.
Figure 11. Measured fiducial cross-sections of $WW$+jets production for (from left to right and top to bottom): $\Delta \phi$(sub-lead. lep., jet), $\Delta R$(sub-lead. lep., jet), $p_T^{\text{sub-lead. lep.}}/p_T^{\text{lead. lep.}}$, and $p_T^{\text{lead. lep.}}/p_T^{\text{lead. jet.}}$ in the fiducial phase space requiring $p_T^{\text{lead. lep.}} > 200$ GeV. The measured cross-section values are shown as points with error bars giving the statistical uncertainty and solid bands indicating the size of the total uncertainty. The results are compared with the NNLO prediction with extra NLO EW corrections and NLO corrections for $gg \to WW$ production (denoted MATRIX $\otimes$ NLO EW) as well as NLO+PS predictions from Sherpa 2.2.2, MadGraph5_aMC@NLO + Pythia 8 with FxFx merging, and Powheg MiNLO + Pythia 8 for $q\bar{q}$ initial states, combined with Sherpa + OpenLoops (LO+PS) for the $gg$ initial state. The Sherpa 2.2.2 + OpenLoops prediction is normalized to the total cross-section calculated at NLO in QCD. Theoretical predictions are indicated as markers with vertical lines denoting PDF and scale uncertainties.
B \, \bar{t}t \, background estimate

Figure 12 shows the $p_T^{lead, \text{lep.}}$ and jet multiplicity distributions in the two $\bar{t}t$ control regions, which require exactly one and exactly two $b$-jets, respectively. The $b$-jet correlation factor $C_b$ for the two distributions is shown in figure 13. Figure 14 shows the $m_{\ell\ell'}$ distribution for $p_T^{lead, \text{jet}} > 200$ GeV in the two control regions and for the top-enriched selection, together with the $b$-jet correlation factor $C_b$. The excess of events predicted at high $p_T^{lead, \text{lep.}}$, in comparison with data, is corrected for by the data-driven estimate, and no discrepancy is seen in the top-enriched selection, as shown in figure 2 in the main body. The jet multiplicity is well modelled up to five selected jets.
Figure 12. Detector-level distributions of the $p_T^{\text{lead. lep.}}$ (left) and the jet multiplicity (right) in the $t\bar{t}$ control regions with one $b$-jet (left) and two $b$-jets (right). Data are shown together with the predictions for $t\bar{t}$, single-top $Wt$ and other production processes from simulation. The last bin contains overflow events. The lower panels show the ratio of the data to the total prediction. The uncertainties shown include statistical and systematic uncertainties.
\textbf{Figure 13.} Distribution of the $b$-jet correlation factor $C_b$ as a function of the $p_{T}^{\text{lead. lep.}}$ (left) and the jet multiplicity (right), as determined from the nominal $t\bar{t}$ simulation. The uncertainties shown include MC statistical and systematic uncertainties.
Figure 14. Detector-level distributions of the dilepton invariant mass $m_{e\mu}$ for $p_{T}^{\text{lead. jet}} > 200\text{ GeV}$ in the one $b$-tag and two $b$-tag control regions as well as the top-enriched region, together with the $b$-jet correlation factor $C_{b}$. The lower panels in the plots of detector-level distributions show the ratio of the data to the total prediction. The uncertainties shown include statistical and systematic uncertainties, for both the distributions and the correlation factor.
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