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State-of-the-art linear sensors of force, motion, and magnetic fields have reached the sensitivity where the quantum noise of the meter is significant or even dominant. In particular, the sensitivity of the best optomechanical devices has reached the standard quantum limit (SQL), which directly follows from the Heisenberg uncertainty relation and corresponds to balancing the measurement imprecision and the perturbation of the probe by the quantum back-action of the meter. The SQL is not truly fundamental and several methods for its overcoming have been proposed and demonstrated. At the same time, two quantum sensitivity constraints which are more fundamental are known. The first limit arises from the finiteness of the probing strength (in the case of optical interferometers—of the circulating optical power) and is known as the energetic quantum limit or, in a more general context, as the quantum Cramér-Rao bound (QCRB). The second limit arises from the dissipative dynamics of the probe, which prevents full efficacy of the quantum back-action evasion techniques developed for overcoming the SQL. No particular name has been assigned to this limit; we propose the term dissipative quantum limit (DQL) for it. Here we develop a unified theory of these two fundamental limits by deriving the general sensitivity constraint for stationary, linear systems from which they follow as particular cases. Our analysis reveals a phase transition occurring at the boundary between the QCRB-dominated and the DQL regimes, manifested by the discontinuous derivatives of the optimal spectral densities of the meter quantum noise. This leads to the counterintuitive (but favorable) finding that quantum-limited sensitivity can be achieved with meter noise cross-correlations having a nonzero imaginary component, a feature arising in lossy meter systems. Finally, we show that the DQL originates from the nonauto-commutativity of the internal thermal noise of the probe and that it can be overcome in nonstationary measurements.
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I. INTRODUCTION

The improvement of sensors for minuscule signals, e.g., forces or magnetic fields, is increasingly being limited by the constraints imposed by quantum mechanics. In the field of quantum optomechanics, laser interferometric gravitational-wave (GW) detectors [1] have reached a sensitivity which allows regular observation of GW signals generated by collisions of black holes and neutron stars [2]. This sensitivity is already close to the standard quantum limit (SQL), at which the measurement imprecision and the mechanical perturbation due to the quantum back-action balance [3–5]. Several methods for overcoming the SQL suitable for future GW detectors were proposed and are under development now (see, e.g., the review articles [6,7]).

In parallel, much smaller (tabletop) parametric optomechanical and microwave-mechanical devices working at the quantum sensitivity level have been developed in several laboratories (see, e.g., the review papers [8,9]). Harmonic oscillators with typical eigenfrequencies ranging from hundreds of kilohertz to gigahertz were used as mechanical objects in these experiments, in contrast to the almost freely suspended test masses of the GW detectors. Sensitivities close to the SQL were already demonstrated with these devices [10–13] and first attempts to overcome it were made [14–18]. Another example of quantum-limited sensors are the state-of-the-art magnetometers based on atomic spin oscillators [19].

The distinctive feature of these experiments is the extremely small values of the signal and noise displacements—much smaller than the corresponding characteristic scales of nonlinearities (like the probing light wavelength in the optical interferometers). This feature greatly simplifies the theoretical analysis of these systems, allowing one to use the unified model of the linear probe system shown in Fig. 1. Here, a canonical position coordinate $\hat{x}$ of the linear probe is measured by the linear meter, whose output signal is equal to the sum of (amplified) $\hat{x}$ and the imprecision (measurement) noise $\hat{x}_I$. In return, the meter applies the back-action force $\hat{F}_{ba}$ to the probe, consisting of the regular dynamic part (proportional to $\hat{x}$) and the back-action noise $\hat{F}_B$.

This interaction can be described by two linear equations, which, in the particular case of a stationary meter, can be stated in the Fourier picture as

\begin{align}
\hat{x}(\Omega) &= \hat{x}_I(\Omega) + \hat{x}(\Omega), \\
\hat{F}_{ba}(\Omega) &= \hat{F}_B(\Omega) - K(\Omega)\hat{x}(\Omega),
\end{align}

where $\Omega$ is the angular frequency and $K(\Omega)$ is the effective force constant of the linear meter.
where \( \hat{x} \) is the meter output referenced to the position signal, and \( K \) is the dynamic susceptibility modification introduced by the meter into the probe dynamics. In the case of optical interferometers, this effect is known as the optical spring [6,20,21], with its real part \( \text{Re} K \) being the optical rigidity and its imaginary part \( \text{Im} K \) the optical damping. The sign convention for \( K \) is here chosen according to the standard definition of the Hooke factor.

If the goal of the setup in Fig. 1 is the detection of a classical signal force \( F_{\text{sig}} \) acting on the probe, then Eqs. (1) should be supplemented by a third one describing the probe dynamics:

\[
\chi^{-1}(\Omega)\hat{x}(\Omega) = F_{\text{sig}}(\Omega) + F_{ba}(\Omega) + F_T(\Omega) + \cdots ,
\]

where \( \chi \) is the probe susceptibility function, \( F_T \) is its thermal noise, and “\( \cdots \)" stands for possible other forces acting on the probe. The spectral density of the thermal force \( F_T \) is, in accordance with the fluctuation-dissipation theorem (FDT) [22],

\[
S_{\text{FDT}}(\Omega) = \hbar |\text{Im} \chi^{-1}(\Omega)| \coth \left( \frac{\hbar \Omega}{2k_B T} \right) \geq \hbar |\text{Im} \chi^{-1}(\Omega)| ,
\]

where \( k_B \) is the Boltzmann constant and \( T \) is the temperature. [In the case of a nonequilibrium bath, e.g., a probe system consisting of a mechanical mode damped by an auxiliary optical mode, Eq. (3) generalizes straightforwardly in terms of an effective, frequency-dependent temperature, \( T \rightarrow T_{\text{eff}}(\Omega) \).]

The first analysis of the quantum limitations of the linear probe system was done by Giffard in 1976 [23], using the earlier work of Heffner [24]. It was shown that if the meter noise sources \( \hat{x}_b \) and \( F_{ba} \) are stationary, then their spectral densities satisfy the uncertainty relation

\[
S_{xx}(\Omega)S_{FF}(\Omega) \geq \frac{\hbar^2}{4} .
\]

It is easy to show that if, in addition, these noise sources are mutually uncorrelated, \( S_{ix} = 0 \), and the dynamic back-action is absent, \( K = 0 \), then the force sensitivity of the linear probe is limited by the SQL,

\[
S_{\text{SQL}}(\Omega) = \hbar |\chi^{-1}(\Omega)| .
\]

Here \( S_{\text{SQL}} \) is the spectral density of the equivalent force noise and \( \Omega \) is the observation (running) frequency (in Ref. [23], a particular case of this limit for the harmonic probe oscillator and a narrow-band signal force was obtained).

This limit can also be obtained in a different (but physically equivalent) way, namely, as a consequence of noncommutativity of the probe position operator \( \hat{x}(t) \) at different moments of time (nonautocommutativity). This approach was used in the pioneering works [3–5] where the concept of the SQL was first formulated. It was assumed in these early works that the SQL can be evaded only using more sophisticated quantum nondemolition (QND) measurements of some autocommuting observable [5,25].

It was realized later by Unruh [26] that if the goal is not the measurement of the probe position, but detection of an external classical action on the probe, then the SQL can be evaded using position measurements with suitably cross-correlated measurement noise and back-action noise. It was also shown in Ref. [26] that in interferometric position meters, this cross-correlation can be created by injection of squeezed light with the appropriate squeezing angle into the interferometer. A practical method for the generation of frequency-dependent squeezed light based on additional so-called filter cavities was proposed almost 20 years later in Ref. [27].

The general form of the uncertainty relation (4), which takes into account explicitly this cross-correlation, as well as the dynamic back-action of the meter, was derived in Ref. [28],

\[
S_{xx}(\Omega)S_{FF}(\Omega) - |S_{ix}(\Omega)|^2 \geq \hbar |\sigma(\Omega)| + \frac{\hbar^2}{4} ,
\]

where \( S_{ix} \) is the cross-correlation spectral density of \( \hat{x}_b \) and \( F_{ba} \) and

\[
\sigma(\Omega) \equiv |\text{Im}(K(\Omega)S_{xx}(\Omega) + S_{FF}^{\dagger}(\Omega))| .
\]

Note that while the left-hand side of this equation has the standard Schrödinger-Robertson form [29], on the right-hand side an additional term \( \hbar |\sigma| \) appears which intermixes the imaginary parts of the cross-correlation \( \text{Im} S_{ix} \) and the meter dynamic back-action \( \text{Im} K \).

It was shown in Ref. [30] that for any bosonic system in a pure Gaussian quantum state (i) the two terms in Eq. (7) cancel each other, giving \( \sigma = 0 \), and (ii) the remaining Schrödinger-Robertson inequality (6) is saturated. Direct calculation of the quantum noise in the case of ideal lossless optical interferometers gives the same result (see, e.g., Ref. [6]).

Constraints for quantum-limited stationary sensing were discussed also in Ref. [31]; however, the analysis there was based on a meter-noise uncertainty relation which is generally weaker than Eq. (6) used in the present work. In part, this stems from the fact that the uncertainty relation of Ref. [31] does not account for dynamic back-action damping \( \text{Im} K \neq 0 \). For these reasons, the present work reaches conclusions that differ with Ref. [31]; in particular, one of our central findings is that neither \( \text{Im} S_{ix} = 0 \) nor \( \sigma = 0 \) is a universal requirement for optimal quantum-limited sensitivity, thus establishing a wider class of meter correlations that permit such sensitivity.

The minimization of the linear meter quantum noise with account of the relation (6) reveals two sensitivity limits that are more fundamental in character than the SQL. Both of them stem from the Heisenberg uncertainty relation, but the specific physical mechanisms are different in these two cases.
The first limit arises from the finiteness of the probing strength. A given force sensitivity imposes a necessary requirement on the coupling strength between the meter and the probe, which translates into a requirement on the magnitude of the back-action force as parametrized by its spectral density $S_{FF}$. A lower bound for the force sensitivity, $S_{\text{sum}} \geq S_{\text{QCRB}}$, achievable for a given $S_{FF}$ is [32]

$$S_{\text{QCRB}}(\Omega) \geq \frac{h^2|\chi^{-1}(\Omega) + K(\Omega)|^2}{4S_{FF}(\Omega)}. \tag{8}$$

In interferometric position meters, $S_{FF}$ is proportional to the optical power circulating in the interferometer and therefore this limit is known as the energetic quantum limit [33]. It was shown in Ref. [34] that it follows from the general quantum Cramér-Rao bound (QCRB) [35]; we use this latter term here. In Ref. [32] it was shown that in the presence of dynamical damping $\text{Im} \chi \neq 0$ the optimized sensitivity cannot achieve the bound (8); i.e., it is not a tight lower bound, generally. However, for a lossless probe $\text{Im} \chi = 0$ and quantum-limited meter correlations [Eq. (6) with equality], the minimized value of $S_{\text{sum}}$ is at most twice the spectral density on the right-hand side of Eq. (8) [32]. In this work we improve on these weak bounds by deriving an exact expression for the optimized sensitivity for arbitrary $K$ and $\text{Im} \chi^{-1}$.

We now turn to the second limit, which arises from the dissipative dynamics of the probe system. It was shown in Refs. [36] (for a general linear measurement) and [37] (for the particular case of an interferometric measurement) that the stationary cross-correlation of the measurement noise and the back-action noise, proposed in Ref. [26], can only compensate for the real part of the inverse probe response function $\text{Re} \chi^{-1}$, leaving a noise contribution proportional to the imaginary (dissipative) part $\text{Im} \chi^{-1},$

$$S_{\text{DQL}}(\Omega) = h|\text{Im} \chi^{-1}(\Omega)|, \tag{9}$$

which can be viewed as a refined form of the (nonfundamental) SQL (5). No particular name was proposed for this limit in Refs. [36,37]. In the experimental work [16], where a sensitivity close to this limit was achieved, it was simply referred to as the “quantum limit.” Here we use the term dissipative quantum limit (DQL). Note that this limit, which describes the minimal possible value of the meter sum quantum noise, should not be confused with the thermal noise of the probe itself, Eq. (3), even though the latter equals the DQL (9) when $T \to 0$, for reasons to be explained in due course. In Refs. [36,37], the DQL was derived by means of straightforward optimization of the linear position meter quantum noise, whereby the physical origin of the DQL remained obscure and the question of whether it is possible to evade it (as is the case for the SQL) is unanswered.

The goal of this paper is to develop a general, unified theory of the QCRB and the DQL, valid for all stationary linear meters, and to establish the QCRB and the DQL as corresponding to different regimes of a general quantum noise minimization. The paper is structured as follows. In Sec. II we review the basic principles of linear measurement theory developed in Ref. [28] and introduce a convenient gauge transformation of the back-action noise $\tilde{F}_B$, generalizing the concept of effective back-action $\tilde{F}_B$ introduced in Ref. [21]. In Sec. III we use the formalism of Sec. II to derive the general forms of the quantum limits for stationary force sensing and the conditions to attain them. In particular, this analysis reveals a phase-transition-like feature in the optimized quantum noise occurring at the boundary between the QCRB and the DQL regimes. In Sec. IV, we discuss in more detail the factor (7) and provide an example of a meter with $\sigma \neq 0$. In Sec. V we analyze the DQL using the time-domain picture, which allows us to reveal the physical origin of the DQL; in turn this suggests a principle for overcoming this limit. In Sec. VI we recapitulate the main results of this paper.

II. LINEAR MEASUREMENT THEORY

A. Conventions

In this paper we use the symmetrized correlation functions defined for any fluctuating operators $\hat{p}$ and $\hat{q}$ as

$$B_{pq}(t,t') = \frac{\langle \hat{p}(t)\hat{q}(t') + \hat{q}(t')\hat{p}(t) \rangle}{2}. \tag{10}$$

To describe stationary noise sources, we use the corresponding symmetrized, double-sided spectral densities, defined via

$$B_{pq}(t,t') = B_{pq}(t-t',0) = \int_{-\infty}^{\infty} S_{pq}(\Omega)e^{-i\Omega(t-t')} d\Omega. \tag{11}$$

B. Basic principles

We start with the first component of the scheme shown in Fig. 1, the probe. Its linearity allows us to describe the dynamics of its position $\hat{x}$ by the susceptibility function $\chi(t,t')$ as

$$\tilde{x}(t) = \tilde{x}_0(t) + \int_{-\infty}^{\infty} \chi(t,t')\tilde{F}(t')dt', \tag{12}$$

where $\tilde{F}(t)$ is any external force acting on the probe and $\tilde{x}_0$ is the eigenmotion of the probe in the case of $\tilde{F}(t) = 0$. According to the Kubo theorem [38], for any linear system, $\chi(t,t')$ and the autocovariance of $\tilde{x}_0$ can be expressed through each other,

$$[\tilde{x}_0(t),\tilde{x}_0(t')] = i\hbar[\chi(t',t) - \chi(t,t')]. \tag{13}$$

The eigenmotion $\tilde{x}_0$ can be viewed as the result of the noise force $\tilde{F}_T$ created by the internal dissipation in the probe,

$$\tilde{x}_0(t) = \int_{-\infty}^{\infty} \chi(t,t')\tilde{F}_T(t')dt'. \tag{14}$$

It follows from Eq. (13) that the autocovariance for this force is equal to

$$C_{TT}(t,t') = \langle \tilde{F}_T(t),\tilde{F}_T(t') \rangle = i\hbar[\chi^{-1}(t,t') - \chi^{-1}(t',t)] . \tag{15}$$

where the inverse probe response function $\chi^{-1}$ is defined as follows:

$$\int_{-\infty}^{\infty} \chi(t,t')\chi^{-1}(t'',t')dt'' = \delta(t-t'). \tag{16}$$

The second component of the scheme in Fig. 1, the linear position meter, can be considered in a similar way, with the
only difference being that it has two ports instead of one [compare with Eqs. (1)]:

\[ \tilde{x}(t) = \tilde{x}_d(t) + \tilde{x}(t), \quad (17a) \]

\[ \tilde{F}_b(t) = \tilde{F}_b(t) - \int_{-\infty}^{\infty} K(t, t') \tilde{x}(t') \, dt'. \quad (17b) \]

Here \( \tilde{x}_d \) is the measurement imprecision noise (referenced to the position \( \tilde{x} \)) and \( \tilde{F}_b \) is the stochastic (quantum) back-action. The essential purpose of the meter system is to produce a definite measurement result as represented by the state of an essentially classical object, e.g., bits in a classical computer. To derive meaningful quantum noise limits, our analysis must encompass the full measurement chain from the quantum probe to the classical measurement outcome, to ensure that (in principle) no additional amplification noise must be accounted for. A necessary and sufficient condition for the meter to accomplish this is that of simultaneous measurability \( \{ \tilde{x}(t), \tilde{x}(t') \} = 0 \) for all \( t, t' \) [21,39]; the Kubo theorem can then be applied to establish the commutators

\[ C_{xx}(t, t') = [\tilde{x}_d(t), \tilde{x}_d(t')] = 0, \quad (18a) \]

\[ C_{FF}(t, t') = [\tilde{F}_b(t), \tilde{F}_b(t')] = -i\hbar \left[ K(t, t') - K(t', t) \right], \quad (18b) \]

\[ C_{xF}(t, t') = [\tilde{x}_d(t), \tilde{F}_b(t')] = -i\hbar \left( \delta(t - t') - \delta(t - t' - \theta) \right), \quad (18c) \]

which are necessarily c numbers for a linear system. The particular form of the \( \delta \) function in Eq. (18c) ensures a finite (forward) transfer function (from probe to meter output) while the reverse transfer function (which would map external variables coupled to the meter output port to the probe input) vanishes [40].

The nonautocommutativity of the quantum back-action operator \( \tilde{F}_b \) arises from the time-asymmetric (dissipative) part of the dynamic back-action factor \( K(t, t') \). For instance, this is manifested in cavity-optomechanical systems with a detuned drive, in which amplitude-to-phase interconversion mixes noncommuting input light quadratures in forming the dynamic back-action loop.

From the simple fact that \( \{ \hat{\mathcal{Q}}, \hat{\mathcal{Q}} \} \geq 0 \) for any operator \( \hat{\mathcal{Q}} \), the following uncertainty relations, expressed in terms of the commutators (15) and (18) and the corresponding symmetrized correlation functions (10), can be derived straightforwardly using the identity for arbitrary operators \( \hat{p} \) and \( \hat{q} \), \( \{ \hat{p}(t) \hat{q}(t') \} = B_{pq}(t, t') + C_{pq}(t, t')/2 \):

\[ \int_{-\infty}^{\infty} Q'(t)Q(t')B_{TT}(t, t') + C_{TT}(t, t')/2 \, dt' dt' \geq 0, \quad (19) \]

\[ \sum_{p, q \in \{ x, F \}} \int_{-\infty}^{\infty} Q_p'(t)Q_q(t')B_{pq}(t, t') + C_{pq}(t, t')/2 \, dt' dt' \geq 0, \quad (20) \]

where \( Q, Q_x \), and \( Q_F \) are arbitrary complex functions of time; \( B_{TT}, B_{xT}, \) and \( B_{FF} \) are the autocorrelation functions of \( \tilde{F}_b, \tilde{x}_d \), and \( \tilde{F}_b \); and \( B_{xF} \) is the cross-correlation between \( \tilde{x}_d \) and \( \tilde{F}_b \) [28]. Equations (19) and (20) are the time-domain quantum constraints on the symmetrized correlation functions \( B_{pq} \) arising from the operator noncommutativity encoded in \( C_{pq} \).

Now we can join the two subsystems together. Combining Eqs. (12) and (17b) and taking into account that the external force in Eq. (12) consists of the signal force and the meter back-action,

\[ \hat{F}(t) = F_{\text{sig}}(t) + \hat{F}_b(t), \quad (21) \]

we obtain the following equation of motion for the probe position:

\[ \int_{-\infty}^{\infty} \chi^{-1}_K(t, t') \tilde{x}(t') \, dt' = F_{\text{sig}}(t) + \hat{F}_T(t) + \hat{F}_b(t), \quad (22) \]

where

\[ \chi^{-1}_K(t, t') = \chi^{-1}(t, t') + K(t, t'). \quad (23) \]

Therefore, the meter output referenced to the signal input of the probe, i.e., the signal force estimate, is

\[ \hat{F}(t) = F_{\text{sig}}(t) + \hat{F}_{\text{sum}}(t) + \hat{F}_T(t), \quad (24) \]

where

\[ \hat{F}_{\text{sum}}(t) = \int_{-\infty}^{\infty} \chi^{-1}_K(t, t') \tilde{x}_d(t') \, dt' + \hat{F}_b(t) \quad (25) \]

is the sum quantum noise of the meter.

We remark that in the literature, the sensitivity is sometimes analyzed in position rather than force units. If the objective is to measure the position signal owing to a particular (signal) force component, this is equivalent to the sensing task considered in the present analysis, and conversion between the two conventions is achieved simply via \( \tilde{x}(t) = \int_{-\infty}^{\infty} \chi_K(t, t') \hat{F}(t') \, dt' \).

### C. Fourier picture

Henceforth, we will focus mostly on the case where the probe and meter are stationary. This implies two conditions. First, its dynamic parameters do not change when shifted in time:

\[ \chi^{-1}(t, t') = \chi^{-1}(t - t', 0) = \int_{-\infty}^{\infty} \chi^{-1}(e^{-i\Omega(t-t')}) \frac{d\Omega}{2\pi}, \quad (26) \]

and similarly for \( K \) and \( \chi^{-1}_K \), with the Fourier transforms of the (real) time-domain functions having the usual symmetry property, e.g., \( \chi(-\Omega) = \chi^{*}(\Omega) \). Note also that the asymmetry of the back-action spectrum is linked to the dynamical damping due to Eq. (18b),

\[ C_F(\Omega) = -2\hbar \text{Im} K(\Omega). \quad (27) \]

Second, correlation functions of the noise sources \( \hat{F}_T, \tilde{x}_d, \) and \( \hat{F}_b \) also do not change when shifted in time, which allows us to introduce the spectral densities for them [see Eq. (11)].

The corresponding Fourier-domain form of Eq. (25) is

\[ \hat{F}_{\text{sum}}(\Omega) = \chi^{-1}_K(\Omega) \tilde{x}_d(\Omega) + \hat{F}_b(\Omega), \quad (28) \]

and the spectral density of this noise is equal to

\[ S_{\text{sum}}(\Omega) = |\chi^{-1}_K(\Omega)|^2 S_{\text{xt}}(\Omega) + 2 \text{Re} \{ \chi^{-1}_K(\Omega) S_{\text{xf}}(\Omega) \} + S_{FF}(\Omega). \quad (29) \]

It can be shown (see Appendix A) that relation (19) in the Fourier representation takes a form which resembles the
fluctuation-dissipation theorem [22] (albeit thermal equilibrium is not assumed here),
\[ S_{TT}(\Omega) \geq \hbar |\text{Im} \chi^{-1}(\Omega)| \]  
(30)
[cf. Eq. (3)], and that Eq. (20) gives the uncertainty relation (6).

D. Gauge transformation of the meter noise

The structure of the sum quantum noise, Eq. (25), allows some freedom as to what we formally identify as measurement imprecision and back-action noise, respectively:
\[ \hat{F}_{\text{sum}}(t) = \int_{-\infty}^{\infty} \chi_{K}^{-1}(t, t') \hat{x}(t') \, dt' + \hat{F}_{\text{fl}}(t), \]  
(31)
where we have introduced the effective probe response function and effective back-action force,
\[ \chi_{K}^{-1}(t, t') = \chi^{-1}(t, t') + K(t, t'), \]  
(32)
\[ \hat{F}_{\text{fl}}(t) = \hat{F}_{\text{fl}}(t) + \int_{-\infty}^{\infty} \{K(t, t') - K(t', t)\} \hat{x}(t') \, dt', \]  
(33)
in terms of an arbitrary real function \( K(t, t') \) (the effective dynamic back-action factor). Accordingly we have the modified commutator,
\[ C_{\text{fl}}(t, t') = [\hat{F}_{\text{fl}}(t), \hat{F}_{\text{fl}}(t')] = i\hbar [K(t, t') - K(t', t)] \]  
(34)
[cf. Eq. (18b)]. The above amounts to the following “gauge” transformation, which was first introduced in Ref. [21] for the particular case of \( K = 0 \):
\[ \chi_{K} \rightarrow \chi_{K}, \]  
(35a)
\[ \hat{F}_{\text{fl}}(t) \rightarrow \hat{F}_{\text{fl}}(t). \]  
(35b)
This invariance stems from the fact that the real physical dynamic back-action and the cross-correlation of the imprecision noise and the back-action noise (the virtual rigidity [6,41]) affect the sum quantum noise in the same way. An important class of gauge choices is that of time-symmetric functions \( K(t, t') = K(t', t) \), for which \( C_{\text{fl}}(t, t') = 0 \) [see Eq. (34)]. For this class, the transformation (35b) amounts to excluding the nonautocommuting part of the full quantum back-action \( \hat{F}_{\text{fl}} \) owing to the formation of the dynamic feedback loop.

It is interesting that the formal transformation (35) can, in principle, be implemented experimentally. Consider again the scheme of Fig. 1, but with an added feedback loop which applies to the probe object a force proportional to the meter output signal \( \hat{x} \) [Eq. (17a)] (see Fig. 2). Such feedback has been implemented in, e.g., quantum-regime tabletop optomechanics experiments [8,42,43]. We stress that, from a fundamental standpoint, this modification cannot improve the performance of a stationary force sensor.

With account of the feedback, the equation of motion (22) takes the following form:
\[ \int_{-\infty}^{\infty} \chi_{K}^{-1}(t, t') \hat{x}(t') \, dt' = F_{\text{sig}}(t) + \hat{F}_{\text{T}}(t) + \hat{F}_{\text{fl}}(t) + F_{\text{fb}}(t), \]  
(36)
where
\[ F_{\text{T}}(t) = \int_{-\infty}^{\infty} \chi_{K}^{-1}(t, t') \hat{x}(t') \, dt' \]  
(37)
is the feedback force and \( \kappa \) is the feedback factor. It can be shown using these equations that the feedback modifies the dynamic back-action and the back-action noise as follows:
\[ K(t, t') \rightarrow K(t, t') - \kappa(t, t'), \]  
(38a)
\[ \hat{F}_{\text{fl}}(t) \rightarrow \hat{F}_{\text{fl}}(t) + \int_{-\infty}^{\infty} \kappa(t, t') \hat{x}(t') \, dt', \]  
(38b)
keeping the sum quantum noise \( \hat{F}_{\text{sum}} \) unchanged. It is easy to see that this physical modification of the meter parameters has exactly the same form as the transformation (35) with the identification
\[ \hat{K}(t, t') = K(t, t') - \kappa(t, t'). \]  
(39)
This observation suggests that, in the present context, there is no fundamental difference between the coherent feedback loop constituted by the dynamical back-action and an active measurement-based feedback.

The Fourier-domain forms of Eqs. (31)–(33) are the following:
\[ \hat{F}_{\text{sum}}(\Omega) = \chi_{K}^{-1}(\Omega) \hat{x}_{\text{fl}}(\Omega) + \hat{F}_{\text{fl}}(\Omega), \]  
(40)
\[ \chi_{K}^{-1}(\Omega) = \chi^{-1}(\Omega) + K(\Omega), \]  
(41)
\[ \hat{F}_{\text{fl}}(\Omega) = \hat{F}_{\text{fl}}(\Omega) + [K(\Omega) - K(\Omega)] \hat{x}_{\text{fl}}(\Omega), \]  
(42)
The spectral density of the sum quantum noise (40) is
\[ S_{\text{sum}}(\Omega) = |\chi_{K}^{-1}(\Omega)|^{2} S_{\text{x}}(\Omega) + 2 \text{Re} \{ \chi_{K}^{-1}(\Omega) S_{x} (\Omega) \} \]  
(43)
+ \( S_{\text{fl}}(\Omega) \),
where
\[ S_{\text{fl}}(\Omega) = \text{Re} \{ [K(\Omega) - K(\Omega)] S_{x} (\Omega) \} + 2 \text{Re} \{ (K(\Omega) - K(\Omega)) S_{x} (\Omega) \} + S_{\text{ff}}(\Omega), \]  
(44a)
are the spectral density of \( \hat{F}_{\text{fl}} \) and its cross-correlation spectral density with \( \hat{x}_{\text{fl}} \).

Note that both the left-hand side of Eq. (6) and the factor \( \sigma \) are invariant under the transformation (44), which keeps the
structure of the uncertainty relation unchanged,

\[ S_{sx}(\Omega)S_{x,F}(\Omega) - |S_{sx}(\Omega)|^2 \geq \hbar |\sigma(\Omega)| + \frac{\hbar^2}{4}, \quad (45) \]

where now the factor \( \sigma \) has the form

\[ \sigma(\Omega) = \text{Im}\{\bar{K}(\Omega)S_{sx}(\Omega) + S_{sx}^*(\Omega)\}. \quad (46) \]

III. QUANTUM SENSITIVITY LIMITS FOR STATIONARY SYSTEMS

A. On the strategies of optimization

Various approaches to optimization of the sum quantum noise spectral density \( (29) \) under the constraint of the uncertainty relation \( (6) \) are possible. For any given values of \( \chi \) and \( K \), a triad \( S_{sx}, S_{x,F}, \) and \( S_{FF} \) can be found which provides the ultimate minimum of \( S_{\text{sum}} \). At the same time, in the derivation of the QCRB, another approach is used, namely, the conditional optimization \( S_{\text{sum}} \) for the given values of \( \chi, K, \) and \( S_{FF} \). This approach emphasizes the fact that \( S_{FF} \) is proportional to the measurement strength, which is a physical resource that could be limited by experimental constraints.

The gauge transformation of Sec. II D creates an additional degree of freedom for this optimization, and it could be performed for an arbitrary value of the parameter \( K \) with a result which, in the “effective” notations \( F \) and \( K \), has exactly the same form for all values of \( K \), including for \( K = K \). A quite strong conclusion follows from this invariance. Evidently, the ultimate minimum for a freely tunable probe strength \( S_{F,F} \) or \( S_{x,F} \) cannot depend on the arbitrary parameter \( K \). Therefore, it cannot depend on the physical dynamic back-action \( K \) as well.

The results of the conditional optimizations for a given \( S_{x,F} \) with various values of \( K \) correspond to different (depending on \( K \)) trajectories in the \( \{S_{sx}, S_{x,F}, S_{F,F}\} \) space which eventually converge to the same absolute minimum subspace where the sensitivity is saturated at the DQL. One of these trajectories, with \( K = K \), provides the smallest values of the physical back-action noise spectral density \( S_{F,F} \) for given values of \( S_{\text{sum}} \) and is therefore typically the most interesting from a practical point of view. However, other choices of \( K \) could be of interest for particular purposes.

Here we start, in Sec. III B, with the optimization for a given effective back-action spectral density \( S_{x,F} \). We do so for the particular class of real (Fourier-domain) gauge functions

\[ K(\Omega) \to K'(\Omega) \in \mathbb{R} \quad (47) \]

(the prime being a reminder of this restriction). The advantage of this case is that it, being mathematically very simple and transparent, allows us to obtain the DQL, and a form of QCRB (for fixed \( S_{x,F} \)), as well as to identify the phase transition between them. This analysis also covers the case of optimization for a given physical back-action noise spectral density \( S_{F,F} \) with \( K = 0 \). Later, in Sec. III C, we perform optimization for a given \( S_{F,F} \) in the general case of \( K \neq 0 \).

B. Identification of quantum limits and the phase transition between them

In the case \( (47) \), the straightforward minimization of \( S_{\text{sum}} \) \( (43) \) under the constraint of Eq. \( (45) \) with equality gives that the minimum for fixed \( S_{x,F} \) is provided by

\[ S_{sx}(\Omega) = \frac{1}{S_{x,F}(\Omega)} \left\{ |S_{sx}(\Omega)|^2 + \hbar |\text{Im} S_{sx}(\Omega)| + \frac{\hbar^2}{4} \right\}. \quad (48a) \]

\[ S_{x,F}(\Omega) = -S_{x,F}(\Omega) \text{Re} \chi(\Omega) - i \text{Im} \chi(\Omega) \max(0, S_{x,F}(\Omega) - S_{\text{thr}}) \], \quad (48b) \]

and is equal to

\[ S_{\text{sum}}(\Omega) = \begin{cases} S_{\text{UB}0}(\Omega) & \text{if } S_{x,F}(\Omega) < S_{\text{thr}0}(\Omega) \\ S_{\text{DQL}}(\Omega) & \text{if } S_{x,F}(\Omega) \geq S_{\text{thr}0}(\Omega), \end{cases} \quad (49) \]

where (noting that \( \text{Im} \chi^{-1} = \text{Im} \chi^{-1(\prime)} \))

\[ S_{\text{UB}0}(\Omega) = \frac{\hbar |\text{Im} \chi^{-1(\prime)}(\Omega)|^2}{2 |\text{Im} \chi^{-1(\prime)}(\Omega)|} \left( S_{\text{thr}0}(\Omega) + \frac{S_{x,F}(\Omega)}{S_{x,F}(\Omega)} \right), \quad (50) \]

is the universal bound which combines the QCRB and DQL for \( S_{x,F}(\Omega) \leq S_{\text{thr}0} \), and

\[ S_{\text{thr}0}(\Omega) = \frac{\hbar |\chi^{-1(\prime)}(\Omega)|^2}{2 |\text{Im} \chi^{-1(\prime)}(\Omega)|} = \frac{\hbar}{2 |\text{Im} \chi(\Omega)|} \quad (51) \]

is the threshold value of the back-action noise spectral density. \( S_{\text{DQL}} \) is given by Eq. \( (9) \) and \( \chi^{-1} \) is given by Eq. \( (41) \), the prime being a reminder of the restriction \( (47) \). We write the subscript zero in order to distinguish the results of the present, fixed-\( S_{x,F} \) analysis from the subsequent fixed-\( S_{F,F} \) analysis.

It follows from these results that if \( S_{x,F} \) is smaller than the threshold value \( (51) \) (the “weak back-action” case), then the first clause is realized in Eq. \( (49) \), with the first term in the curly braces of Eq. \( (50) \) dominating. In the limiting case of \( S_{x,F} \ll S_{\text{thr}0} \), we may retain only this term, obtaining a bound that represents a form of QCRB for a given \( S_{x,F} \),

\[ S_{\text{sum}}(\Omega) = \frac{\hbar^2 |\chi^{-1(\prime)}(\Omega)|^2}{4S_{x,F}(\Omega)} \quad (52) \]

(compare with Eq. \( (8) \)). Note that in the special case \( K' = \text{Re} K \) we have from Eq. \( (44a) \) that

\[ S_{x,F}(\Omega) = S_{sx}(\Omega) \text{Im}^2 K(\Omega) - 2 \text{Im} S_{sx}(\Omega) \text{Im} K(\Omega) + S_{x,F}(\Omega). \quad (53) \]

Moreover, the various spectral densities scale with the circulating power \( I_c \), in, e.g., optomechanical systems as

\[ S_{sx} \propto I_{c}^{-1}, \quad S_{x,F} \propto I_{c}^{0}, \quad S_{F,F} \propto I_{c}^{1}, \quad \text{Im} K \propto I_{c}^{1}. \quad (54) \]

Therefore, the spectral density \( (53) \) is proportional to \( I_c \), and thus the limit \( (52) \) is inversely proportional to \( I_c \), similar to Eq. \( (8) \).

In the second, “strong back-action” case of \( S_{x,F} \geq S_{\text{thr}0} \) the ultimate sensitivity \( (49) \) does not depend on \( S_{x,F} \) anymore and is equal to the DQL \( (9) \). Note that while the sum noise spectral density \( (49) \) is a continuous function of \( S_{x,F} \), as expected, its second derivative in \( S_{x,F} \) as well as the
The constraint $\text{Im} S_{x,F} = 0$ (dashed line), the negative-mass-reference-frame measurement scheme (discussed in Sec. IV) with suboptimally matched susceptibilities of the mechanical object and $\chi_{Sx}$.

Saturation of which indicates a phase transition occurring at this point. The equal to the DQL (9), only at $S_{x,F} = S_{\text{thr}0}$, so that increasing $S_{x,F}$ further leads to an increase of right at the phase-transition boundary of the two cases.

It is interesting that this phase transition exists only if $\text{Im} S_{x,F}$ can take nonzero values. If $\text{Im} S_{x,F} = 0$, then only the first clause survives in Eq. (49),

$$S_{\text{sum}}(\Omega) = S_{\text{UB,0}}(\Omega), \tag{55}$$

for all values of $S_{x,F}$. In this case, $S_{\text{sum}}$ attains its minimum, equal to the DQL (9), only at $S_{x,F} = S_{\text{thr}0}$, so that increasing $S_{x,F}$ further leads to an increase of $S_{\text{sum}}$.

We remark that our expression for the DQL, Eq. (9), differs from the result of Ref. [31], which amounts to the replacement $\chi^{-1} \rightarrow \chi_k^{-1}$ in Eq. (9) [see Eq. (41) with $K = K$]; this would give rise to a separate, “incoherent” contribution to the threshold back-action strength $S_{\text{thr}}$. Comparison between Eqs. (51) and (58) points to the particular significance of the gauge choice $K' = Re K$.

With the constraint $\sigma = 0$, again only the first clause of Eq. (56) survives, giving

$$S_{\text{sum}}(\Omega) = S_{\text{UB}}(\Omega) \quad \text{if} \ S_{x,F}(\Omega) < S_{\text{thr}}(\Omega),$$

and

$$S_{\text{thr}}(\Omega) = \frac{\hbar |\text{Im} \chi^{-1}(\Omega)|} {2 |\text{Im} \chi_k^{-1}(\Omega)|} \left\{ S_{\text{thr}}^2(\Omega) + S_{x,F}^2(\Omega) - \hbar^2 |\text{Im}^2 K(\Omega)| \right\}$$

(57)

are the fixed-$S_{x,F}$ analogs of the universal bound $S_{\text{UB,0}}$ and the threshold value $S_{\text{thr}0}$ of the back-action noise spectral density derived in Sec. III B, Eqs. (50) and (51); $\chi_{Re K}$ is given by Eq. (41) with $K = Re K$. Note that $S_{x,F}, S_{\text{thr}} \geq \hbar |\text{Im} K|$. Equation (58) shows that whereas the optical spring $Re K$ coherently shifts the effective probe susceptibility, the optical damping $\text{Im} K$ gives rise to a separate, “incoherent” contribution to the threshold back-action strength $S_{\text{thr}}$. Comparison allow $S_{\text{DQL}} = 0$ for suitably engineered $K$. We ascribe this disagreement to the weaker meter noise uncertainty relation employed in Ref. [31], as discussed in Sec. I.

Note that in the case of $\text{Im} K = 0$ considered here, Eq. (47), if $\text{Im} S_{x,F} \neq 0$, then $\sigma \neq 0$ as well. According to Ref. [30], this means the presence of dissipation in the meter. Thus, we have obtained the counterintuitive result that dissipation in the meter can improve the sensitivity in the scenario where it is not limited by the available power, $S_{x,F} \geq S_{\text{thr}0}$. Even though the minimized sum quantum noise $S_{\text{sum}}$ saturates to the DQL value (9) at $S_{x,F} = S_{\text{thr}0}$ (at which point $\text{Im} S_{x,F} = 0$), the possibility to have $\text{Im} S_{x,F} \neq 0$ while retaining quantum-limited sensitivity gives additional flexibility in tuning the meter noise spectral densities. An example of such a lossy meter system is provided in Sec. IV.

The above considerations are illustrated by Fig. 3, in which the optimized spectral densities (49) and (55) are are plotted as a function of the back-action noise spectral density $S_{x,F}$.

C. Optimization of the sum quantum noise for a given $S_{x,F}$

The spectral density $S_{x,F}$ (53), despite being qualitatively similar to the physical back-action noise spectral density $S_{FF}$, depends also on $S_{\text{vb}}$ and $S_{\text{sf}}$. This means that in addition to the “hard-core” parameters like (in the case of optical interferometers) the optical power, bandwidth, arm length, etc., it depends also on more easily tunable factors, e.g., the homodyne angle. The optimization for a given $S_{FF}$ allows to eliminate them, and is performed in Appendix B. The resulting equations are more cumbersome than the ones of the previous section, but their general structure is retained. If $\sigma$ is allowed to be nonzero, as is relevant in the lossy probe case, again the same two regimes arise, with a phase transition between them:

$$S_{\text{sum}}(\Omega) = \begin{cases} S_{\text{UB}}(\Omega) & \text{if} \ S_{x,F}(\Omega) < S_{\text{thr}}(\Omega), \\ S_{\text{DQL}}(\Omega) & \text{if} \ S_{x,F}(\Omega) \geq S_{\text{thr}}(\Omega), \end{cases} \tag{56}$$

where

\begin{align}
S_{\text{UB}}(\Omega) &= \frac{\hbar |\text{Im} \chi^{-1}(\Omega)|} {S_{\text{thr}}(\Omega) S_{x,F}(\Omega) + \sqrt{\left(S_{\text{thr}}^2(\Omega) - \hbar^2 |\text{Im}^2 K(\Omega)|\right)^2 - \left(S_{x,F}^2(\Omega) - \hbar^2 |\text{Im}^2 K(\Omega)|\right)^2}} \\
S_{\text{thr}}(\Omega) &= \frac{\hbar \Re \chi_k^{-1}(\Omega) + |\text{Im}^2 \chi^{-1}(\Omega)|} {2 |\text{Im} \chi_k^{-1}(\Omega)|} + \frac{\hbar |\text{Im}^2 K(\Omega)|} {2 |\text{Im} \chi^{-1}(\Omega)|} \tag{58}
\end{align}

for all values of $S_{x,F}$. Similarly to $S_{\text{UB,0}}$, this spectral density monotonously decreases as $S_{x,F}$ increases while $S_{FF} < S_{\text{thr}}$, reaching its single minimum at $S_{x,F} = S_{\text{thr}}$ equal to the DQL, and then starts increasing as $S_{FF}$ is increased further. This is illustrated in Fig. 4 (top) where we plot $S_{\text{UB}}$, Eq. (57), in units of $S_{\text{DQL}}$, as a function of $S_{FF}$ in units of $S_{\text{thr}}$ for a fixed amount of dynamical damping $\text{Im} K$.

Let us also consider the situation where the quantities $K$ and $S_{FF}$ are proportional, $\hbar K(\Omega) = \alpha(\Omega) S_{FF}(\Omega)$, as is the...
different values of fixed \( K \) in full accord with Eq. (6) of Ref. [32]. The doubling occurs if \( S_{FF} \) the minimum at \( \Omega_1 \) by the fluctuation-dissipation theorem. It is well known that in Eqs. (54)], This scenario is shown in Fig. 4 (bottom) for case when, e.g., varying the circulating power in an optomechanical system while keeping the pump detuning fixed [see Eqs. (58)]. This scenario is shown in Fig. 4 (bottom) for different values of \( |\text{Im } \alpha| \). Note that the recasting factor \( S_{th} \), Eq. (58), used in Fig. 4 depends on \( \chi \) and \( \alpha \) in the present scenario. The above exemplifies how experimental constraints can be incorporated when applying our general analysis to a particular implementation.

It is instructive to consider the asymptotic “pure QCRB” limit of \( \chi \rightarrow 0 \), and compare it with the results of Ref. [32]. In this case, Eq. (57) takes the form

\[ S_{UB}(\Omega) \rightarrow S_{QCRB}(\Omega) \]

\[ \frac{\hbar}{2} S_{FF}(\Omega) S_{th}(\Omega) = \frac{\hbar^2 |\chi_0(\Omega)|^2}{S_{FF}(\Omega) + \sqrt{S_{FF}(\Omega)}}. \]  

where \( \chi_0 \) is given by Eq. (41) with \( K = K \). Depending on \( \text{Im } K \), it varies between the simple form (8) and twice its value, in full accord with Eq. (6) of Ref. [32]. The doubling occurs if \( \hbar |\text{Im } K| \) approaches \( S_{FF} \), which is its maximal value allowed by the fluctuation-dissipation theorem. It is well known that in optical resonators this happens at the optical resonance point \( \Omega = \delta \) in the resolved-sideband regime \( \gamma \ll \delta \), where \( \delta \) is the optical detuning and \( \gamma \) is the optical half bandwidth, which fully corresponds to Fig. 4 of Ref. [32].

**IV. OPTICAL INTERFEROMETRIC POSITION METER WITH AN AUXILIARY SPIN SYSTEM**

An important practical example of a stationary optical position meter with \( \sigma \neq 0 \) is the negative-mass-reference-frame scheme [44–46], which can be implemented using an atomic spin ensemble [17,47], an optomechanical system with a properly tailored drive [15,48,49], or an atomic Bose-Einstein condensate [50]. For specificity, we consider here the implementation where the same light sequentially probes a mechanical position \( x \) (using an ordinary interferometric position meter) and the collective spin of an atomic ensemble [17]. The second interaction can be viewed as a measurement of the position \( x_{\text{spin}} \) of an effective harmonic oscillator with negative effective mass and an eigenfrequency equal to the Larmor precession frequency of the spin ensemble [44]. It is interesting that this scheme can be considered both as a QND measurement of the auto-commuting variable \( x + x_{\text{spin}} \) as well as a back-action-evading measurement with frequency-dependent \( S_{FF} \). The scheme can also be implemented with two atomic spin oscillators that have effective masses with opposite signs, realizing an ac magnetometer [19].

The quantum noise spectral densities for this scheme, in the particular case of a broadband and resonance-tuned interferometer, are calculated in Appendix C.

\[ S_{xx}(\Omega) = \frac{\hbar}{4\theta_x} \left( 1 + 4\theta_x^2 |\chi_S(\Omega)|^2 + 4\theta_x |\text{Im } \chi_S(\Omega)| \right), \]  

\[ S_{FF}(\Omega) = \hbar \theta_1, \]  

\[ S_{SF}(\Omega) = \hbar \theta_S |\chi_S(\Omega)|, \]

where \( \theta_1 \) and \( \theta_S \) are the non-negative coupling factors for, respectively, the mechanical probe and the spin system, and \( \chi_S \) is the effective susceptibility of the negative-mass system (see details in Ref. [51]). It is easy to see that these spectral densities satisfy and saturate the uncertainty relation (6) (with \( K = 0 \), with the term \( \sigma \) originating from the dissipation in the spin system:

\[ S_{xx}(\Omega) S_{FF}(\Omega) - |S_{SF}(\Omega)|^2 = \hbar^2 \theta_1^2 |\chi_S(\Omega)| + \frac{\hbar^2}{4}. \]  

According to the reasoning of Refs. [17,47], in order to cancel the back-action, evolution of the negative-mass oscillator should mirror, with opposite sign, the evolution of the mechanical probe,

\[ \theta_S \chi_S(\Omega) = -\theta_1 \chi(\Omega). \]

Substitution of the spectral densities (61) into Eq. (29) with account of this gives that

\[ S_{\text{sum}}(\Omega) = \hbar |\text{Im } \chi(\Omega)| + \frac{\hbar^2}{4 |\chi(\Omega)|^2 S_{FF}(\Omega)}. \]  

This spectral density is plotted in Fig. 3. It is easy to see that it is noticeably larger than the optimal one [Eq. (49)]. The reason for this is the different criteria of optimization
in these two cases: condition (63) cancels the influence of the back-action noise, while condition (48b) minimizes the sum quantum noise, which includes also the negative-mass system’s thermal noise proportional to $|\text{Im } \chi_S|$. Substitution of the spectral densities (61) into Eq. (48b) gives the following requirement for the negative-mass system’s effective susceptibility:

$$\theta_S(\Omega) = \begin{cases} 
-\theta_1 \text{Re } \chi(\Omega) & \text{if } \theta_1 |\text{Im } \chi(\Omega)| < \frac{1}{2} \\
-\theta_1 \chi(\Omega) + \frac{i}{2} \text{sgn}[\text{Im } \chi(\Omega)] & \text{if } \theta_1 |\text{Im } \chi(\Omega)| \geq \frac{1}{2}.
\end{cases}$$

That is, the real part of $\theta_S(\chi)$ indeed has to mirror the real part of $\theta_1$, but the imaginary part has to be smaller than the imaginary part of $\theta_1 \chi$ (and equal to zero in the “weak back-action” case).

V. PHYSICAL ORIGIN OF THE DQL

It follows from the results of Sec. III that the DQL is inherent in linear stationary systems. In order to reveal its physical origin, it is instructive to return to the general nonstationary case and to the time-domain picture.

Consider again the structure of the output signal of the linear position meter [see Eq. (24)]. Here $\hat{F}$, being the meter output, is a classical observable. Therefore, its autocorrelator vanishes:

$$[\hat{F}(t), \hat{F}(t')] = 0. \quad (66)$$

This means that the autocorrelators of the meter sum noise $\hat{F}_{\text{sum}}$ and of the probe thermal noise $\hat{F}_T$ must cancel each other:

$$[\hat{F}_{\text{sum}}(t), \hat{F}_{\text{sum}}(t')] = -[\hat{F}_T(t), \hat{F}_T(t')] = -C_{TT}(t,t'). \quad (67)$$

Direct calculation using Eqs. (15), (18), and (25) gives that this is indeed the case. It is easy to show then, using the same logic as in the derivation of Eq. (30) from Eqs. (15) and (19), that in the stationary case, the spectral density of $\hat{F}_{\text{sum}}$ cannot be smaller than the DQL (9).

It follows from this consideration that the DQL originates from the nonautocommutativity of the probe thermal noise, similar to the SQL, which originates from nonautocommutativity of the probe position operator. In fact, it can be seen from Eq. (22) that instead of just the classical (c-number) signal force $F_{\text{sig}}$, its combination with the operator-valued thermal force $\hat{F}_T$ is measured. The nonautocommutativity of the latter “contaminates” this combination, thereby preventing its exact continuous measurement.

This similarity with the SQL suggests a way to overcome the DQL, namely, the use of nonstationary measurements which only give information about some autocommuting part of the thermal force (note that overcoming the DQL automatically means overcoming the SQL as well, seeing as $|\text{Im } \chi^{-1}| \leq |\chi^{-1}|$). As an example, consider the case of a near-resonance force acting on a harmonic oscillator. Such a force can be decomposed into a superposition of its cosine and sine quadratures, which excite, respectively, sine and cosine quadratures of the probe oscillator position. Therefore a nonstationary measurement sensitive to only one of the position quadratures will only give information about the corresponding force quadrature, evading the problem with the nonautocommutativity of the thermal force. It is easy to show that the early proposals aimed at beating the SQL, by means of measuring only one probe quadrature [5,25,52–54], allow the overcoming of not only the SQL, but also the DQL.

VI. CONCLUSIONS AND OUTLOOK

In this work we have presented a general analysis of the ultimate quantum sensitivity limits that pertain to stationary, linear force sensors. We employed a linear response formalism permitting a generic analysis in terms of the probe system susceptibility function and meter system correlation functions. Our analysis simultaneously includes the effects of dissipative probe dynamics, dynamic back-action, and finite probing strength. This approach allowed us to derive the general force sensing quantum limits (49) and (55) for fixed $S_{TF}$, and (56) and (59) for fixed $S_{TF}$ as well as the requirements on the meter noise spectral densities for attaining these limits. In particular, we elucidated the transition between a force sensor being limited by the QCRB versus the DQL. We showed here that the imaginary meter cross-correlations $\text{Im } S_{TF}$, associated with dissipation in the meter, can be beneficial for achieving the DQL. We exemplified this using a negative-mass spin oscillator that allows the generation of such meter correlations. We also revealed the physical origin of the DQL, namely, the nonautocommutativity of the probe thermal noise force, which must necessarily be matched by a corresponding nonautocommutativity of the meter sum quantum noise force.

In addition to establishing the fundamental quantum sensitivity limits, our generic results may serve as useful tools in the design and optimization of quantum-limited sensors. The QCRB (in the form of the shot noise) is already one of the main sensitivity limitations in large-scale GW laser interferometers. At the same time, the DQL could be an important limitation in tabletop optomechanical experiments at frequencies in the vicinity of the mechanical resonance, where $\text{Im } \chi^{-1}$ could be comparable with $|\chi^{-1}|$ and therefore the DQL approaches the SQL (see, e.g., Refs. [16,18]); the same consideration applies to magnetometers based on atomic spin oscillators [19].

In the present work, we have considered the local optimization of the quantum noise at a given signal (Fourier) frequency, establishing in this way the ultimate sensitivity limits. At the same time, in the practical design of any force sensor, the sensing bandwidth is a crucial consideration. A pertinent question is therefore whether the meter correlations required to achieve quantum-limited performance can be feasibly engineered over a bandwidth suitable for the sensing application at hand. This aspect will be discussed in our subsequent publication [55].
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APPENDIX A: DERIVATION OF Eqs. (6) AND (30)

On account of Eqs. (15) and (18) and the stationarity conditions (11) and (26), Eqs. (19) and (20) can be stated in the Fourier domain as

\[
\int_{-\infty}^{\infty} |Q(\Omega)|^2 \{S_{TT}(\Omega) - \hbar \Im \chi^{-1}(\Omega)\} d\Omega \geq 0,
\]

(A1a)

\[
\sum_{p,q \in \{x,F\}} \int_{-\infty}^{\infty} Q'_p(\Omega)Q_q(\Omega)\{S_{pq}(\Omega) + C_{pq}(\Omega)/2\} d\Omega \geq 0,
\]

(A1b)

for arbitrary \(Q(\Omega), \ Q_{p,q}(\Omega)\), where the spectra of the commutators \(C_{pq}\) are defined by

\[
C_{pq}(t,t') = C_{pq}(t-t',0) = \int_{-\infty}^{\infty} C_{pq}(\Omega)e^{-i\Omega(t-t')} d\Omega, \quad (A2)
\]

and are equal to

\[
C_{xx}(\Omega) = 0, \quad (A3a)
\]

\[
C_{FF}(\Omega) = -2\hbar \Im \chi(\Omega), \quad (A3b)
\]

\[
C_{xF}(\Omega) = -i\hbar. \quad (A3c)
\]

The following inequalities, which are local in \(\Omega\), are necessary and sufficient conditions for Eqs. (A1):

\[
S_{TT}(\Omega) - \hbar \Im \chi^{-1}(\Omega) \geq 0, \quad (A4a)
\]

\[
\sum_{p,q \in \{x,F\}} Q'_p(\Omega)Q_q(\Omega)\{S_{pq}(\Omega) + C_{pq}(\Omega)/2\} \geq 0, \quad (A4b)
\]

where now \(Q_{p,q}\) are arbitrary complex numbers. Due to Eqs. (A3) and the symmetry properties,

\[
S_{pq}(\Omega) = S_{qp}^*(\Omega), \quad (A5a)
\]

\[
C_{pq}(\Omega) = C_{qp}^*(\Omega), \quad (A5b)
\]

Eq. (A4b) can be reduced to

\[
S_{xx}(\Omega)[S_{FF}(\Omega) - \hbar \Im K(\Omega)] \geq |S_{xx}(\Omega)|^2 - \hbar \Im S_{FF}(\Omega) + \frac{\hbar^2}{4}. \quad (A6)
\]

Substituting \(\Omega \rightarrow -\Omega\) in Eqs. (A4a) and (A6) and taking into account the symmetry properties

\[
S_{qp}(\Omega) = S_{qp}^*(\Omega), \quad (A7a)
\]

\[
K(\Omega) = K^*(\Omega), \quad (A7b)
\]

we obtain

\[
S_{TT}(\Omega) + \hbar \Im \chi^{-1}(\Omega) \geq 0, \quad (A8a)
\]

\[
S_{xx}(\Omega)[S_{FF}(\Omega) + \hbar \Im K(\Omega)] \geq |S_{xx}(\Omega)|^2 + \hbar \Im S_{FF}(\Omega) + \frac{\hbar^2}{4}. \quad (A8b)
\]

Finally, the combination of Eqs. (A4a) and (A8a) yields Eq. (30), whereas that of Eqs. (A6) and (A8b) yields Eq. (6).

APPENDIX B: DERIVATION OF Eqs. (56) AND (59)

a. Notations. For brevity, we suppress in this Appendix the explicit frequency dependence of all variables, set \(\hbar = 1\), and introduce the following notations:

\[
D = \chi^{-1}, \quad D_K = \chi_K^{-1}, \quad (B1a)
\]

and for any quantity \(O\),

\[
Q = \Re O, \quad Q'' = \Im O. \quad (B1b)
\]

In this notation, Eqs. (6) and (29) have the following form:

\[
S_{xx}S_{FF} - S_{xx}'' - (K^*S_{xx} - \sigma)^2 = |\sigma| + \frac{1}{2}. \quad (B2a)
\]

\[
S_{sum} = (|D_K|^2 - 2D_K' K'')S_{xx} + 2D_K'S_{FF} + 2D_K'' \sigma + S_{FF}, \quad \quad (B2b)
\]

or

\[
X^2 + Y^2 = \frac{R^2}{4K''^2}, \quad (B3a)
\]

\[
S_{sum} = AX + BY + C, \quad (B3b)
\]

where

\[
X = S_{xx} - \frac{\sigma}{K''} - \frac{S_{FF}}{2K''}, \quad Y = S_{FF}'' \quad (B4a)
\]

\[
R = \sqrt{(S_{FF} + K'')\sgn\sigma}[S_{FF} + K''(4|\sigma| + 1)\sgn\sigma], \quad (B4b)
\]

\[
A = |D_K|^2 - 2D_K' K'' = D_K'^2 + D'' - K'', \quad (B4c)
\]

\[
B = 2D_K' K'', \quad (B4d)
\]

\[
C = \frac{1}{2K''^2}[|(D_K|^2 - 2D'' K'')S_{FF} + 2|D_K|^2 K'\sigma]. \quad (B4e)
\]

b. Optimization in \(S_{xx}\) and \(\Re S_{FF}\). It follows from Eq. (B3a) that

\[
X = \frac{R}{2K''^2} \cos \theta, \quad Y = \frac{R}{2K''^2} \sin \theta, \quad (B5)
\]

where

\[
\theta = \arctan \frac{Y}{X}. \quad (B6)
\]

Therefore,

\[
S_{sum} = \frac{R}{2K''^2}(A \cos \theta + B \sin \theta) + C. \quad (B7)
\]

The minimum of \(S_{sum}\) in \(\theta\) is provided by

\[
\cos \theta = -\frac{A}{\sqrt{A^2 + B^2}}, \quad \sin \theta = -\frac{B}{\sqrt{A^2 + B^2}}. \quad (B8)
\]

which is equivalent to

\[
S_{xx} = \frac{1}{2K''^2}\left(S_{FF} - \frac{|D_K|^2 - 2D_K' K''}{D'^2} R + \frac{\sigma}{K''}\right), \quad (B9a)
\]

\[
S_{FF}' = -\frac{D_K}{D'^2} R, \quad (B9b)
\]

where

\[
D'^4 = A^2 + B^2 = |D_K|^2(|D_K|^2 - 4D' K'') \quad = 4D'^2(s_{uu} - K''), \quad (B10)
\]
and

\[ S_{\text{thr}} = \frac{|D_k|^2 - 2D''K''}{2|D''|} = \frac{D_k^2 + D''^2 + K''^2}{2|D''|}. \]  

(B11)

The minimum value is

\[ S_{\text{sum}} = C - \frac{R}{2K''^2} \sqrt{A^2 + B^2} \]

\[ = \frac{1}{2K''^2} \left[ (|D_k|^2 - 2D''K'')S_{FF} + 2|D_k|^2K''\sigma - D^2R \right]. \]  

(B12)

c. \( \sigma = 0 \). In this case,

\[ S_{\text{sum}} = \frac{|D''|}{K''^2} \left[ S_{\text{thr}}S_{FF} - \sqrt{(S_{\text{thr}}^2 - K''^2)(S_{FF}^2 - K''^2)} \right] \]

\[ = \frac{|D''|^2(S_{\text{thr}}^2 + S_{FF}^2 - K''^2)}{S_{\text{thr}}S_{FF} + \sqrt{(S_{\text{thr}}^2 - K''^2)(S_{FF}^2 - K''^2)}} \]  

(B13)

(note that \( S_{FF}, S_{\text{thr}} \geq |K''| \)). The minimum of Eq. (B13) in \( S_{FF} \) is provided by

\[ S_{FF} = S_{\text{thr}} \]  

(B14)

and is equal to the DQL,

\[ S_{\text{sum}} = |D''|. \]  

(B15)

d. Minimum in \( \sigma \). Minimizing \( S_{\text{sum}}(\Omega) \), Eq. (B12), with respect to \( |\sigma| \), we find that a non-zero minimum point \( |\sigma| > 0 \) must obey

\[ |\sigma| = |D''| \frac{S_{FF} \text{sign}(D'') - S_{\text{thr}}}{|D''|^2} \]  

(B16)

and hence exists if \( S_{FF} > S_{\text{thr}} \) with sign \( \sigma = - \text{sign} D'' \). The corresponding minimum value of \( S_{\text{sum}} \) is the DQL,

\[ S_{\text{sum}} = |D''|. \]  

(B17)

If \( S_{FF} \leq S_{\text{thr}} \), the minimum of Eq. (B12) occurs at \( \sigma = 0 \) and is given by Eq. (B13).


[25] A slightly more general starting point than the one adopted here is sometimes used in the literature. It involves the unnormalized output of the meter $\hat{Z}$, whose signal part is proportional to the forward transfer function $\chi_{ZF}$. In the Fourier-domain analysis of stationary systems, $\chi_{ZF}$ can be straightforwardly absorbed in the meter output variable $\hat{x} \equiv Z/\chi_{ZF}$, thereby recovering the formalism used in this work.


