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ABSTRACT. For a finite group $G$, we define an equivariant cobordism category $C^G_d$. Objects of the category are $(d-1)$-dimensional closed smooth $G$-manifolds and morphisms are smooth $d$-dimensional equivariant cobordisms. We identify the homotopy type of its classifying space (i.e. geometric realization of its simplicial nerve) as the fixed points of the infinite loop space of a certain equivariant Thom spectrum.
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1. Introduction

For each finite group $G$ we define the equivariant cobordism category $C^G_d$. Objects are $(d-1)$-dimensional closed smooth manifolds equipped with a smooth action of $G$. The morphism space has homotopy type

$$C^G_d(M_0, M_1) \simeq \bigsqcup_L \text{Diff}^G(L, \partial L),$$

where $\text{Diff}^G(L, \partial L)$ denotes the classifying space of $G$-equivariant diffeomorphisms that fix the boundary pointwise, and the disjoint union is over $G$-manifolds $L$ equipped with an equivariant diffeomorphism $\partial L \cong M_0 \bigsqcup M_1$, one in each equivariant diffeomorphism class relative $\partial L$.

The main result of this paper identifies the homotopy type of the classifying space (the geometric realization of the nerve) as the fixed point space of the infinite loop space of a certain orthogonal $G$-spectrum.

**Theorem 1.1.** There is a weak equivalence

$$BC^G_d \simeq (\Omega^{\infty-1} MTO_d)^G.$$ 

The genuine $G$-equivariant spectrum $MTO_d$ is defined in Section 2.4 as a certain Thom spectrum. As the special case $G = 1$ we recover the statement of [GMTW09] determining the homotopy type of the non-equivariant cobordism category.

A full description of the two spaces and the map in Theorem 1.1 is too technical for an introduction, but let us describe some aspects of it. For a manifold $B$ with trivial action and a smooth closed $G$-manifold $L$, a smooth equivariant $L$-bundle is a smooth bundle $E \to B$ where $E$ is equipped with a smooth action of $G$ and the fibers are equivariantly diffeomorphic to $L$. Such bundles are classified by homotopy classes of maps $B \to \text{Diff}^G(L)$. By definition of $C^G_d$, one of the path components of $C^G_d(\emptyset, \emptyset)$, namely the endomorphism monoid of the empty set, is a model for $\text{Diff}^G(L)$, resulting in a map $\text{Diff}^G(L) \to C^G_d(\emptyset, \emptyset)$ and an induced map $C^G_d(\emptyset, \emptyset) \to \Omega BC^G_d$. For an equivariant $L$-bundle $E \to B$ classified by a map $f: B \to \text{Diff}^G(L)$, the homotopy class of the composite

$$B \xrightarrow{f} \Omega BC^G_d \to (\Omega^{\infty} MTO_d)^G$$

(1.1)

can now be described using an equivariant version of the Pontryagin-Thom construction as follows. Choose a fiberwise embedding

$$E \xrightarrow{\nu_e} \xi^\perp \to \text{Gr}_d(V),$$

for some sufficiently large $G$-representation $V$. This induces a map $E \to \text{Gr}_d(V)$ classifying the vertical tangent bundle of $E$. If $\nu_e$ denotes the vertical normal bundle, we get a map of equivariant bundles

$$\nu_e \xrightarrow{\xi^\perp} \text{Gr}_d(V),$$

as shown in the diagram below.
where $\xi^\perp$ denotes the complement of the tautological bundle. Writing $Th(\nu_v)$ and $Th(\xi^\perp V)$ for the Thom spaces of the bundles and composing with the Pontryagin collapse gives an equivariant map $B \times S^V \to Th(\nu_v) \to MTO_d(V)$. The adjoint gives a map $B \to (\Omega^V MTO_d(V))^G$, since $B$ has trivial action. The space $\Omega^\infty MTO_d$ is defined as the colimit of $\Omega^V MTO_d(V)$ over the poset of finite dimensional subrepresentations of a universal representation $\mathcal{U}_G$. The composite

$$B \to (\Omega^V MTO_d(V))^G \to (\Omega^\infty MTO_d)^G$$

is the homotopy class of (1.1).

After giving the necessary definitions in Section 2, we prove Theorem 1.1 in Section 3, Section 4 and Section 5. In Section 6, we introduce a version of Theorem 1.1 with tangential structures. The input is a space $\Theta$ with commuting actions of $G$ and $\text{GL}_d(\mathbb{R})$. For a $G$-manifold $W$, an equivariant $\Theta$-structure is a $G \times \text{GL}_d(\mathbb{R})$-equivariant map from the frame bundle $\text{Fr}(W) \to \Theta$. We define the category $C^G_\Theta$ of $G$-manifolds with $\Theta$-structure, a corresponding spectrum $MT\Theta$, and discuss a generalization of Theorem 1.1 in this setting.

Finally, we relate our result to classical notions of equivariant bordism groups in Section 8.
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2. Definitions

First we briefly review the theory of smooth equivariant bundles. For a finite group $G$, we define equivariant versions $\psi_d(V,W)$ of spaces of manifolds analogous to those in [GRW10], then define an equivariant version $C_d$ of the cobordism category such that the fixed point category $C_d^G$ recovers the $G$-bordism category described informally in the introduction. We also give a careful definition of $MTO_d$ as an orthogonal $G$-spectrum. Finally, we describe the equivariant map (or rather zig-zag of maps) $BC_d \to \Omega^{\infty-1} MTO_d$, which, after taking fixed points becomes the equivalence in Theorem 1.1. (We shall leave it to the interested reader to relate this morphism in the equivariant homotopy category with the Pontryagin–Thom construction described in the introduction.)
2.1. **Equivariant bundles.** We recall some definitions and results about equivariant bundles. First we discuss the general theory, then focus on the case of smooth manifold bundles. Let us emphasize that this section is not logically necessary for the proof of Theorem [1.1] instead the goal is to motivate the definition of the equivariant cobordism category $\mathcal{C}_d$ in subsection [2.3] below, and to give an interpretation of the path components in some of its morphism spaces as classifying spaces for equivariant smooth manifold bundles.

**Definition 2.1.** Let $A$ be a topological group and $G$ a finite group. A $G$-$A$-bundle is a fiber bundle $p: E \to B$ with structure group $A$, together with actions of $G$ on $E$ and $B$ such that $p$ is $G$-equivariant and $G$ acts through maps of principal $A$-bundles. This is equivalent to saying that in the associated principal $A$-bundle $\pi: P \to B$, the space $P$ is a $(G \times A)$-space and $\pi$ is $G$-equivariant.

We will write the action of $G$ on $P$ from the left and the action of $A$ on the right. As discussed in [Las82] and [Bir73], in order for $G$-$A$-bundles to have the right homotopical properties, they need to satisfy a $G$-local triviality condition. For $G$ finite and $B$ Hausdorff, this can be stated as follows.

**Definition 2.2** (Bierstone’s condition). Let $p: E \to B$ be a $G$-$A$-bundle with fiber $F$. For $b \in B$ write $G_b \leq G$ for the stabilizer of $b$. We say the bundle satisfies Bierstone’s condition if for each $b \in B$ there is a $G_b$-invariant neighborhood $U_b$ of $b$ in $B$ and $G_b$-equivariant map $p^{-1}(U_b) \to U_b \times F$ that is an equivalence of $A$-bundles over $U_b$. Here $U_b \times F$ has $G_b$-action given by

$$h(u, y) = (hu, \rho_b(h)y),$$

for some homomorphism $\rho_b: G_b \to A$, where $u \in U_b$, $h \in G_b$, $y \in F$.

Note that the homomorphism $\rho$ above is determined up to conjugacy by the action of $G_b$ on the fiber $p^{-1}(b)$. We say two principal $G$-$A$-bundles $P_1$ and $P_2$ over $B$ are equivalent if there is a $G \times A$-equivariant homeomorphism $P_1 \to P_2$ over $B$.

A slightly stronger condition on a $G$-$A$-bundle $p: E \to B$ is to be $G \times A$-locally trivial which additionally requires trivializability with respect to a $G$-equivariant open cover by slices, see [Las82] Definition on p. 258 and Lemma 1.1. Finally there is the even stronger notion of being numerable, in which the open cover by slices is required to admit a partition of unity, see [Las82] Definition on p. 262. If the base $B$ is a $G$-manifold, or more generally a topological space which is Hausdorff, paracompact and completely regular, then these three notions agree, see [Las82] Lemma 1.3 and Corollary 1.13. Therefore we shall not dwell on the distinction.

As explained in [Las82] Section 2], there exists a universal numerable principal bundle $p: E_G A \to B_G A$, such that numerable $G$-$A$-bundles over $B$ is in bijective correspondence with $[B, B_G A]^G$, the set of equivariant homotopy classes of equivariant maps, and the correspondence is given by pullback of $p$. The following theorem gives a characterization of universal bundles (see [Las82] Theorem 2.14).

**Proposition 2.3.** A numerable principal $G$-$A$-bundle $\pi: E_G A \to B_G A$ is universal if for each $H \leq G$ and each homomorphism $\rho: H \to A$, the fixed point space $E_G A_H$ is contractible, where $H$ acts via $z \mapsto h\rho(h)^{-1}$ for $z \in E_G A$, $h \in H$.

This is related to the notion of classifying spaces for families of closed subgroups from equivariant homotopy theory as follows, see also [May96] VII.2. Let $\mathcal{F}$ be the family of closed subgroups $H \leq G \times A$ satisfying $H \cap ((e) \times A) = \{e\}$. In other
words $\mathcal{F}$ consists of those subgroups arising as \{(h, \rho(h)) \mid h \in H\} for a subgroup $H \leq G$ and a homomorphism $\rho: H \to A$. There is then a universal $(G \times A)$-CW complex $E\mathcal{F}$ whose fixed points for any closed subgroups $H \leq G \times A$ satisfy

1. $E\mathcal{F}^H \simeq \ast$ for $H \in \mathcal{F}$,
2. $E\mathcal{F}^H = \emptyset$ for $H \not\in \mathcal{F}$.

In particular the group $A = \{e\} \times A$ itself acts freely and the quotient map

$$E\mathcal{F} \to E\mathcal{F}/A$$

is a model for $E_GA \to B_GA$.

Let us now consider the case $A = \text{Diff}(M)$ for a smooth closed manifold $M$. For a finite dimensional orthogonal $G$-representation $V$ and a closed smooth manifold $M$, let $\text{Emb}(M, V)$ denote the space of embeddings $M \hookrightarrow V$ equipped with the $C^\infty$ topology. This space has an action of $G \times \text{Diff}(M)$ where $\text{Diff}(M)$ acts on the right by precomposition and $G$ on the left by postcomposition. Choose a universal $G$-representation $U_G$, i.e. an infinite dimensional representation containing an isomorphic copy of every finite dimensional representation, and let

$$\text{Emb}(M, U_G) = \colim_{V \in s(U_G)} \text{Emb}(M, V),$$

where $s(U_G)$ denotes the poset of finite dimensional subrepresentations of $U_G$.

**Proposition 2.4.** The $G$-space $\text{Emb}(M, U_G)/\text{Diff}(M)$ is $G$-equivariantly weakly equivalent to the equivariant classifying space $B_G\text{Diff}(M)$. More precisely, there is a commutative diagram

$$\begin{array}{ccc}
E_G\text{Diff}(M) & \xrightarrow{\simeq_G} & \text{Emb}(M, U_G) \\
\downarrow & & \downarrow \\
B_G\text{Diff}(M) & \xrightarrow{\simeq_G} & \text{Emb}(M, U_G)/\text{Diff}(M),
\end{array}$$

where the vertical maps are the quotient maps and the horizontal maps are $G$-equivariant weak equivalences.

**Proof.** Let $H \leq G$ be a subgroup and $\rho: H \to \text{Diff}(M)$ a homomorphism. Consider $\text{Emb}(M, U_G)$ under the left $H$-action defined by $\tilde{\rho}: H \to G \times \text{Diff}(M)$ given by $h \mapsto (h, \rho(h)^{-1})$. Then the fixed points $\text{Emb}(M, U_G)^H$ are $H$-equivariant embeddings $M \to V$ where the $H$-action on $M$ is given by $\rho$. Thus $\text{Emb}(M, U_G)^H$ is weakly contractible by the Mostow–Palais theorem (the equivariant analogue of Whitney embedding). On the other hand, clearly $\text{Emb}(M, U_G)^H = \emptyset$ for any $H \leq G \times \text{Diff}(M)$ containing an element of the form $(e, f)$ with $f \in \text{Diff}(M) \setminus \{e\}$. The general theory of classifying spaces for families then provides a $(G \times \text{Diff}(M))$-equivariant weak equivalence

$$E\mathcal{F} \to \text{Emb}(M, U_G),$$

and by taking quotients by $\text{Diff}(M)$ we obtain the commutative diagram (2.1).

It remains to see that the bottom horizontal map in (2.1) is an equivariant weak equivalence. Firstly, it is easy to see that the diagram (2.1) is cartesian: for any $x \in B_G\text{Diff}(M)$ with stabilizer $H \leq G$, the induced map of vertical fibers is an $H$-equivariant homeomorphism. That is because both fibers are torsors for the centralizer

$$C_{\text{Diff}(M)}(\rho(H)),$$
where $\rho: H \to \text{Diff}(M)$ is a homomorphism whose conjugacy class is determined by $x$. The proof will now be finished if we can show that the maps

$$\tag{2.2} (\text{Emb}(M, U_G))^H \to (\text{Emb}(M, U_G)/\text{Diff}(M))^H$$

are quasi-fibrations for all $H \leq G$. Indeed, the long exact sequences and the five-lemma then imply that the induced maps of homotopy groups

$$\pi^H_n(B_G\text{Diff}(M)) \to \pi^H_n(\text{Emb}(M, U_G)/\text{Diff}(M))$$

are isomorphisms for all subgroups $H \leq G$, all $n \geq 1$, and all basepoints; the case $n = 0$ is easily handled separately (the map (2.2) induces a surjection on $\pi^0_H$).

To see that (2.2) is a quasi-fibration we first consider $V \in s(U_G)$. By the same argument as [BRF81, Proposition 5] we deduce that the quotient map $\text{Emb}(M, V) \to \text{Emb}(M, V)/\text{Diff}(M)$ has $H$-equivariant local sections near any $H$-fixed point. (By using the $H$-invariant Riemannian metric on $V$, the tubular neighborhood denoted $S^*_\epsilon$ in op.cit. can be chosen $H$-invariant. The rest of the argument then applies verbatim.) This is equivalent to satisfying Bierstone’s condition, by [LasS2, Lemma 1.4], which implies that the induced map

$$\tag{2.3} (\text{Emb}(M, V))^H \to (\text{Emb}(M, V)/\text{Diff}(M))^H$$

is a fiber bundle, and in particular a Serre fibration. In this situation, taking homotopy groups commutes with the filtered colimit over $V \in s(U_G)$, since any inclusion $V \subset V'$ is sent to an inclusion of a closed subspaces. Since the homotopy groups of (2.3) and of its point-set fibers fit into a long exact sequence for every $V$, the same holds in the colimit, proving that (2.2) is a quasi-fibration. \[\square\]

To relate this model of $B_G\text{Diff}(M)$ with the discussion in Section 1 we pass to $G$-fixed point spaces. Up to weak equivalence they may be described in terms of groups of equivariant diffeomorphisms, as follows (proved by the argument of [May96, Theorem VII.2.4]).

**Lemma 2.5.** For any subgroup $H \leq G$

$$\left( B_G(\text{Diff}(M)) \right)^H \simeq \coprod_\rho B\text{Diff}^H(M, \rho),$$

where the disjoint union is over conjugacy classes of homomorphisms $\rho: H \to \text{Diff}(M)$ and $\text{Diff}^H(M, \rho)$ is the group of equivariant diffeomorphisms, that is, the centralizer $C_{\text{Diff}(M)}^{H}(\rho(H))$ of the image under $\rho$.

As in the non-equivariant case, it is sometimes more natural to consider smooth bundles, defined as follows.

**Definition 2.6.** Let $M$ be a smooth closed manifold. A smooth $G$-equivariant bundle with fiber $M$ is a $G$-$\text{Diff}(M)$-bundle $p: E \to B$ with fiber $M$ with $E$ and $B$ smooth $G$-manifolds, such that Bierstone’s condition is satisfied and that the local trivializations may be chosen smooth.

A smooth $G$-equivariant manifold bundle is a disjoint union of such, over varying $M$.

We also have an analogue of Ehresmann’s fibration theorem (see [Ulr88, 1.12] for a proof).

**Lemma 2.7 (Ehresmann’s lemma).** If $p: E \to B$ is a $G$-equivariant proper submersion of smooth $G$-manifolds, then it is a $G$-equivariant manifold bundle.
Smooth bundles in this sense have the same classification theory as principal \( G - \text{Diff}(M) \)-bundles, in the sense that isomorphism classes of smooth \( G \)-equivariant bundles with fiber \( M \) over some smooth \( G \)-manifold \( B \) are in natural bijection with the set \([B, B_G \text{Diff}(M)]^G\) of equivariant homotopy classes of maps \( B \to B_G \text{Diff}(M)\). The point is that continuous equivariant maps \( B \to \text{Emb}(M, U_G)/\text{Diff}(M)\) may be approximated by smooth ones, and that we may then pull back the “universal” smooth \( G \)-equivariant bundle with fiber \( M \), modeled as

\[
\frac{\text{Emb}(M, U_G) \times M}{\text{Diff}(M)} \to \frac{\text{Emb}(M, U_G)}{\text{Diff}(M)}.
\]

This finishes our discussion of how to interpret the quotient \( \text{Emb}(M, U_G)/\text{Diff}(M) \) as a classifying space for \( G \)-equivariant smooth bundles.

### 2.2. Spaces of manifolds.

**Definition 2.8.** For any finite dimensional inner product space \( V \) and open subset \( O \subset V \), let \( \Psi_d(O) \) be the set of closed subsets \( M \subset O \) which are smooth \( d \)-dimensional (not necessarily compact) manifolds without boundary. Consider these as spaces with the topology defined in [GRW10, Section 2.1], which is a \( C^\infty \) variant of the compact-open topology (see [Sch17, Section 2] for another approach to defining the topology).

The topology on \( \Psi_d(O) \) has the following property. For a submersion of manifolds \( \pi: E \to B \) and a proper embedding \( \iota \) over \( B \)

\[
\begin{array}{ccc}
E & \xrightarrow{\pi} & B \times O \\
\iota \downarrow & & \downarrow \\
B & &
\end{array}
\]

the associated map \( f: B \to \Psi_d(O) \) given by \( b \mapsto \{b\} \times O \cap \iota(E) \) is continuous. We call the map \( f: B \to \Psi_d(O) \) smooth in the above case, and \( E \) is the graph of \( f \).

If \( \varphi: O' \to O \) is an open embedding then we have a continuous map \( \Psi_d(O) \to \Psi_d(O') \), mapping \( M \) to its inverse image under \( \varphi \). In particular if \( G \) is a finite group, \( V \) an orthogonal \( G \)-representation, and \( O \subset V \) a \( G \)-invariant open subset, we get an action of \( G \) on \( \Psi_d(O) \) where fixed points \( \Psi(O)^G \) are sets of \( G \)-manifolds \( M \) equivariantly embedded in \( O \) as a closed subset.

Now let \( B \) be a manifold with trivial action, \( E \) a \( G \)-manifold with an equivariant submersion \( \pi: E \to B \), \( V \) a finite dimensional orthogonal \( G \)-representation, and \( O \subset V \) a \( G \)-invariant open subset. If we have an equivariant embedding \( \iota \) as above, we call the associated continuous map \( B \to \Psi_d(O)^G \) smooth.

**Lemma 2.9.** Let \( V \) be a \( G \)-representation, \( O \subset V \) a \( G \)-invariant open subset. Let \( B \) be a smooth manifold and let \( f: B \to \Psi_d(O)^G \) be a continuous map. Let \( S \subset B \times O \) be open, and \( T \subset B \times O \), both invariant subsets such that \( S \subset \text{int}(T) \). Then there exist a homotopy \( F: [0,1] \times B \to \Psi_d(O)^G \) starting at \( f \), which is smooth on \( [0,1] \times S \subset [0,1] \times B \times O \) and is constant outside \( T \). Furthermore, if \( f \) is already smooth on an open set \( A \subset S \) then the homotopy can be assumed to be smooth on \( [0,1] \times A \).

**Proof.** The proof is analogous to [GRW10, Lemma 2.17], we point out the observations needed to address the equivariant case. Following [GRW10, Definition 2.1], the topology on \( \Psi_d(V)^G \) can be built as a limit from the compactly supported
Section 1 is now as follows.

\(a\) continuous equivariant functor \(C\) given by concatenation.

\(M\) where \(C\) the colimit of \(\Psi\) the (strict) action of \(G\).

The precise definition of the cobordism category \(C^G_d\) informally introduced in Section 1 is now as follows.
Definition 2.13. Choose a universal representation $U_G$, and let
\[ \mathcal{C}_d(U_G) = \operatorname{colim}_{U_G} \mathcal{C}_d(V), \]
where $\operatorname{colim}_{U_G}$ denotes the colimit taken over the poset of finite dimensional sub-representations of $U_G$.

Finally, let
\[ \mathcal{C}_d^G = (\mathcal{C}_d(U_G))^G \]
be the fixed category.

Remark 2.14. The cobordism category defined above is only a non-unital category and its nerve is therefore only a semi-simplicial space, i.e., without degeneracy maps. The classifying space in Theorem 1.1 therefore denotes the “thick” geometric realization of the nerve.

For later use, let us remark that our equivariant bordism category does have weak units, namely the morphisms $(N, r)$ where $N = M \times R$ is a cylinder: the maps of morphisms spaces defined by composing with a cylinder from the left or from the right are canonically homotopic to the identity.

2.4. The orthogonal $G$-spectrum $MTO_d$. Let $G$-Top denote the category whose objects are compactly generated topological $G$-spaces and whose morphisms are based equivariant maps and let $G$-Top$_*$ be the corresponding based category. Cartesian product and smash product give these categories symmetric monoidal structures, so it makes sense to enrich over them. In particular there is a $G$-Top$_*$-enriched category $\mathcal{Top}_G$ whose objects are based compactly generated $G$-spaces and whose morphisms are all based (not necessarily equivariant).

Let $\mathcal{L}_G$ denote the category of finite dimensional orthogonal $G$-representations and isometric embeddings, enriched over $G$-Top.

Following [MM02, Section II.4], let $\mathcal{J}_G$ be the $G$-Top$_*$-enriched category with
\[ \operatorname{Ob}(\mathcal{J}_G) = \operatorname{Ob}(\mathcal{L}_G) \]
and morphisms are the Thom space
\[ \mathcal{J}_G(V, W) = \operatorname{Th}
\begin{pmatrix}
(\operatorname{im}\varphi)^\perp \\
\downarrow \\
\mathcal{L}_G(V, W)
\end{pmatrix} \]
where $(\operatorname{im}\varphi)^\perp$ denotes the vector bundle whose total space is $\{(\varphi, w) \in \mathcal{L}_G(V, W) \times V | w \in (\operatorname{im}\varphi)^\perp\}$. An orthogonal $G$-spectrum then is a $G$-Top$_*$-enriched functor $\mathcal{J}_G \to \mathcal{Top}_G$.

Definition 2.15. The orthogonal $G$-spectrum $MTO_d$ is the enriched functor $\mathcal{J}_G \to \mathcal{Top}_G$ defined on objects as
\[ MTO_d(V) = \mathcal{J}_G(\mathbb{R}^d, V)/O(d) \cong \operatorname{Th}
\begin{pmatrix}
\xi^\perp_V \\
\downarrow \\
\operatorname{Gr}_d(V)
\end{pmatrix}, \]
where $\operatorname{Gr}_d(V)$ denotes the Grassmannian of $d$-planes in $V$, and $\xi^\perp$ is the orthogonal complement of the tautological bundle.
Explicitly, a non-basepoint morphism \((\varphi, w) \in J_G(V, W)\) is assigned the map \(\text{MTO}_d(V) \to \text{MTO}_d(W)\) induced by Thomifying the bundle map 

\[
\begin{align*}
\xi_V^+ \xrightarrow{\varphi(-) + w} \xi_W^+ \\
\downarrow & \quad \downarrow \\
\text{Gr}_d(V) & \xrightarrow{\text{Gr}_d(\varphi)} \text{Gr}_d(W).
\end{align*}
\]

**Definition 2.16.** For an orthogonal \(G\)-spectrum \(E\), and a universal representation \(U_G\) of \(G\), let \(s(U_G)\) denote the poset of finite dimensional subrepresentations of \(U_G\). Then define

\[
\Omega^U E = \colim_{V \in s(U_G)} \Omega^V E(V),
\]

where \(\Omega^V E(V) = \text{Map}(S^V, E(V))\) is the \(G\)-space of pointed maps from the representation sphere. When the group and the universe is given in the context, we will write \(\Omega^\infty\) instead of \(\Omega^U\).

**Definition 2.17.** For an orthogonal spectrum \(E\) and a \(G\)-representation \(V\), let \(sh_V E\) be the orthogonal spectrum given by \(sh_V E(W) = E(V \oplus W)\). Then denote

\[
\Omega^{U \to V} E = \Omega^U \text{sh}_V E.
\]

2.5. **Proof of the main theorem.** The equivalence in Theorem 1.1 will be deduced as a consequence of the following lemmas.

**Proposition 2.18.** There is an equivariant weak equivalence

\[
\text{BC}_d(V) \simeq \psi_d(V \oplus 1, 1).
\]

**Proposition 2.19.** When \(\dim(V^G) \geq d\), there is an equivariant weak equivalence

\[
\psi_d(V \oplus 1, 1) \sim \Omega^V \psi_d(V \oplus 1, V \oplus 1).
\]

**Proposition 2.20.** There is an equivariant weak equivalence

\[
\text{MTO}_d(V) \sim \psi_d(V, V).
\]

These propositions will be proved in Section 3, Section 4, and Section 5 respectively. The following is now an immediate consequence.

**Theorem 2.21.** The maps defined above result in a zig-zag of equivariant weak equivalences

\[
\text{BC}_d(V) \simeq \psi_d(V \oplus 1, 1) \sim \Omega^V \psi_d(V \oplus 1, V \oplus 1) \sim \Omega^V \text{MTO}_d(V \oplus 1),
\]

for any orthogonal \(G\)-representation \(V\) with \(\dim(V^G) \geq d\).

**Theorem 2.22.** The maps above induce an equivariant equivalence

\[
\text{BC}_d(U_G) \simeq \Omega^{U \to V} \text{MTO}_d.
\]

**Proof.** The equivalences in Theorem 2.21 are compatible under isometric embeddings \(V \to W\), and hence taking colimits we get the equivalence in our theorem.

The equivariant weak equivalence in Theorem 2.22 implies our Theorem 1.1 by taking fixed points.
3. The Classifying Space of the Equivariant Cobordism Category

As the first step in the proof of [Theorem 2.22] we show [Proposition 2.18] that for any $G$-representation $V$ there is an equivariant equivalence

$$BC_d(V) \simeq \psi_d(V \oplus 1, 1).$$

The proof of this is very similar to the non-equivariant case ([GRW10], Section 3).

We outline the steps of the proof. In Section 3.1 we introduce the posets $D_d(V)$ and $D'_d(V)$ and functors (of non-unital categories)

$$C_d(V) \leftarrow D'_d(V) \rightarrow D_d(V)$$

that induce level-wise equivariant equivalences of nerves, as shown in Section 3.2.

Finally we show that the forgetful map $BD_d(V) \rightarrow \psi_d(V \oplus 1, 1)$ is an equivariant equivalence. Recall that we work with thick geometric realization, so level-wise equivalence induces equivalence of the realizations.

### 3.1. Models for the Equivariant Cobordism Category

Let $V$ be a finite dimensional $G$-representation. The following definitions agree with [GRW10] Definition 3.8] and [GRW10] Theorem 3.9] when $G = \{e\}$ and $V = \mathbb{R}^n$.

**Definition 3.1.** Let $D_d(V)$ be the following topological poset. Objects are pairs $(M,a)$ such that $M \in \psi_d(V \oplus 1, 1)$ and $a \in \mathbb{R}$ is a regular value of the map $M \rightarrow \mathbb{R}$ induced by the projection $\pi_1: V \oplus 1 \rightarrow 1$. It is given the subspace topology $\text{Ob}(D_d(V)) \subset \psi_d(V \oplus 1, 1) \times \mathbb{R}$.

The ordering is defined by $(M,a) < (M',a')$ if and only if $M = M'$ and $a < a'$.

We say that $M \in \psi_d(V \oplus 1, 1)$ is cylindrical in the interval $(a,b)$ if there is $N \in \psi_{d-1}(V)$ such that

$$M \cap \pi_1^{-1}(a,b) = N \times (a,b).$$

**Definition 3.2.** For $\epsilon > 0$, let $D'_d(V)$ be the topological poset defined similarly to $D_d(V)$, but with objects the subspace of pairs $(M,a) \in \psi_d(V \oplus 1, 1) \times \mathbb{R}$ such that $a$ is a regular value of $M \rightarrow \mathbb{R}$ and $M$ is cylindrical in $(a-\epsilon, a+\epsilon)$.

When $V$ is a $G$-representation, the posets $D'_d(V)$ and $D_d(V)$ become posets with $G$-action. There is a natural inclusion of posets $i: D'_d(V) \rightarrow D_d(V)$.

**Definition 3.3.** Define a natural functor $p: D'_d(V) \rightarrow C_d(V)$ as follows. On objects it maps $(M,a)$ to $\pi_1^{-1}(a) \cap M \in \psi_{d-1}(V)$. A morphism $(M,a) < (M',a')$ gets mapped to

$$((-\infty,0] \times (\pi_1^{-1}(a) \cap M)) \cup (\pi_1^{-1}(a,a') \cap M - a\mathbf{e}_1) \cup ([0,\infty) \times (\pi_1^{-1}(a') \cap M),$$

where $\mathbf{e}_1$ denotes the unit vector in the direction of the trivial representation 1.

### 3.2. Equivalence of Models

**Lemma 3.4.** The functor $i: \colim_{\epsilon \rightarrow 0} D'_d(V) \rightarrow D_d(V)$ induces a level-wise equivariant equivalence on the nerves.

**Proof.** We prove this by the method of [GRW10] Lemma 3.4] and refer there for more details. We briefly recall the construction given there, in order to observe that it is compatible with $G$-action.

Pick once and for all a smooth function \( \lambda : \mathbb{R} \to \mathbb{R} \) with \( \lambda(s) = 0 \) for \( |s| \leq 1 \) and \( \lambda(s) = s \) for \( |s| \geq 2 \). Suppose given a point \( x = (M, a_0, \ldots, a_p) \in N_p D_d(V)^H \) for which \( a_i > a_{i-1} + 2 \epsilon \) for all \( i = 1, \ldots, p \). Then for \( t \in [0, 1] \) we let

\[
f_{t,x}(s) = s + t \sum_{i=0}^p (\epsilon \lambda(s - a_i) - s).
\]

This defines a smooth homotopy from the identity to a non-decreasing function \( \mathbb{R} \to \mathbb{R} \) which is constant near each \( a_i \). Then

\[
t \mapsto (\text{Id}_V \times f_{t,x})^{-1}(M, a_0, \ldots, a_p)
\]
defines a path from \( x \) to a point in \( D_d^p(V) \). It is clear that the entire path consists of points fixed by \( H < G \) if \( x \) is fixed by \( H \). It also depends continuously on \( (t, x) \), so we have almost defined a deformation retraction. The only problem is that this construction only works on the open subspace where the \( a_i \)'s stay apart by at least \( 2 \epsilon \).

Suppose now given a lifting problem

\[
\begin{array}{ccc}
\partial D^k & \rightarrow & \text{colim}_x N_p D_d^p(V)^H \\
\downarrow & & \downarrow \\
D^k & \overset{f}{\rightarrow} & N_p D_d(V)^H
\end{array}
\]

for some \( k \in \mathbb{N} \). By compactness of \( \partial D^k \) the top map factors through some finite \( \epsilon \), and by compactness of \( D^k \) we may arrange that the \( a_i \)'s stay at least \( 2 \epsilon \) apart in all values of \( f \). The homotopy described above therefore shows that the relative homotopy groups vanish. \( \square \)

**Lemma 3.5.** The functor \( p : \text{colim}_{x \to 0} D_d^p(V) \to C_d(V) \) induces a level-wise equivariant equivalence on the nerves.

**Proof.** An equivariant homotopy inverse on simplicial nerves is given by the inclusion \( N_p C_d(V) \rightarrow \text{colim}_x N_p D_d^p(V) \) which sends \( ((M_1, a_1), \ldots, (M_p, a_p)) \) to the point \( (M, 0, a_1, \ldots, a_p) \), where \( (M, a) = (M_1, a_1) \circ \cdots \circ (M_p, a_p) \) denotes the composition in \( C_d(V) \).

The composition \( N_p C_d(V) \rightarrow \text{colim}_x N_p D_d^p(V) \rightarrow N_p C_d(V) \) is the identity, and identifies \( N_p C_d(V) \) with the subspace of \( \text{colim}_x N_p D_d^p(V) \) consisting of \( (M, a_0, \ldots, a_p) \) satisfying that \( a_0 = 0 \) and that \( M \) is cylindrical outside \([0, a_p]\). A deformation retract to that subspace may be defined as in the proof of [GRW10 Theorem 3.9]. We refer there for a more formal description of the homotopy, but let us describe it in words in order to convince ourselves that it is an equivariant homotopy. From a general \( (M, a_0, \ldots, a_p) \) we first parallel translate in the chosen \( G \)-fixed \( \mathbb{R} \)-direction so that \( a_0 \) becomes \( 0 \) (and \( a_p \) becomes the old \( a_p - a_0 \)), then push the parts of \( M \) contained in \( \pi_1^{-1}((-\infty, 0]) \) and \( \pi_1^{-1}([a_p, \infty]) \) off to \( \pm \infty \) so that \( M \) becomes cylindrical outside \([0, a_p]\). \( \square \)

**Lemma 3.6.** The forgetful map \( u : BD_d(V) \rightarrow \psi_d(V \oplus 1, 1) \) taking a point

\[
(M, a_0, \ldots, a_p, t_0, \ldots, t_p) \in N_p D_d(V) \times \Delta^p \subset BD_d(V)
\]
to \( M \in \psi_d(V \oplus 1, 1) \) is an equivariant weak equivalence.
Proof. The proof is done by showing that for any subgroup $H \leq G$ and any $q \in \mathbb{N}$, we can solve the following lifting problem.

$$
\begin{array}{ccc}
\partial D^q & \rightarrow & BD_d(V)^H \\
\downarrow & & \downarrow \\
D^q & \rightarrow & \psi_d(V \oplus 1, 1)^H
\end{array}
$$

The proof of [GRW10, Theorem 3.10] applies, since it only involves choices of regular values in the trivial summand. □

Lemmas 3.4, 3.5 and 3.6 now imply that there is a zig-zag of equivariant equivalences

$$BC_d(V) \xrightarrow{\varepsilon} BD_d(V) \xrightarrow{\iota} BD_d(V) \xrightarrow{\mu} \psi_d(V \oplus 1, 1),$$

proving (3.1).

4. Delooping

The main step in showing Theorem 2.22 will be the proof of Proposition 2.19 given in this section. To establish the weak equivalence we first write down a map.

Definition 4.1. Let $V$ a finite dimensional orthogonal representation of $G$, and let $W$ and $R$ be subrepresentations of $V$ that are orthogonal to each other. Define equivariant maps

$$\psi_d(V, W) \xrightarrow{\alpha_R} \Omega^R \psi_d(V, W + R)$$

as follows. For $M \in \psi_d(V, W)$, $\alpha_R(M)$ is given by

$$r \in R \mapsto M + r \in \psi_d(V, W + R)$$

$$\infty \mapsto \emptyset \in \psi_d(V, W + R),$$

which defines a continuous, based, and equivariant map $R \cup \{\infty\} = S^R \rightarrow \psi_d(V, W + R)$.

The maps $\alpha_R(M)$ are continuous because of the compact-open nature of the topology on $\psi_d(V, W + R)$. These maps are compatible in the sense that if $W$, $R$ and $R'$ are pairwise orthogonal subrepresentations of $V$, then the following diagram commutes

$$\begin{array}{ccc}
\psi_d(V, W) & \xrightarrow{\alpha_R} & \Omega^R \psi_d(V, W + R) \\
\downarrow & & \downarrow \\
\Omega^{R \oplus R'} \psi_d(V, W + R + R') & \xrightarrow{\Omega^R \alpha_R'} & \psi_d(V, W + R + R').
\end{array}$$

We show that (4.1) is an equivariant equivalence, first in the case when $R$ is trivial, and then in Section 4.2 consider non-trivial $R$, assuming $W$ contains enough trivial summands. Equivariant delooping by a trivial representation is not much different from the corresponding non-equivariant steps in [GRW10], we outline this in subsection 4.1. Delooping by a non-trivial representation is harder, and will again use bar construction methods. The assumption dim($W^G$) > $d$ is used in Lemma 4.30 to see that certain bar constructions have the expected equivariant homotopy types. It is then used again in Lemma 4.23 to see that a certain monoid is group-like (in the equivariant sense, that the fixed-point monoid for any subgroup of $G$ is group-like).
4.1. **Trivial representation.** First we show that \( \mathcal{H} \) is an equivariant equivalence when \( R \) is a one dimensional trivial representation. The proof is very similar to the non-equivariant case, although more care is needed to treat connected components.

Throughout this section \( W \) is a trivial representation, \( \dim(W) \geq 1 \) and \( R \) is a fixed trivial one dimensional subrepresentation of \( V \) orthogonal to \( W \). Choose a unit vector \( e_R \) spanning \( R \), and let \( \pi_R : V \to R \) denote projection onto \( R \cong R \) (so \( \pi_R(e_R) = 1 \)).

Similarly to Section 3.1, we start by introducing topological monoid and poset models \( \mathcal{M}_d(V,W) \) and \( \mathcal{P}_d(V,W) \) of \( \psi_d(V,W) \), and our statement will follow from equivariant equivalences

\[
BM_d(V,W) \xrightarrow{\cong} BP_d(V,W) \xrightarrow{\cong} \psi_d(V,W + R)
\]

and

\[
\psi_d(V,W) \xrightarrow{\cong} \mathcal{M}_d(V,W) \xrightarrow{\cong} \Omega BM_d(V,W).
\]

**Definition 4.2.** Let \( \mathcal{M}_d(V,W) \) be the topological monoid whose space of elements is the subspace \( \mathcal{M}_d(V,W) \subset \psi_d(V,W + R) \times R_{>0} \) consisting of pairs \( (M,a) \) such that \( M \subset \pi_R^{-1}([0,a)) \). The composition of \( (M,a) \) and \( (M',a') \) is given by \( (N,b) \) where

\[
N = M \cup (M' + a e_R) \quad \text{and} \quad b = a + a'.
\]

We have an injective map \( \psi_d(V,W) \hookrightarrow \mathcal{M}_d(V,W) \) taking \( M \in \psi_d(V,W) \) to \( (M + e_R, 2) \in \mathcal{M}_d(V,W) \).

**Lemma 4.3.** The injection \( \psi_d(V,W) \hookrightarrow \mathcal{M}_d(V,W) \) is an equivariant homotopy equivalence.

**Proof.** We can write down a homotopy inverse \( \mathcal{M}_d(V,W) \to \psi_d(V,W) \) by mapping \( (M,a) \) to \( \varphi_a(M) \), where \( \varphi_a \) is the linear scaling of \( V \) in the direction of \( R \), mapping \( a \) to 1.

**Definition 4.4.** For a finite group \( H \) and a finite dimensional orthogonal representation \( \tilde{V} \) of \( H \), let \( \mathcal{H}_d^H(\tilde{V}) \) denote the cobordism set of \( H \)-manifolds embedded in \( \tilde{V} \), defined as follows. Elements are equivalence classes of closed \( d \)-dimensional \( H \)-invariant submanifolds \( M \subset D_1(\tilde{V}) \). We say two manifolds \( M_0, M_1 \subset \tilde{V} \) are cobordant if there exists a \((d + 1)\)-dimensional compact \( H \)-invariant submanifold \( N \subset D_1(\tilde{V}) \times [0,1] \) with boundary

\[
\partial N = (M_0 \times \{0\}) \coprod (M_1 \times \{1\})
\]

and such that \( N \) is cylindrical near \( \tilde{V} \times \{0,1\} \).

If \( \tilde{V} \) contains a trivial summand \( R \), then \( \mathcal{H}_d^H(\tilde{V}) \) becomes a monoid, with composition given as follows. If \( M_0, M_1 \subset D_1(\tilde{V}) \), the shifted manifolds \( M_0' = M_0 + e_R \) and \( M_1' = M_1 - e_R \) are disjoint, so their union \( M = M_0' \cup M_1' \) is a manifold, and is still \( H \)-invariant, since \( R \) is trivial. Rescaling \( M \) to be contained in \( D_1(\tilde{V}) \) gives a representative for the composite. The usual construction (see [GRW10, Corollary 3.11]) for example) of an embedding of \( N = M_0 \times [0,1] \) into \( D_1(\tilde{V}) \times [0,1] \) so that \( \partial N \cap \{1\} = \emptyset \) shows that \( \mathcal{H}_d^H(\tilde{V}) \) is in fact a group in this case.
Lemma 4.5. For any $H \leq G$, there is an isomorphism of monoids

$$\pi_0(\mathcal{M}_d(V,W)^H) \cong \mathcal{N}_d^{H-\dim(W)}(V-W).$$

In particular the monoid $\pi_0(\mathcal{M}_d(V,W)^H)$ is a group.

Recall that being a group is a property of monoids (not extra data): firstly it must have left and right units, which are unique and equal when they both exist, and secondly any element must have a left and right inverse, which are also unique and equal when they exist.

Proof. (See also [GRW10] Proposition 3.6.) We may replace the left hand side by $\pi_0(\psi_d(V,W)^H)$ and consider the map

$$\mathcal{N}_d^{H-\dim(W)}(V-W) \to \pi_0(\psi_d(V,W)^H)$$

$$[M] \mapsto [M \times W].$$

To see this is indeed well-defined, first choose a one dimensional subspace $\text{Span}(w)$ of $W$ (recall that we are assuming $W = W^G$ in this subsection). If $N \subset (V-W) \times [0,1]$ is a cobordism between $M_1$ and $M_2$, let

$$N_t = M_1 \times (-\infty,t] \times (W - \text{Span}(w)) \cup (N + tw) \times (W - \text{Span}(w)) \cup M_2 \times [1+t,\infty) \times (W - \text{Span}(w)).$$

Then $t \mapsto N_t$ gives a path $[-\infty,\infty] \to \psi_d(V,W)^H$ from $M_1 \times W$ to $M_2 \times W$.

The map (4.2) is a homomorphism: in both cases the monoid structure comes from “disjoint union”, using the direction of $e_R$ to ensure disjointness.

The map (4.2) is surjective: if $L \in \psi_d(V,W)^H$, by Sard’s theorem we can choose $x \in W$, a regular value of the projection $\pi_W : L \to W$, and consider $M = \pi_W^{-1}(x)$. Then the image of $M$ under (4.2) is in the same path component as $L$. To see this, let $T_l : W \to W$ be given by $w \mapsto w + (w-x)t$ (this is equivariant since $W$ is trivial), then

$$L_t = (T_t \oplus \text{id}_V - w)(L)$$

gives a path $[1,\infty] \to \psi_d(V,W)^H$ from $L$ to $M \times W$.

To show injectivity, consider a path $p : [0,1] \to \psi_d(V,W)^H$ with endpoints $M_1 \times W$ and $M_2 \times W$. Up to homotopy we can assume by Lemma 2.9 that the graph $\Gamma_f \subset [0,1] \times V$ is a smooth $H$-invariant manifold. Then taking the preimage of a regular value $w$ of the projection $\Gamma_f \to W$, gives a cobordism between $M_1$ and $M_2$. □

We would like to conclude that the monoids $\mathcal{M}_d(V,W)^H$ are group-like for all $H \leq G$. Since these topological monoids are non-unital, the notion of being group-like is best defined as left and right multiplication by any element being a weak equivalence. As in Remark 2.14, the non-unital monoids $\mathcal{M}_d(V,W)^H$ have weak units, namely the elements $(0, a)$ with $a \in \mathbb{R}_{>0}$: multiplication from the left or from the right by these elements is canonically homotopic to the identity map. Together with Lemma 4.5 this implies that the maps $\mathcal{M}_d(V,W)^H \to \mathcal{M}_d(V,W)^H$ defined by left or right multiplication by any element are indeed all homotopy equivalences.

Corollary 4.6. The map

$$\mathcal{M}_d(V,W) \to \Omega B\mathcal{M}_d(V,W),$$
Proof. As explained above, the topological monoid $\mathcal{M}_d(V, W) H$ is grouplike for any $H \leq G$, which implies that the canonical map
\[
\mathcal{M}_d(V, W) H \rightarrow \Omega B \mathcal{M}_d(V, W) H
\]
is a weak equivalence. But $\Omega B \mathcal{M}_d(V, W) H \cong (\Omega B \mathcal{M}_d(V, W))^H$, which proves \(\square\) is a weak equivalence on $H$-fixed points for any subgroup $H \leq G$.

**Definition 4.7.** Let $\mathcal{P}_d(V, W)$ be the topological poset with object space
\[
\text{Ob}(\mathcal{P}_d(V, W)) \subset \psi_d(V, W + R) \times \mathbb{R}
\]
consisting of pairs $(M, a)$ such that $M \cap \pi_R^{-1}(a) = \emptyset$. We say $(M, a) < (M, a')$ if $M = M'$ and $a < a'$.

**Definition 4.8.** Define a functor $p: \mathcal{P}_d(V, W) \rightarrow \mathcal{M}_d(V, W)$ given by mapping any object in $\mathcal{P}_d(V, W)$ to the unique object in $\mathcal{M}_d(V, W)$, and mapping the morphism $(M, a) < (M, a')$ to $(N, b)$ where
\[
N = M \cap \pi_R^{-1}((a, a')) - ae_R \quad \text{and} \quad b = a - a'.
\]

**Lemma 4.9.** The functor $p: \mathcal{P}_d(V, W) \rightarrow \mathcal{M}_d(V, W)$ induces a levelwise equivariant equivalence on the nerves.

Proof. This is entirely similar to \[ Lemma 3.5 \] using the map $N_p \mathcal{M}_d(V, W) \rightarrow \mathcal{P}_d(V, W)$ which sends $((M_1, a_1), \ldots, (M_p, a_p))$ to $(M, 0, a_1, \ldots, a_p)$, where $(M, a) = (M_1, a_1) \circ \cdots \circ (M_p, a_p)$ denotes the composition in $\mathcal{C}_d(V)$. This map is equivariant and identifies $N_p \mathcal{M}_d(V, W)$ with the subspace of $N_p \mathcal{P}_d(V, W)$ consisting of $(M, a_0, \ldots, a_p)$ where $a_0 = 0$ and where $M \cap \pi_R^{-1}((0, a_p)) = \emptyset$. An equivariant deformation retraction to that subspace may be defined by translating in the $R$-direction until $a_0$ becomes 0, and then achieving $M \subset \pi_R^{-1}((0, a_p))$ by pushing the rest of $M$ off to $\pm \infty$ in the $R$-direction. We again refer to the proof of \[ GRW10 \] Theorem 3.9 for a more formal description of this homotopy. \(\square\)

Consider the forgetful map $u: B\mathcal{P}_d(V, W) \rightarrow \psi_d(V, W + R)$ taking a point
\[
(M, a_0, \ldots, a_p, t_0, \ldots, t_p) \in N_p \mathcal{P}_d(V, W) \times \Delta^p \subset B\mathcal{P}_d(V, W)
\]
to $M \in \psi_d(V, W + R)$. Since $u$ is equivariant and $B\mathcal{P}_d(V, W)$ is $G$-connected, for any subgroup $H \leq G$, taking fixed points we get maps
\[
(B\mathcal{P}_d(V, W))^H \xrightarrow{\text{fix}^H} \left(\psi_d(V, W + R)\right)^H_{\emptyset}.
\]
Here $\left(\psi_d(V, W + R)\right)^H_{\emptyset}$ denotes the component of the $H$-fixed points containing the empty manifold.

**Lemma 4.10.** For any subgroup $H \leq G$ the map
\[
(B\mathcal{P}_d(V, W))^H \xrightarrow{\text{fix}^H} \left(\psi_d(V, W + R)\right)^H_{\emptyset}
\]
is a weak equivalence.
Proof. By Lemma 4.10 we know that if \( L \in \left( \psi_d(V,W+R) \right)^H \) then for a regular value \( x \in W + R \) of \( \pi_{R+W} \) the preimage \( M = \pi_{R+W}^{-1}(x) \) is equivariantly null-bordant. This allows us to apply analogous arguments to GRW10 Proposition 3.20 and 3.21 to prove the claim. \( \square \)

Remark 4.11. In Lemma 4.10 it is important to take a component of the fixed points (rather than fixed points of a component), because the group \( \pi_0 \left( \left( \psi_d(V,W) \right)^H \right) \) is not necessarily trivial. Indeed, we can identify \( \pi_0 \left( \left( \psi_d(V,W) \right)^H \right) \cong \text{Ker} \left( \mathcal{N}_{d-|W|}^H(V-W) \xrightarrow{\nu} \mathcal{N}_{d-|W|}(V-W) \right), \) where \( \nu \) is the map forgetting the action. The following is an example when this kernel is non-trivial. Let \( G = \mathbb{Z}/2, \sigma \) be the sign representation. For a \( G \)-representation \( V \) let \( P(V) \) be the associated projective space. Then the manifold \( P(1 \oplus \sigma) \bigsqcup P(1 \oplus 1) \) is null-bordant but not equivariantly so, giving a non-trivial element in the kernel (cf. Sin02).

Corollary 4.12. The map \( \Omega BP_d(V,W) \xrightarrow{\Omega u} \Omega \psi_d(V,W+R) \) is an equivariant equivalence.

Proof. We need to show \( \Omega u \) is a weak equivalence on \( H \)-fixed points for all \( H \leq G \). This is true, since \( \left( \Omega \psi_d(V,W+R) \right)^H = \Omega \psi_d(V,W+R) \right)^H \), and so we can apply Lemma 4.10. \( \square \)

Thus we get the following sequence of equivariant equivalences
\[
\psi_d(V,W) \simeq \mathcal{M}_d(V,W) \simeq \Omega BM_d(V,W) \simeq \Omega BP_d(V,W) \simeq \Omega \psi_d(V,W+R),
\]
showing that (4.1) is a weak equivalence when \( R \) is a one-dimensional trivial representation. By induction it follows when \( R \) is a trivial representation of any dimension.

4.2. Non-trivial representations. The main goal for the rest of this section is to prove the following.

Proposition 4.13. The map \( \alpha_R: \psi_d(V,W) \to \Omega^R\psi_d(V,W+R) \) in (4.1) is an equivariant weak equivalence for an arbitrary \( G \)-representation \( R \), assuming \( \dim(W^G) > d \).

The method of the proof is originally due to Segal (Seg77), later refined by Shimakawa (Shi89) and Blumberg (Blu06). It would be interesting to see if the equivariant loop space machines of CW85 or MMO17 could be applied. For the purposes of this paper, we found it easier to give a direct proof using monoidal bar constructions.

The outline is as follows: first, we describe the scanning map which relates spaces of manifolds to mapping spaces. Then we reduce the statement from the loop space (i.e. based maps from \( S^R \)) to a statement about unbased maps from the unit sphere \( S(R) \). This allows us to argue locally and finish our proof by an inductive statement using an equivariant triangulation of \( S(R) \). Throughout the rest of this section we
repeatedly use the idea of computing homotopy fibers via identifying spaces with various bar constructions.

Let $\pi_R: V \to R$ denote orthogonal projection. Let $D_{r,c}(V) \subset V$ denote the open disk in the orthogonal $G$-representation $V$, of radius $r > 0$, and centered at $c \in R$ (or at the origin if $c$ is omitted).

**Definition 4.14.** For a $G$-invariant open subset $O \subset R$, let $F(O)$ denote the subspace of $\Psi_d(\pi_R^{-1}(O))$ consisting of those $M$ such that $M \subset D_1((W + R)^+) \times (W + R)$.

This notation $O \mapsto F(O)$ will only be used in subsections 4.2–4.5 throughout which $V, W, and R$ are fixed, so we omit them from the notation. Let us also mention that invariant open subsets $O \subset R$ are in bijection with open subsets of the quotient space $R/G$, by sending $O \mapsto O/G \subset R/G$, and therefore $F$ may be regarded as a presheaf of topological spaces on $R/G$. It is not hard to see that this presheaf is in fact a sheaf of topological spaces.

For the rest of this section, fix $\epsilon = 1/2$. (In fact any $\epsilon \in (0, 1)$ works for the proof. When talking about scanning maps we often think of $\epsilon$ being small, hence the notation.)

**Definition 4.15.** For a subset $C \subset R$ let $C_\epsilon \subset R$ denote the open $\epsilon$-neighborhood of $C$

$$C_\epsilon = \bigcup_{c \in C} D_{r,c}(R).$$

Define the scanning map

$$F(C_\epsilon) \to \text{Map}(C, F(D_\epsilon(R)))$$

as adjoint to the map

$$C \times F(C_\epsilon) \to F(D_\epsilon(R))$$

$$(c, M) \mapsto (t_c^{-1}(M)) \cap \pi_R^{-1}(D_\epsilon(R)),$$

where $t_c: R \to R$ is given by $x \mapsto x + c$.

If $C$ is a $G$-invariant subset, then [4.3] is an equivariant map.

For a subset $C \subset R$ we will write $\overline{C}$ to denote the closure of $C$ in $R$. Let $S(R)_\epsilon$ be the open $\epsilon$-neighborhood of the unit sphere $S(R)$ in $R$, i.e. $S(R)_\epsilon = \{v \in R \mid 1 - \epsilon < |v| < 1 + \epsilon\}$. We have the following commutative diagram, whose horizontal maps are scanning maps and vertical maps are restrictions:

$$\begin{array}{ccc}
F(D_1(R)_\epsilon) & \longrightarrow & \text{Map}(D_1(R), F(D_\epsilon(R))) \\
\downarrow & & \downarrow \\
F(S(R)_\epsilon) & \longrightarrow & \text{Map}(S(R), F(D_\epsilon(R)))
\end{array}$$

(4.5)

Here the top map is clearly an equivalence. Our goal for the rest of this section is to prove in Section 4.5 that the bottom map is also an equivariant equivalence when $\dim(W^G) > d$, after discussing some prerequisites in Section 4.3 and Section 4.4.

Finally, we show in Section 4.6 that the induced map between the homotopy fibers of the vertical maps in (4.5) can be identified up to equivariant homotopy equivalence with $\alpha_R: \psi_d(V, W) \to \Omega^R\psi_d(V, W + R)$, which is therefore also an equivariant
equivalence. This will conclude the proof of Proposition 4.13 and thus our main theorem.

4.3. Equivariant bar constructions. In order to prove the statements above, we use bar construction models for certain spaces of manifolds. For these to be useful, we need to discuss some general properties of topological monoids with group actions.

**Definition 4.16.** A topological $G$-monoid is a topological monoid $M$ with a left $G$-action, satisfying the compatibility relations

$$(gm_1)(gm_2) = g(m_1m_2)$$

for any $g \in G$ and $m_1, m_2 \in M$.

By a $G$-space we shall mean a topological space with a continuous left $G$-action.

We consider actions of topological $G$-monoids on $G$-spaces (note that in the following the group $G$ always acts on the left, but the monoid $M$ can act on either side). If $M$ acts on the $G$-space $Y$ from the left, we say the action is equivariant if

$$g(my) = (gm)(gy)$$

for any $g \in G$, $m \in M$ and $y \in Y$.

Similarly if $M$ acts on the $G$-space $X$ from the right, we say the action is equivariant if

$$g(xm) = (gx)(gm)$$

for any $g \in G$, $m \in M$ and $x \in X$.

If $M$ is a topological $G$-monoid, then the fixed point space $M^H$ is a topological monoid for any $H \leq G$.

**Definition 4.17.** We say the topological $G$-monoid $M$ is grouplike if $M^H$ is grouplike for all $H \leq G$, that is, left and right multiplication by any $x \in M^H$ defines a weak equivalence $M^H \to M^H$.

**Definition 4.18.** Let $M$ be a topological $G$-monoid, let $X$ and $Y$ be $G$-spaces with $M$ acting equivariantly from the right on $X$ and from the left on $Y$. Define the two-sided bar construction $B(X, M, Y)$ as the geometric realization of the semi-simplicial $G$-space $N_p(X, M, Y) = X \times M^p \times Y$ with the usual face and degeneracy maps.

Note that $M$ being a $G$-monoid and the actions being equivariant guarantee that all the face maps are equivariant, so $B(X, M, Y)$ has a natural $G$-action.

We can identify the fixed points $B(X, M, Y)^H = B(X^H, M^H, Y^H)$ for any $H \leq G$, since geometric realization preserves equalizers (see [May72, Corollary 11.6] or [NS18, Proposition C.1] where this is proved for thin realization of simplicial spaces, the case of thick realization of semi-simplicial spaces follows by formally adding degeneracies).

**Lemma 4.19.** If $M$ is a grouplike topological $G$-monoid then for any $Y$ the homotopy fiber of the map $p: B(X, M, Y) \to B(\ast, M, Y)$ induced by $X \to \ast$ is equivariantly equivalent to $X$. This also implies that the square

$$
\begin{array}{ccc}
B(X, M, Y) & \longrightarrow & B(X, M, \ast) \\
\downarrow & & \downarrow \\
B(\ast, M, Y) & \longrightarrow & B(\ast, M, \ast)
\end{array}
$$
is $G$-homotopy cartesian.

That the square is $G$-homotopy cartesian means that the square induced by taking fixed points for $H \leq G$ is homotopy cartesian, for any $H \leq G$. Equivalently, the map from the upper left corner to the homotopy pullback of the rest of the diagram is an equivariant weak equivalence, in the path space model for homotopy pullback.

**Proof.** We again use that geometric realization commutes with taking fixed points, and hence the homotopy fiber of the top horizontal map after taking $H$-fixed points is identified with the homotopy fiber of

$$B(X^H, M^H, Y^H) \xrightarrow{p^H} B(*, M^H, Y^H).$$

Since $M^H$ is grouplike, the map $X^H \to \text{hofib}(p^H)$ is a weak equivalence (by [Seg74, Proposition 1.6]). Similar arguments apply to the bottom horizontal map, and the induced map of horizontal homotopy fibers is weakly equivalent to the identity map of $X^H$. □

### 4.4. Homotopy sheaves

In our study of (4.5) it will be convenient to use the following special case of a “homotopy sheaf” property of $O \mapsto F(O)$.

**Proposition 4.20.** Assume $\dim(W^G) > d$ and let $O_1$ and $O_2$ be $G$-invariant open subsets of $R$. Assume there exists an equivariant diffeomorphism $(\delta, f): O_1 \cap O_2 \to R \times Q$, where $R$ has trivial action and $Q$ is a smooth $G$-manifold such that the identity map of $Q$ is equivariantly isotopic to an embedding $Q \to Q$ whose image has compact closure. Assume further that $\delta$ extends to a continuous map $\delta: O_1 \cup O_2 \to [-\infty, +\infty]$ such that $O_1 \setminus O_2 = \delta^{-1}(\infty)$ and $O_2 \setminus O_1 = \delta^{-1}(0)$. Then the square of restrictions

$$
\begin{array}{ccc}
F(O_1 \cup O_2) & \to & F(O_1) \\
\downarrow & & \downarrow \\
F(O_2) & \to & F(O_1 \cap O_2)
\end{array}
$$

is $G$-homotopy cartesian.

The assumption on $Q$ prevents wild behavior at infinity. It is satisfied if $Q$ admits an equivariant proper Morse function with finitely many critical points, or if $Q$ is the interior of an equivariant smooth compact manifold with boundary.

The proof of Proposition 4.20 can be summarized in the following diagram, in which the rightmost square is the one to be shown $G$-homotopy cartesian.

$$
\begin{array}{ccc}
B(X, M, Y) & \xleftarrow{B P_{X, Y}} & F(O_1 \cup O_2) \\
\downarrow & & \downarrow \\
B(X, M, *) & \xleftarrow{B P_X} & F(O_1) \\
\downarrow & & \downarrow \\
B(*, M, Y) & \xleftarrow{B P_Y} & F(O_2) \\
\downarrow & & \downarrow \\
B(*, M, *) & \xleftarrow{B P} & F(O_1 \cap O_2)
\end{array}
$$

(4.6)
After defining the other entries appearing in the diagram, the proof will consist of showing that Lemma 4.19 applies to the leftmost square (which will use \( \dim(W^G) > d \)) and that all horizontal maps are equivariant equivalences (which will use \( \dim(W^G) \geq d \)).

We begin by defining the objects in the leftmost square of (4.6). For \( a \in \mathbb{R} \), define the translation map

\[
\tau_a : O_1 \cap O_2 \to O_1 \cap O_2
\]

as \( \tau_a(x) = (\delta, f)^{-1}(\delta(x) + a, f(x)) \). Let \( \pi_R : V \to R \) denote orthogonal projection. For a subset \( I \subset [-\infty, \infty] \) we will write \( \pi_R^{-1}(I) \subset V \) for \( \pi_R^{-1}(A) \) where \( A = \delta^{-1}(I) \subset O_1 \cup O_2 \subset V \).

**Definition 4.21.** Let \( M \) be the following topological \( G \)-monoid. Elements are pairs \( (M, a) \in F(O_1 \cap O_2) \times \mathbb{R}_{>0} \), satisfying \( M \subset \pi^{-1}_1 \delta^{-1}([-a, a]) \). Composition of \( (M_1, a_1) \) and \( (M_2, a_2) \) is given by \( (M, a) \) where

\[
M = M_1 \cup \tau_{a_1}(M_2)
\]

\[
a = a_1 + a_2.
\]

**Definition 4.22.** Let \( X \) be the space of pairs \( (M, a) \in F(O_1) \times \mathbb{R}_{>0} \) such that \( M \subset \pi^{-1}_1 \delta^{-1}(-\infty, a] \) and \( Y \) be the space of pairs \( (M, a) \in F(O_2) \times \mathbb{R}_{>0} \) such that \( M \subset \pi^{-1}_1 \delta^{-1}(-a, \infty] \). Then the monoid \( M \) acts on \( X \) equivariantly from the right, in the following way. If \( x = (M_1, a_1) \in X \) and \( m = (M_2, a_2) \in M \) then \( xm = (M, a) \) where

\[
M = M_1 \cup \tau_{a_1}(M_2)
\]

\[
a = a_1 + a_2.
\]

Similarly, \( M \) acts on \( Y \) equivariantly from the left the following way. If \( m = (M_1, a_1) \in M \) and \( y = (M_2, a_2) \in Y \) then \( my = (M, a) \) where

\[
M = \tau_{-a}(M_1) \cup M_2
\]

\[
a = a_1 + a_2.
\]

**Lemma 4.23.** Let \( M \) be as above and assume \( \dim(W^G) > d \). Then \( M^H \) is connected for each \( H \leq G \), and in fact group-like. Therefore the leftmost square in (4.6) is \( G \)-homotopy cartesian.

**Proof.** Let \( m = (M, a) \in M \). Consider the projection \( \pi_W : M \to W^G \). By Sard’s theorem, there exists a regular value \( a \in W^G \). Since we are assuming \( \dim(W^G) > d \), this means \( a \) is not in the image \( \pi_W(M) \). Consider the affine map \( L_1 : W^G \to W^G \) given by \( L_1(x) = (1 - t)(x - a) + a \), and let \( \varphi_t = id_{W^G} \oplus L_t : V \to V \). Then \( m_t = (\varphi_t^{-1}(M), a) \) gives a path from \( m \) to \( (\emptyset, a) \) which is in the path component of \( e \). If \( m \in M^H \) then the path \( m_t \) constructed above is in fact a path in \( M^H \), showing that \( M^H \) is path-connected. Moreover, left or right multiplication by \( m \) is now homotopic to multiplication by \( (\emptyset, a) \), which is homotopic to the identity. This shows that \( M^H \) is group-like for any \( H \leq G \), so Lemma 4.19 applies to the leftmost square in (4.6). \( \square \)

Next we define the entries appearing in the middle square of (4.6).
Definition 4.24. Let \( P \) be the following topological poset. Objects are pairs \((M, a) \in \mathcal{F}(O_1 \cap O_2) \times \mathbb{R}\) satisfying
\[
M \cap \pi_R^{-1}\delta^{-1}(a) = \emptyset.
\]
We say \((M, a) < (M', a')\) when \(M = M'\) and \(a < a'\).

Similarly define \( P_X, P_Y, P_{X,Y} \) as posets of pairs \((M, a)\), where \(M\) is in \( \mathcal{F}(O_1) \), \( \mathcal{F}(O_2)\) and \( \mathcal{F}(O_1 \cup O_2)\) respectively.

We have restriction functors
\[
P_{X,Y} \longrightarrow P_X \\
\downarrow \\
P_Y \longrightarrow P.
\]
We’ll use the classifying spaces of these posets to approximate between the bar constructions and spaces of manifolds.

Definition 4.25. Let \( P \to M \) be the functor given as follows. Every object of \( P \) maps to the unique object in \( M \). A morphism \((M, a_0) < (M, a_1)\) in \( P \) maps to \((\tilde{M}, \tilde{a}) \in M\), where
\[
\tilde{a} = a_1 - a_0 \\
\tilde{M} = \tau_{-a_0} M \cap \pi_R^{-1}\delta^{-1}(a_0, a_1).
\]

Lemma 4.26. The functor \( P \to M \) induces a levelwise equivariant equivalence on the nerves.

Proof. A one-sided levelwise inverse \( N_pM \to N_pP \) is given by
\[
(M_1, \ldots, M_p, a_1, \ldots, a_p) \mapsto (M, 0, a_1, \ldots, a_p),
\]
where \(M\) is defined by \((M, a) = (M_1, a_1) \cdots (M_p, a_p) \in M\).

The composition \( N_pM \to N_pP \to N_pM \) is equal to the identity map, and the composition \( N_pP \to N_pM \to N_pP \) is homotopic to the identity map. The homotopy is again given by sliding, as in Lemma 3.5 and Lemma 4.9 this time in the \( \mathbb{R} \) direction under the decomposition \( O_1 \cap O_2 \cong Q \times \mathbb{R} \). Since this diffeomorphism is assumed equivariant for the trivial action on \( \mathbb{R} \), we again produce an equivariant homotopy. \(\square\)

Definition 4.27. Let \( N_\bullet P_X \to N_\bullet (X, M, *) \) be the simplicial map given by
\[
(M, a_0, \ldots, a_p) \mapsto (x, a_0, \tilde{M}_1, \tilde{a}_1 \ldots, \tilde{M}_p, \tilde{a}_p),
\]
where
\[
\tilde{a}_i = a_i - a_{i-1} \\
x = \pi_R^{-1}\delta^{-1}[-\infty, a_0) \cap M \\
\tilde{M}_i = \tau_{-a_{i-1}} M \cap \pi_R^{-1}\delta^{-1}(0, \tilde{a}_i).
\]

Lemma 4.28. The map \( N_\bullet P_X \to N_\bullet (X, M, *) \) is a levelwise equivariant equivalence.

Proof. The proof is completely analogous to Lemma 4.26. \(\square\)
Analogously to Definition 4.27 we can write down simplicial maps between the nerves

\[ N_\bullet P_Y \to N_\bullet (\ast, M, Y) \]
\[ N_\bullet P_{X,Y} \to N_\bullet (X, M, Y), \]

which are levelwise equivariant homotopy equivalences. The maps are given by taking the slices of \( M \in N_\bullet P \) and shifting them to be elements of \( M \). The levelwise inverses are given by inclusions as in Lemma 4.26.

**Definition 4.29.** Define the forgetful maps

\[ BP \to F(O_1 \cap O_2) \]
\[ BP_X \to F(O_1) \]
\[ BP_Y \to F(O_2) \]
\[ BP_{X,Y} \to F(O_1 \cup O_2) \]

by

\[ (M, a_0, \ldots, a_p) \mapsto M. \]

These maps are always defined, but need not be equivariant equivalences unless \( \dim(W^G) \geq d \). For example, it follows from Lemma 4.26 that \( BP^H \) is path connected for all \( H < G \), which \( (F(O_1 \cap O_2))^H \) need not be.

**Lemma 4.30.** The forgetful maps in Definition 4.29 are equivariant weak equivalences, provided \( \dim(W^G) \geq d \).

**Proof.** The proof is similar in all cases, let us outline the case of \( BP \). By abuse of notation we identify \( V = R \times W \times (R + W)^\perp \). A point in \( F(O_1 \cap O_2) \) is then a submanifold \( M \subset (O_1 \cap O_2) \times W \times (R + W)^\perp \) which is closed as a subset, and satisfies \( M \subset (O_1 \cap O_2) \times W \times D_1((R+W)^\perp) \). Let us first give a careful construction of a path from an arbitrary \( M \in F(O_1 \cap O_2) \) to a point in the image from \( BP \).

We have projections

\[ M \xrightarrow{\pi_{W,G}^{-1}} W^G \]
\[ M \xrightarrow{\pi_{W,G}^{-1}} O_1 \cap O_2 \xrightarrow{\delta} R \]

and if \( M \in (F(O_1 \cap O_2))^H \) for some \( H < G \) so that \( M \) inherits an action by \( H \), then both of these functions are invariant under the action of \( H \). By Sard’s theorem there are plenty of regular values for

\[ (\pi_{W,G}^{-1}, \delta \circ \pi_R) : M \to W^G \times \mathbb{R} \]

and by the assumption \( \dim(W^G) \geq d = \dim(M) \) these regular values are not in the image. If \( (w_0, a_0) \in W^G \times \mathbb{R} \) is not in the image, the strategy is now to amplify from the image being “disjoint from \( \{(w_0, a_0)\} \subset W^G \times \mathbb{R}^n \) to the image being “disjoint from \( W^G \times \{a_0\} \subset W^G \times \mathbb{R}^n \), by pushing the parts of \( M \) that intersect \( \delta^{-1}(a_0) \to \infty \) in the \( W^G \)-direction, radially away from \( w_0 \).

For technical reasons it will be a slight problem that \( (4.7) \) is not proper: firstly the set of regular values is not necessarily open in \( W^G \times \mathbb{R} \) which makes the “pushing to infinity” harder to implement, and secondly the condition that \( (w, a) \in W^G \times \mathbb{R} \) is regular is not an open condition on \( M \) (i.e., the set of \( M \)'s satisfying it is not an open subset of \( F(O_1 \cap O_2) \)). Therefore we choose a compact subset \( K \subset Q \) such
In particular, the complement of \( M \) is disjoint from \( M \). The restriction

\[
(\pi_{W,C}|_M, \delta \circ \pi_R)|_{M'} : M' \to W^G \times \mathbb{R}
\]

is then a proper map, and the image is a closed subset of \( W^G \times \mathbb{R} \). Sard’s theorem now shows that the complement of the image is open and dense, and we may choose \((w_0, a_0) \in W^G \times \mathbb{R} \) and \( \epsilon > 0 \) such that

\[
M' \cap \pi_{W,C}^{-1}(D_\epsilon(w) \times (a - \epsilon, a + \epsilon)) = \emptyset.
\]

Now choose an equivariant isotopy \( t \mapsto \rho_t \) from the identity map of \( W \to K \subset Q \), another equivariant isotopy \( t \mapsto \rho_{t}' \) from the identity map of \( W - W^G \) to an embedding \( W - W^G \to D_1(W - W^G) \), and a third equivariant isotopy \( t \mapsto \rho_{t}'' \) from the identity map of \( W^G \) to an embedding \( W^G \to D_{\epsilon, w_0}(W^G) \). Finally choose \( \lambda : \mathbb{R} \to \mathbb{R} \) with \( [a_0 - \frac{\epsilon}{2}, a_0 + \frac{\epsilon}{2}] \subset \lambda^{-1}(1) \) and \( \text{supp}(\lambda) \subset (a_0 - \epsilon, a_0 + \epsilon) \), and assemble these isotopies to an isotopy of equivariant self-embeddings

\[
(\mathbb{R} \times Q) \times W^G \times (W - W^G) \times (R + W)^{-1} \xrightarrow{\partial''} (\mathbb{R} \times Q) \times W \times (R + W)^{-1}
\]

\[
((a, q), w, w', z) \mapsto ((a, \rho_{t}(a)(q), \rho_{t}(a)(w), \rho_{t}(a)(w'), z),
\]

where \( t \in [0, 1] \). For \( t = 0 \) it is the identity, and for \( t = 1 \) it has the property that \( \pi_{R}^{-1}\delta^{-1}([a_0 - \frac{\epsilon}{2}, a_0 + \frac{\epsilon}{2}] \times K) \times D_{\epsilon, w_0}(W^G) \times D_1(W - W^G) \times (R + W)^{-1} \), which is disjoint from \( M \). Moreover it restricts to the constant isotopy outside \( \pi_{R}^{-1}\delta^{-1}([a_0 - \epsilon, a_0 + \epsilon]) \). The isotopy \( t \mapsto \rho_{t}'' \) then gives a path

\[
[0, 1] \to \mathcal{F}(O_1 \cap O_2)
\]

\[
t \mapsto (\rho_{t}''^{-1})^{-1}(M),
\]

from \( M \) to a manifold \( (\rho_{t}''^{-1})^{-1}(M) \) which is disjoint from \( \pi_{R}^{-1}\delta^{-1}([a_0 - \frac{\epsilon}{2}, a_0 + \frac{\epsilon}{2}] \times K) \times D_{\epsilon, w_0}(W^G) \times D_1(W - W^G) \times (R + W)^{-1} \), in particular \( (\rho_{t}''^{-1})^{-1}(M), a_0 \) is an object of \( P \).

This shows that the forgetful map \( BP \to \mathcal{F}(O_1 \cap O_2) \) induces a surjection on \( \pi_0 \). We will use a parametrized version of this argument to show that it is in fact a weak equivalence. Consider a lifting problem

\[
\begin{array}{ccc}
\partial D^q & \longrightarrow & BP^H \\
\downarrow & & \downarrow \\
D^q & \longrightarrow & \mathcal{F}(O_1 \cap O_2)^H
\end{array}
\]

with \( q \in \mathbb{N} \), in which we wish to find the diagonal arrow after possibly changing the horizontal arrows by homotopies through commutative squares. Let us write \( f(x) = M_x \subset (O_1 \cap O_2) \times W \times (W + R)^{-1} \). By openness of the conditions in the above argument, and by compactness of \( D^q \), we may then choose finitely many \((w_1, a_1), \ldots, (w_m, a_m) \in W^G \times \mathbb{R} \) and corresponding \( \epsilon_1, \ldots, \epsilon_m > 0 \) and open subsets \( U_1, \ldots, U_m \subset D^q \) such that

\[
M_x \cap \pi_{W-C}^{-1}(D_1(W - W^G)) \cap \pi^{-1}_R(f^{-1}(K)) \cap \pi_{W,C}^{-1}(D_{\epsilon_i}(w_i) \times (a_i - \epsilon_i, a + \epsilon_i)) = \emptyset
\]
whenever \( x \in U_i \). After possibly shrinking the \( \epsilon_i \) and perturbing the \( a_i \), we may arrange that all \( \epsilon_i \) equal some \( \epsilon \), and that the intervals \([a_i - \epsilon, a_i + \epsilon]\) are disjoint. Letting \( t \mapsto \rho_i^t = \rho_i^t|_O \) be the isotopy of self-embeddings of \((O_1 \cap O_2) \times W \times (R + W)^\perp \) constructed as above with \( w_i \) and \( a_i \) in place of \( w_0 \) and \( a_0 \) gives a homotopy

\[
\begin{align*}
[0, 1] \times U_i &\to \mathcal{F}(O_1 \cap O_2) \\
(t, x) &\mapsto (\rho_i^t)^{-1}(M_x)
\end{align*}
\]

from the identity to a map lifting to \( U_i \to N_0 \mathcal{P} \subset B \mathcal{P} \). If we instead use \( \rho_i^t|_{\lambda_i(x)} \) for a bump function \( \lambda_i : D^q \to [0, 1] \) then the homotopy extends by the constant homotopy outside \( U_i \), and since the \( \rho_i^t \) commute for different \( i = 1, \ldots, m \) we may glue these together to a homotopy of maps \([0, 1] \times D^q \to \mathcal{F}(O_1 \cap O_2)\) starting at \( f \) and ending at a map lifting to \( B \mathcal{P} \). If we choose the \( a_i \) far from any \( a \in \mathbb{R} \) appearing in the given map \( \partial D^q \to B \mathcal{P} \), then there is a compatible homotopy of the entire square after which the diagram admits a diagonal lift.

\[\square\]

Proof of Proposition 4.31. We have now constructed the entire diagram (4.6), which is a commutative diagram in the category of \( G \)-spaces, and shown that all horizontal maps are equivariant weak equivalences. Lemma 4.23 implies that the topological \( G \)-monoid \( M \) is grouplike, so by Lemma 4.19 the leftmost square is \( G \)-homotopy cartesian and hence the rightmost one is too.

\[\square\]

4.5. The scanning map is an equivalence. In this section we use the results of the previous two subsections to prove the following, again following the idea from [Seg87].

Proposition 4.31. The scanning map \( \mathcal{F}(S(R)_e) \to \text{Map}(S(R), \mathcal{F}(D_e(R))) \) in (4.5) is an equivariant equivalence, provided \( \dim(W^G) > d \).

Before explaining the strategy, let us make the following definition, inspired by [Sch17, Section 4.1].

Definition 4.32. For a \( G \)-invariant open subset \( O \subset S(R) \), a scanning function for \( O \) is a smooth \( G \)-invariant function \( \rho : S(R) \to [0, 1] \) such that \( O = S(R) \setminus \rho^{-1}(0) \), and such that for all \( x \in O \) the ball in \( R \) of radius \( \rho(x) \) is disjoint from \( S(R) \setminus O \).

Let \( p_c : S(R)_e \to S(R) \) denote radial projection \( x \mapsto \frac{x}{d} \), and for \( G \)-invariant open subsets \( O \subset S(R) \) let \( \mathcal{F}(O) \subset \mathcal{F}(p_c^{-1}(O)) \times C^\infty(S(R), [0, 1]) \) be the subspace consisting of pairs \((M, \rho)\) where \( \rho \) is a scanning function for \( O \).

We then define an equivariant map

\[
\mathcal{F}(O) \to \text{Map}(O, \mathcal{F}(D_e(R)))
\]

for any \( G \)-invariant open subset \( O \subset S(R) \), as adjoint to

\[
O \times \mathcal{F}(O) \to \mathcal{F}(D_e(R))
\]

\[
(c, (M, \rho)) \mapsto t_{c, \rho}(M),
\]

where \( t_{c, \rho} : R \to R \) is given by \( t_{c, \rho}(x) = \rho(c) \cdot (x + c) \).

Clearly the forgetful map \( \mathcal{F}(O) \to \mathcal{F}(p_c^{-1}(O)) \) is an equivariant weak equivalence (the space of scanning functions for \( O \) is a convex subspace of a vector space; non-emptiness may be seen by averaging a non-invariant bump function). For \( O = S(R) \) it has the preferred homotopy inverse \( M \mapsto (M, 1) \). Under these identifications,
clearly the scanning map (4.8) for \( O = S(R) \) is a model for the bottom map in the diagram (4.5).

We will use a local-to-global argument to show that the scanning map is an equivariant weak equivalence for many subsets \( O \subset S(R) \) including \( O = S(R) \), using that both domain and codomain satisfy a homotopy sheaf property. We begin by proving this for open \( G \)-invariant \( O \subset S(R) \) of a very special form.

**Definition 4.33.** A \( G \)-invariant open subset \( O \subset S(R) \) is elementary if it is the union of disjoint sets of the form \( G \cdot U \), where \( U \subset S(R) \) is an open subset contained in some hemisphere, and such that for each \( g \in G \) either \( gU = U \) or \( U \cap gU = \emptyset \). Let us write \( G_U = \{ g \in G \mid gU = U \} \).

We further require that for each \( U \) there exists a \( G_U \)-fixed point \( b \in U \) and a \( G_U \)-equivariant diffeomorphism

\[
(R - \mathbb{R}b) \to U.
\]

If \( O = G \cdot U \) for such a \( U \) then \( G_U = \{ g \in G \mid gU = U \} \) is a subgroup of \( G \) contained in \( G_b \), and the action map induces a \( G \)-equivariant diffeomorphism \( G \times G_U \cdot U \xrightarrow{\sim} O \). For a general elementary \( O \subset S(R) \) we have

\[
\bigcap_{i=1}^k G \times H_i \cdot U_i \xrightarrow{\sim} O \subset S(R)
\]

for subgroups \( H_i \subset G \) acting on \( U_i \subset S(R) \).

**Lemma 4.34.** The scanning map (4.8) is an equivariant weak equivalence when \( O \subset S(R) \) is elementary.

**Proof.** Both domain and codomain of (4.8) take disjoint union of \( G \)-invariant open subsets to product of \( G \)-spaces, so it suffices to consider the case where \( O = G \cdot U \) for a single \( U \). Let us write \( H = G_U \) so that our assumptions imply a \( G \)-equivariant diffeomorphism

\[
G \times H \cdot (R - \mathbb{R}x) \xrightarrow{\sim} O.
\]

It follows that the map

\[
\mathcal{F}(O) \to \text{Map}_H(G, \mathcal{F}(U))
\]

\[
M \mapsto (g \mapsto U \cap gM)
\]

is a \( G \)-equivariant homeomorphism (it is a bijection since a submanifold \( M \subset O \times D_1((W + R)^+) \times W \) is uniquely determined by its intersection with each of the \( G/H \) many copies of \( U \times D_1((W + R)^+) \times W \).

Evidently a similar homeomorphism holds for the codomains of the scanning map

\[
\text{Map}(O, \mathcal{F}(D_5(R))) \xrightarrow{\sim} \text{Map}_H\left(G, \text{Map}(U, \mathcal{F}(D_5(R)))\right),
\]

so it suffices to compare \( \mathcal{F}(U) \) and \( \text{Map}(U, \mathcal{F}(D_5(R))) \) equivariantly for \( H \). After choosing an \( H \)-equivariant diffeomorphism \( R - \mathbb{R}x \approx U \), a homotopy inverse to the scanning map is defined by evaluating at the origin \( 0 \in R - \mathbb{R}x \).

Next we explain what will be an “induction step” in the local-to-global argument.

**Lemma 4.35.** Assume \( \dim(W^G) > d \) and let \( O_1, O_2 \subset S(R) \) satisfy the assumptions of Proposition 4.20. If (4.8) is an equivariant weak equivalence for \( O = O_1 \), \( O = O_2 \), and \( O = O_1 \cap O_2 \), then it is also an equivariant weak equivalence for \( O = O_1 \cup O_2 \).
Proof: Let us write \( \sigma(p) \) for the associated map. For an ordered equivalence (we do not know whether it is automatic, but we shall explain below that an equivalence exists): [148]

\[
\begin{array}{ccc}
\mathcal{F}'(O_1) & \longrightarrow & \mathcal{F}'(O_1 \cap O_2) \\
\downarrow & & \downarrow \\
\text{Map}(O, \mathcal{F}(D_r(R))) & \longrightarrow & \text{Map}(O, \mathcal{F}(D_r(R)))
\end{array}
\]

The horizontal maps on the bottom row are the restriction maps, while the maps in the top row are given by

\[(M, a) \mapsto (M \cap O_1 \cap O_2, a \cdot \lambda),\]

where \( \lambda : S(R) \to [0, 1] \) is a scanning function for \( O_1 \cap O_2 \).

The diagram [148] is not quite commutative on the nose, but each square commutes up to a canonical equivariant homotopy. That suffices to induce an equivariant map of homotopy pullbacks, which will be an equivariant weak equivalence under our assumptions. Now by Proposition 4.20 the canonical map from \( \mathcal{F}'(O_1 \cup O_2) \) to the homotopy pullback of the top row is an equivariant weak equivalence, and for elementary reasons the canonical map from \( \text{Map}(O_1 \cup O_2, \mathcal{F}(D_r(R))) \) to the homotopy pullback of the bottom row is also an equivariant weak equivalence. Up to equivariant weak equivalence the induced map of homotopy pullbacks is therefore identified with [4.8] for \( O = O_1 \cup O_2 \).

Proof of [4.31] The proof is by induction over simplices in an equivariant smooth triangulation of \( S(R) \). This means a simplicial complex \( K \) equipped with a \( G \)-action by simplicial maps, and an equivariant homeomorphism \( j : [K] \to S(R) \) such that for any \( p \in \mathbb{N} \) and any \( p \)-simplex \( \sigma \) of \( K \), the composition \( \Delta^p \to [K] \to S(V) \) is a smooth embedding. For an ordered \( p \)-simplex \( \sigma \) of \( K \) we shall use the same notation for the associated map \( \sigma : \Delta^p \to [K] \). We may arrange that the stabilizer of \( j \circ \sigma(\Delta^p) \subset S(R) \) as a subset agrees with the pointwise stabilizer (replace \( K \) by its barycentric subdivision if not) and denote this stabilizer subgroup by \( G_\sigma < G \). We shall write \( b(\sigma) = \sigma(\overline{\sigma_1, \ldots, \sigma_r}) \) for \( \sigma \in S(R) \) for the barycenter of \( \sigma \). It comes with canonical neighborhoods

\[ b(\sigma) \in \text{star}(\sigma) \subset \overline{\text{star}(\sigma)} \subset [K], \]

the open and closed stars of \( \sigma \), which are PL homeomorphic to \( \mathbb{R}^{r-1} \) and \( \mathbb{R}^{r-1} \) respectively, where \( r = \dim(R) \). The point \( b(\sigma) \) is fixed by \( G_\sigma \), and the open and closed stars are invariant under \( G_\sigma \). We may arrange (again by subdividing) that \( \text{star}(\sigma) \cap g(\text{star}(\sigma)) = \emptyset \) for \( g \notin G_\sigma \). Let us write

\[ U_\sigma = j(\text{star}(\sigma)) \subset S(R), \]

which is an open \( G_\sigma \)-invariant neighborhood of \( j(b(\sigma)) \). It induces up to a \( G \)-equivariant diffeomorphism

\[ G \times_{G_\sigma} U_\sigma \to G . U_\sigma \subset S(R). \]

The open subset \( U_\sigma \subset S(R) \) is PL homeomorphic to \( \mathbb{R}^r \cong T_j(b(\sigma)) S(R) \cong (R - \mathbb{R} j(b(\sigma))) \), but we shall make the following additional assumption on the triangulation (we do not know whether it is automatic, but we shall explain below that an equivariant smooth triangulation where it holds may be chosen):

- there exists a \( G_\sigma \)-equivariant diffeomorphism \( (R - \mathbb{R} j(b(\sigma))) \to U_\sigma \).
Under this assumptions the open subset $G.U_\sigma \subset S(R)$ is elementary.

We shall impose one additional regularity condition on the equivariant triangulation, about the open subset

$$U_\sigma \setminus j \circ \sigma(\Delta^p) = j(\text{star}(\sigma) \setminus \sigma(\Delta^p)) \subset S(R).$$

The corresponding subset $\text{star}(\sigma) \setminus \sigma(\Delta^p) \subset |K|$ is the deleted open star. We shall make the following assumption:

- there exists a $G_\sigma$-equivariant diffeomorphism

$$U_\sigma \setminus j \circ \sigma(\Delta^p) \xrightarrow{(\delta,f)} (0,1) \times (\Delta^p \times S(N))$$

for some representation $N$, such that the first coordinate extends to a continuous map $U_\sigma \setminus j \circ \sigma(\partial \Delta^p) \to [0,1]$ such that $\delta^{-1}(1) = j \circ \sigma(\Delta^p)$ and $\delta^{-1}(0) = \partial U_\sigma \setminus j \circ \sigma(\partial \Delta^p)$.

A slightly weaker statement, with “equivariant diffeomorphism” replaced by “PL homeomorphism”, is in fact automatic. This may be checked in $|K|$ where we have the usual decomposition $\text{star}(\sigma) \approx \sigma(\Delta^p) \ast \text{link}(\sigma)$, which restricts to a $G_\sigma$-equivariant PL homeomorphism

$$\text{star}(\sigma) \setminus \sigma(\Delta^p) \approx (\Delta^p \ast \text{link}(\sigma)) \setminus ((\emptyset \ast \text{link}(\sigma)) \cup (\Delta^p \ast \emptyset)) \cong (0,1) \times \Delta^p \times \text{link}(\sigma),$$

and the link of $\sigma$ is PL homeomorphic to the unit sphere of the normal bundle.

There is an abstract result (see [Ill78]) that any equivariant smooth manifold admit an equivariant smooth triangulation, but in general it seems unclear to us whether it will necessarily satisfy the two extra conditions. In the case of a unit sphere in an orthogonal representation this question can be circumvented by choosing an equivariant triangulation by spherical simplices, for which the conditions may be checked by hand. See Remark 4.36 below for more details.

Let us choose an equivariant smooth triangulation with the above two regularity properties, and continue with the proof of the Proposition. For each subcomplex $\Lambda \subset K$ we have the open subset

$$O^\Lambda = S(V) \setminus j(|\Lambda|),$$

and we shall consider the statement that the scanning map (4.8) is an equivariant weak equivalence when $O = O^\Lambda$. This is of course true for $\Lambda = K$ where $O^\Lambda = \emptyset$ and is also true when $\Lambda \subset K$ is the $(d-1)$-skeleton, since $O^\Lambda$ is then the union of (the open stars of) the top dimensional simplices, which is elementary by our discussion above.

Let us now assume $\Lambda \subset K$ and let $\sigma < \Lambda$ be a simplex which is maximal (not a proper face of any other simplex in $\Lambda$). Then $\Lambda \setminus \{\sigma\} \subset \Lambda$ is again a simplicial complex, and $\Lambda \setminus G.\sigma$ is an equivariant subcomplex. We also have subcomplexes

$$K_\sigma = \{\tau < K \mid g.\sigma \not\subset \tau \text{ for any } g \in G\}$$

$$K'_\sigma = K_\sigma \cup \Lambda = K_\sigma \cup G.\sigma,$$

for which $O^{K'_\sigma} = S(V) \setminus j(|K_\sigma|)$ equals $G.j(\text{star}(\sigma)) \cong G \times_{G_\sigma} U_\sigma$, and hence by the discussion above is elementary.

Now observe that the intersection

$$O^{K'_\sigma} \cap O^\Lambda = S(R) \setminus j(|K_\sigma \cup \Lambda|) = O^{K'_\sigma}.$$
equals the subset $G \times G_\sigma \ (U_{\sigma} \setminus j \circ \sigma(\Delta^p)) \cong G_\sigma (U_{\sigma} \setminus j \circ \sigma(\Delta^p)) \subset S(R)$, while
\[ O^K_\sigma \cup O^A = O^{A\langle G_{\sigma} \rangle}. \]

Since both $A$ and $K_\sigma$ have strictly more simplices, we may assume by downwards induction that the scanning map (4.12) is an equivariant weak equivalence for both $O = O^A$ and $O = O^{K_\sigma}$, and we have already seen that it is for $O = O^{K_\sigma}$ since that subset is elementary. The $G_\sigma$-equivariant diffeomorphism (4.10) induces up to a $G$-equivariant diffeomorphism which shows that Lemma 4.35 applies for $O_1 = O^A$ and $O_2 = O^{K_\sigma}$. The conclusion of that Lemma is then that the scanning map is also an equivariant weak equivalence for $O = O^{A\langle G_{\sigma} \rangle}$ and by induction we conclude it is an equivariant weak equivalence for $O = O^\emptyset = S(R)$. \qed

**Remark 4.36.** As promised, let us discuss how to construct an equivariant triangulation of $S(R)$ with the good properties above. This is presumably well known to experts but we were unable to find a reference so we indicate a construction here.

The spherical geometry is used to construct canonical simplices with a given set of vertices: if $\sigma = (x_0, \ldots, x_p) \in S(R)^{p+1}$ is an ordered tuple of unit vectors which are linearly independent in $R$ and are contained in an open hemisphere (i.e. there exists an $x \in S(R)$ with $\langle x, x_i \rangle > 0$ for all $i$) then the map
\[ j_\sigma : \Delta^p \to S(R) \]
\[ (t_0, \ldots, t_p) \mapsto \frac{t_0x_0 + \cdots + t_px_p}{|t_0x_0 + \cdots + t_px_p|} \]
is well defined and injective, and its image is the spherical convex hull of the subset \( \{x_0, \ldots, x_p\} \subset S(R) \). Let us say that a simplex $j : \Delta^p \to S(R)$ is spherical if it is of this form. As we shall recall shortly, it is not hard to construct an equivariant triangulation in which all simplices are spherical, but let us first discuss some convenient consequences of this additional condition.

Let $j : \Delta^p \to S(R)$ be a spherical simplex with vertices $x_i = j(e_i)$ where $e_i \in \Delta^p$ is the $i$th vertex. If $b \in S(R)$ is a point such that $\langle b, x_i \rangle > 0$ for all $i$, then $j$ may be factored as $\Delta^p \to (R - \mathbb{R}b) \to S(R)$, where the second map is the gnemonic projection
\[ R - \mathbb{R}b \to S(R) \]
\[ y \mapsto \frac{b + y}{|b + y|}. \]

The gnemonic projection sends $0 \mapsto b$ and defines a diffeomorphism from $R - \mathbb{R}b$ onto the open hemisphere \( \{y \in S(R) \mid \langle y, b \rangle > 0\} \); so $j$ factors uniquely when its image is contained in that hemisphere. In general the inverse of the gnemonic projection takes hemispheres in $S(R)$ to affine half-spaces in $R - \mathbb{R}b$, and hence the image $j(\Delta^p)$ is taken to a euclidean simplex in $R - \mathbb{R}b$, which in particular is a closed and convex subset.

A particularly useful choice is $b = b_\sigma = j(\frac{1}{p+1}, \ldots, \frac{1}{p+1})$, which has the convenient property that it is fixed by any $g \in G_{\sigma}$, where $G_{\sigma} < G$ denotes the subgroup stabilizing $\{x_0, \ldots, x_p\} \in S^V$. For this choice $b = b_\sigma$ the factorization through the gnemonic projection $R - \mathbb{R}b_\sigma \to S(R)$ is equivariant for $G_{\sigma}$.

Let us now consider an equivariant triangulation $j : |K| \to S(R)$ in which all simplices are spherical and sufficiently small. As in any triangulation of a manifold
the closed star of a simplex $\sigma < K$ is homeomorphic to closed disk, but in our case we may conclude that the open star
\[ |K| \supset \text{star}(\sigma) \xrightarrow{\sim} \bigcup_{\tau \cdot \sigma \leq \tau} j(\hat{\Delta^\tau}) \subset S(V) \]
is diffeomorphic to $R - \mathbb{R}b_{\sigma}$ in the smooth structure it inherits as an open subset of $S(V)$, equivariantly for $G_{\sigma}$. Indeed, under the gnomic projection the open star is identified with an open subset $\Omega \subset R - \mathbb{R}b_{\sigma}$ which is star-shaped around the origin. The usual rescaling argument (which we learned from [ha], see there for more details) produces a diffeomorphism
\[ \Omega \to R - \mathbb{R}b_{\sigma} \]
\[ x \mapsto \lambda(x) \cdot x, \]
where $\lambda : \Omega \to [1, \infty)$ is a rescaling factor defined by
\[ \lambda(x) = 1 + \left( \int_0^1 \frac{dt}{\phi(tx)} \right)^2 |x|^2, \]
where $\phi : (R - \mathbb{R}b_{\sigma}) \to [0, \infty)$ is a smooth function with $\phi^{-1}(0) = (R - \mathbb{R}b_{\sigma}) \setminus \Omega$. If we choose $\phi$ to be $G_{\sigma}$-equivariant (by averaging) then the diffeomorphism is also equivariant. This proves the first regularity condition.

The embedding $\Delta^p \hookrightarrow (R - \mathbb{R}b_{\sigma})$ lands in a $p$-dimensional linear subspace which we will denote $T_{\sigma}$, and whose orthogonal complement we will denote $N_{\sigma}$. Both are invariant under $G_{\sigma}$, and as abstract representations may be identified with the tangent and normal spaces of $j(\Delta^p) \subset S(V)$ at the barycenter. The rescaling diffeomorphism $\text{star}(\sigma) \approx R - \mathbb{R}b_{\sigma}$ then takes the open simplex $\hat{\Delta^\sigma} \subset \text{star}(\sigma)$ diffeomorphically onto $T_{\sigma} \subset R - \mathbb{R}b_{\sigma}$, and hence the deleted open star $\text{star}(\sigma) \setminus \hat{\Delta^\sigma}$ is taken diffeomorphically onto the open subspace
\[ (R - \mathbb{R}b_{\sigma}) \setminus T_{\sigma} \approx T_{\sigma} \times (N_{\sigma} \setminus \{0\}) \approx T_{\sigma} \times S(N_{\sigma}) \times (-\infty, \infty), \]
where $S(N_{\sigma})$ denotes the unit sphere in $N_{\sigma}$ and the diffeomorphism $N_{\sigma} \setminus \{0\} \approx S(N_{\sigma}) \times (-\infty, \infty)$ is by “polar coordinates” $x \mapsto (\frac{\alpha}{|x|}, \log(|x|))$. This diffeomorphism is again equivariant for $G_{\sigma} < G$, where the action on $(-\infty, \infty)$ is trivial.

A mild variation of the rescaling argument instead rescales only in the direction $N_{\sigma}$ parametrized by $\Delta^\sigma$, and results in a diffeomorphism
\[ \text{star}(\sigma) \setminus \hat{\Delta^\sigma} \xrightarrow{\sim} \hat{\Delta^\sigma} \times S(N_{\sigma}) \times (-\infty, \infty), \]
whose last coordinate $\delta : \text{star}(\sigma) \setminus \hat{\Delta^\sigma} \to (-\infty, \infty)$ extends to a continuous map
\[ \overline{\text{star}(\sigma) \setminus \partial \Delta^\sigma} \to [-\infty, \infty]. \]

taking the value $-\infty$ on $\hat{\Delta^\sigma}$ and the value $+\infty$ on the remaining boundary of the closed star, which can be identified with
\[ (\text{Link}(\sigma) \times \partial \Delta^\sigma) \setminus \partial \Delta^\sigma. \]

Finally, let us review how a $G$-equivariant triangulation $j : |K| \to S(R)$ all of whose simplices are spherical may be constructed, e.g. using Voronoi cells. Start with a finite $G$-invariant subset $X \subset S(R)$ which is sufficiently fine (no ball of radius $\epsilon$ around any point in $S(R)$ is disjoint from $X$, for any given $\epsilon > 0$). The Voronoi cell of $x \in X$ is then the subspace
\[ C_x = \{ y \in S(R) \mid \text{dist}(y, x) = \text{dist}(y, X) \}. \]
This space is also defined by linear inequalities as follows

\[ C_x = \bigcap_{x' \in X} \{ y \in S(R) \mid \langle y, x - x' \rangle \geq 0 \}, \]

showing in particular that it is closed and geodesically convex provided it contains no pair of antipodal points (which holds for sufficiently small \( \epsilon \)). For a non-empty \( A \subset X \) we write \( C_A = \cap_{x \in A} C_x \) and define \( J \subset 2^X \setminus \{ \emptyset \} \) as

\[ J = \{ A \subset X \mid C_A \neq \emptyset \}. \]

The \( C_A \subset S(R) \) with \( A \in J \) form the closed cells in a cell decomposition of \( S(R) \). Moreover, \( A \subset A' \) if and only if \( C_A \supset C_A' \), i.e. \( J \) ordered by inclusion may be identified with the (opposite of) the poset of cells. The barycentric subdivision is a simplicial complex, and we shall use that as \( K \). More precisely, we consider the map

\[ N_0(J) \to S(R) \]

\[ A \mapsto \frac{b(C_A)}{|b(C_A)|}, \]

where \( b(C_A) \in R \) is the barycenter of \( C_A \), i.e. the average over \( S(R) \) of the function \( x \mapsto \chi_{C_A}(x) \cdot x \). There is a unique extension to a map \( |N_p(J)| \to S(R) \) which is spherical on each non-degenerate simplex, and this map is a homeomorphism.

We then let \( K \) be the ordered simplicial complex whose \( p \)-simplices are the non-degenerate elements of \( N_p(J) \).

4.6. Finishing the proof. We finish the proof of Proposition 4.13, asserting that

\[ \alpha_R: \psi_d(V, W) \to \Omega^R \psi_d(V, W + R) \]

is an equivariant equivalence when \( \dim(W^G) > d \).

Using Proposition 4.31 we know that the horizontal maps in (4.5) are equivariant equivalences, so the diagram looks like

\[
\begin{array}{ccc}
\mathcal{F}(D_1(R)_\epsilon) & \xrightarrow{\simeq} & \text{Map}(D_1(R), \mathcal{F}(D_\epsilon(R))) \\
\downarrow & & \downarrow \\
\mathcal{F}(S(R)_\epsilon) & \xrightarrow{\simeq} & \text{Map}(S(R), \mathcal{F}(D_\epsilon(R))).
\end{array}
\]

The right vertical map is an equivariant fibration with fiber \( \Omega^R \psi_d(V, W + R) \). The left vertical map is not a fibration, but the homotopy fibers may be analyzed as in the proof of Proposition 4.20. That proof achieves a bit more than proving the square is \( G \)-homotopy cartesian, it also determines the fibers in both vertical and horizontal directions up to equivariant weak equivalence: in the notation of (4.6) they are \( X \) and \( Y \), respectively. In particular, when \( O_1 = D_1(R)_\epsilon \) and \( O_2 = O_1 \cap O_2 = S_1(R)_\epsilon \), the front faces of the cubes in Eq. (4.6) become

\[
\begin{array}{ccc}
B(X, \mathcal{M}, *) & \xleftarrow{\simeq} & B \bar{P} \mathcal{X} \\
\downarrow_{\bar{P} M} & & \downarrow_{\bar{P} P} \\
B(\ast, \mathcal{M}, *) & \xleftarrow{\simeq} & B \bar{P} \mathcal{F}(S_1(R)_\epsilon).
\end{array}
\]

For the function \( \delta: O_1 \cap O_2 \to (-\infty, +\infty) \) in Proposition 4.20 we can take distance from the origin \( O_1 \cap O_2 \to (1 - \epsilon, 1 + \epsilon) \) and rescale to \((\infty, +\infty)\), then \( X \) is
identified with the space of pairs \((M, a)\) with \(a \in (1 - \epsilon, 1 + \epsilon)\) and \(M \in \mathcal{F}(O_1)\) has \(M \subset \pi_R^{-1}(D_a(R))\). There is an embedding \(\psi_d(V, W) \hookrightarrow X\), identifying \(\psi_d(V, W)\) with the subspace where \(a = 1\), and this embedding is obviously an equivariant weak equivalence. Therefore \((4.10)\) implies an equivariant weak equivalence \(\psi_d(V, W) \simeq \Omega^R \psi_d(V, W + R)\).

We are now almost done: we wanted to show that the particular map \(\alpha_R : \psi_d(V, W) \to \Omega^R \psi_d(V, W + R)\) is an equivalence, what remains is to identify \(\alpha_R\) with the weak equivalence just established,!\[\psi_d(\cdot, \cdot) \simeq \Omega^R \psi_d(\cdot, \cdot + R)\]. Let \(\mathcal{F}_c(D_a(R))\) denote the subspace of manifolds \(M \in \psi_d(V, W + R)\) such that \(M \subset \pi_R^{-1}(D_a(\cdot))\). Then in the case above, \(X\) is the space of pairs \((M, a)\) such that \(a \in (1 - \epsilon, 1 + \epsilon)\) and \(M \in \mathcal{F}_c(D_a(R))\). The fibers of the middle and right hand vertical maps in \((4.10)\) are both \(\mathcal{F}_c(D_{1 - \epsilon}(R))\). Composing the two diagrams above and investigating the fibers and homotopy fibers, we end up with the following diagram.

\[
\begin{array}{cccccc}
X & \xrightarrow{\simeq} & \mathcal{F}_c(D_{1 - \epsilon}(R)) & \xrightarrow{\text{scan}} & \Omega^R \mathcal{F}(D_c(R)) \\
& \downarrow{\simeq} & \downarrow & \downarrow{\simeq} & \\
\text{hofib}(p_M) & \xleftarrow{\simeq} & \text{hofib}(p_P) & \xrightarrow{\text{hofib(res)}} & \\
& \downarrow & \downarrow{\text{pf}} & \downarrow{\text{res}} & \\
B(X, M, \ast) & \xleftarrow{\simeq} & BP_X & \xrightarrow{\simeq} & \text{Map}(D_1(\cdot) \cap \mathcal{F}(D_c(R))) \\
& \downarrow{p_M} & \downarrow{p_P} & & \\
B(\ast, M, \ast) & \xleftarrow{\simeq} & BP & \xrightarrow{\simeq} & \text{Map}(S(\cdot) \cap \mathcal{F}(D_c(R)))
\end{array}
\]

Here each column has the form \(\text{fib}(p) \to \text{hofib}(p) \to A \xrightarrow{\text{pf}} B\), and the horizontal arrows are (composites of) maps defined above. This shows that \(\text{scan}\) is an equivariant equivalence.

The following lemma allows us to relate our results to the map \(\alpha_R\), and thus finishing the proof of Proposition 4.13.

**Lemma 4.37.** There is a diagram of the form

\[
\begin{array}{ccc}
\psi_d(V, W) & \xrightarrow{\alpha_R} & \Omega^R \psi_d(V, W + R) \\
& \downarrow{\simeq} & \downarrow{\simeq} & \\
\mathcal{F}_c(D_{1 - \epsilon}(R)) & \xrightarrow{\text{scan}} & \Omega^R \mathcal{F}(D_c(R)),
\end{array}
\]

commuting up to equivariant homotopy.

**Proof.** Let us first point out that \(\Omega^R\) in the upper right corner means pointed maps from \(S^R\), the one-point compactification of \(R\), while in the lower right corner it means pointed maps from \(D_1(R) \cup \{\infty\}\). We compare these using the equivariant homeomorphism \(D_1(\cdot) \cup \{\infty\} \to S^N\) extending \(r \mapsto -(1 - ||r||)^{-1}r\), and let \(\psi_d(V, W + R) \to \mathcal{F}(D_c(\cdot))\) be \(M \mapsto M \cap \pi_R^{-1}(D_c(\cdot))\). We take the vertical map on the right to be given by pre- and post-composing with these. For \(M \in \psi_d(V, W)\), the right vertical map then takes \(\alpha_R(M)\) to the extension of \(D_1(\cdot) \to \mathcal{F}(D_c(\cdot))\)

\[
r \mapsto \varphi_r^{-1}(M) \cap \pi_R^{-1}(D_c(\cdot)),
\]
where \( \varphi_r(x) = x + (1 - \| r \|)^{-1} r \) for \( x \in \pi_1^{-1}(D_\epsilon(R)) \).

As the left vertical map we take the scaling \( M \mapsto (1 - \epsilon) M \), which is taken to the extension of

\[
D_1(R) \to \mathcal{F}(D_\epsilon(R))
\]

\[
\tau \mapsto (t^{-1}_\tau((1 - \epsilon) M)) \cap \pi_1^{-1}(D_\epsilon(R)),
\]

by the scanning map; recall that \( t_\tau(x) = x + r \). We may now define an equivariant path between these two which at time \( t \in [0, 1] \) is the extension of

\[
T_{\tau, t}(x) = \frac{1 - t \epsilon}{1 - \epsilon} \left( x + \frac{1 + (1 - t) \| r \|}{1 + \| r \|} r \right)
\]

5. Spaces of manifolds and affine Grassmanians

As the final ingredient we prove Proposition 2.20. That is, we construct an equivariant equivalence \( \psi_d(V, V) \simeq MTO_d(V) \) between the space of unbounded manifolds in \( V \) and the affine Grassmanian of \( d \)-planes in \( V \).

Recall that

\[
MTO_d(V) = \text{Th} \left( \begin{array}{c}
\xi^V/
\downarrow
\text{Gr}_d(V)
\end{array} \right)
\]

**Definition 5.1.** Let \( q : MTO_d(V) \to \psi_d(V, V) \) be the equivariant map defined as follows. A point \( L \in \xi^V = MTO_d(V) \setminus \{ \infty \} \) can be identified with an affine \( d \)-plane in \( V \), which is a \( d \)-dimensional submanifold, hence a point in \( \psi_d(V, V) \). We map

\[ \infty \in MTO_d(V) \to \emptyset \in \psi_d(V, V), \]

which defines a continuous map because of the way we defined the topology on \( \psi_d(V, V) \).

**Lemma 5.2.** The map \( q : MTO_d(V) \to \psi_d(V, V) \) is an equivariant equivalence.

**Proof.** The proof is identical to that of [Gal11, Lemma 6.1]. We split \( \psi_d(V, V) \) as the pushout of open sets \( \psi_0 \leftarrow U_{01} \to \psi_1 \). Here \( U_0 \subset \psi_d(V, V) \) is the open subset of manifolds \( M \subset V \) such that \( 0 \notin M \). The subset \( U_1 \subset \psi_d(V, V) \) consists of manifolds \( M \subset V \) with a unique non-degenerate closest point to the origin, and \( U_{01} = U_0 \cap U_1 \). The subsets \( U_0, U_1, U_{01} \) are \( G \)-invariant open subsets, and the restrictions of \( q \)

\[
q^{-1}(U_0) \to U_0
\]

\[
q^{-1}(U_1) \to U_1
\]

\[
q^{-1}(U_{01}) \to U_{01}
\]

are all equivariant equivalences. The spaces \( q^{-1}(U_0) \) and \( U_0 \) are both equivariantly contractible. For \( M \in U_1^H \), notice that the unique closest point \( p \in M \) must be contained in \( V^H \) (since any point in the orbit of \( p \) is closest to the origin), hence the deformation retraction described in [Gal11, Lemma 6.1] remains inside the fixed point space. The same applies to the restriction to \( U_{01} \). \( \square \)
6. Tangential structures

In this section we briefly discuss a variant of Theorem 2.22 involving tangential structures. For trivial $G$ this is discussed in [GMTW09, Section 5].

Let $M$ be a $d$-dimensional smooth manifold and $G$ a finite group. Write $\text{GL}_d = \text{GL}_d(\mathbb{R})$, and let $\text{Fr}(M)$ denote the frame bundle of $M$. That is, $\text{Fr}(M) \to M$ is the principal $\text{GL}_d$-bundle of bases of the tangent bundle $TM \to M$. Let $\text{GL}_d$ act on $\text{Fr}(M)$ on the left by change of basis.

**Definition 6.1.** Let $\Theta$ be a space with a left action of $\text{GL}_d \times G$. A $\Theta$-structure $\ell$ on $M$ is a $\text{GL}_d$-equivariant map $\ell: \text{Fr}(TM) \to \Theta$. If $G$ acts smoothly from the left on $M$, there is an induced left action of $G$ on $\text{Fr}(TM)$ by differentiating the action on $M$. This action commutes with the $\text{GL}_d$ action so we view $\text{Fr}(TM)$ as a left $(\text{GL}_d \times G)$-space, and say that the $\Theta$-structure on $M$ is equivariant if $\ell$ is $\text{GL}_d \times G$-equivariant.

Fix the dimension $d \geq 0$, a finite group $G$ and a $(\text{GL}_d \times G)$-space $\Theta$. Let $\Gamma = \text{GL}_d \times G$. The following is the definition of the equivariant cobordism category of manifolds with tangential structures.

**Definition 6.2.** Let $C^G_{\Theta}$ be the following topologically enriched category. Objects are pairs $(M, \ell)$, where $M \in \text{Ob}(C^G_d)$ as in Definition 2.13 and $\ell: \text{Fr}(TM) \to \Theta$ is an equivariant $\Theta$-structure.

The morphism space between $(M_0, \ell_0)$ and $(M_1, \ell_1)$ is formed by triples $(N, r, \ell)$ where $(N, r) \in C^G_d(M_0, M_1)$ and $\ell: \text{Fr}(TN) \to \Theta$ is an equivariant $\Theta$-structure that restricts to $\ell_0$ and $\ell_1$ on $\partial N$.

The homotopy type of morphism spaces may be described as

$$C^G_d(M_0, M_1) \simeq \coprod_L B\text{Diff}^G_0(L, \partial L),$$

where the disjoint union is over smooth equivariant cobordisms $L$ between $M_0$ and $M_1$, one in each diffeomorphism class relative to $\partial L = M_0 \amalg M_1$. For such $L$, we write $\text{Diff}^G_0(L, \partial L)$ for the topological group of equivariant diffeomorphisms that restrict to the identity in a neighborhood of $\partial L$, and $B\text{Diff}^G_0(L, \partial L)$ denotes the homotopy quotient $B\text{Diff}^G_0(L, \partial L) = \text{Map}^\partial_0(\text{Fr}(TL), \Theta) \sslash \text{Diff}^G_0(L, \partial L)$, where $\text{Map}^\partial_0(\text{Fr}(TL), \Theta)$ is the space of equivariant $\Theta$ structures on $L$, fixed near the boundary (omitting the boundary conditions from the notation).

Now we introduce the equivariant orthogonal spectrum $MT\Theta$. For an orthogonal $G$-representation $V$ let $B(V) = (\text{St}_d(V) \times \Theta)/\text{GL}_d$, where $\text{St}_d(V)$ is the Stiefel manifold of $d$-frames in $V$. The unique map $\Theta \to \{\ast\}$ induces a $G$-equivariant map $\vartheta_V: B(V) \to \text{Gr}_d(V)$, and we let $\vartheta_V^\perp$ be the pullback of the complement of the tautological bundle over $\text{Gr}_d(V)$.

**Definition 6.3.** Define the orthogonal $G$-spectrum $MT\Theta$ by

$$MT\Theta(V) = \text{Th} \left( \begin{array}{c} \vartheta_V^\perp \xi^\perp \\ \downarrow \\ B(V) \end{array} \right).$$
The structure maps are defined analogously to [Definition 2.15].

We have a version of our main Theorem (1.1), generalized to include tangential structures. The special case Θ = {∗} recovers the original (unoriented) statement.

**Theorem 6.4.** The classifying space of the equivariant cobordism category with Θ-structures is weakly equivalent to the fixed point space of the shifted infinite loop space of MTΘ:

\[ BC^G_Θ \simeq (Ω^{∞−1}MTΘ)^G \]

Similarly to the unoriented case, this is the fixed point level statement of the following.

**Theorem 6.5.** There is an equivariant equivalence

\[ BC_Θ(U_G) \simeq Ω^{U_G−1}MTΘ. \]

The embedded cobordism categories C_Θ(V) are defined similarly to the unoriented case. We also have analogues of spaces of manifolds.

**Definition 6.6.** For V a finite dimensional G-representation, let Ψ_Θ(V) be the set of pairs \((M, ℓ)\) where \(M \in Ψ_d(V)\) and ℓ is a Θ-structure on M.

The topology on Ψ_Θ(V) is defined as for Ψ_d(V), now modeled on the spaces

\[ Γ_c(NM) \times \text{Map}_{GL_d}(\text{Fr}(TM), Θ). \]

Define the left conjugation action of G on Ψ_Θ(V) by \(g(M, ℓ) = (gM, gℓ)\), where \(gM \subset V\) is the image of M ⊂ V under G, and \(gℓ: \text{Fr}(T(gM)) \to Θ\) is defined by \(gℓ(b) = g(ℓ(g^{-1}b))\), i.e. so that

\[ \text{Fr}(TM) \xrightarrow{ℓ} Θ \]
\[ \downarrow^{g} \]
\[ \text{Fr}(T(gM)) \xrightarrow{gℓ} Θ \]

commutes. With this definition the fixed point space \(Ψ_Θ(V)^G\) consists of manifolds M equivariantly embedded in V, with equivariant Θ-structures.

Our proof of the main theorem generalizes to the case of tangential structures without any substantial changes, since we can canonically carry the Θ-structures along diffeomorphisms and restrict them to submanifolds when necessary.

**Remark 6.7.** Both the cobordism category C_Θ and the spectrum MTΘ depend functorially on the \((GL_d \times G)\)-space Θ, and the equivalences (6.1) and (6.2) are through zig-zags of natural transformations. A \((GL_d \times G)\)-equivariant map \(Θ \to Θ'\) induces a weak equivalence of domains and codomains of (6.1) and (6.2) when the induced maps \(Θ^H \to (Θ')^H\) are non-equivariant weak equivalences for all \(H \leq G\). Thus, in the terminology of equivariant homotopy theory, the functoriality in Θ is “Borel equivariant” for the GL_d-action and “genuine equivariant” for the G-action.

The equivariant homotopy type of Θ is perhaps easier to analyze via the associated object (6.3) below, as follows. First, pass to the G-equivariant space \(B = B(U) = (St_d(U) \times Θ)/GL_d\), which comes with a G-equivariant map \(B \to St_d(U)/GL_d = Gr_d(U)\). No essential information is lost by this process, since the canonical map

\[ Θ \to St_d(U) \times_{Gr_d(U)} B \]
is a \((\text{GL}_d \times G)\)-equivariant map inducing a weak equivalence of fixed points for any \(H < G\). Therefore the input to Theorem 6.4 could equivalently be specified as a \(G\)-equivariant space over \(\text{Gr}_d(\mathcal{U})\). The fixed point space \(B^H = \text{Map}_G(G/H, B)\) comes with a map

\[
B^H \to (\text{Gr}_d(\mathcal{U}))^H,
\]

and as usual both may be regarded as functors from the orbit category \(\text{Or}(G)\), whose morphisms are \(G\)-equivariant maps \(G/H \to G/H'\). By Elmendorff’s theorem, no essential loss of information is lost in replacing the equivariant space \(B\) by the functor \(G/H \mapsto B^H\). We then arrive at an object

\[ (6.3) \quad (G/H \mapsto B^H) \in \text{Fun}(\text{Or}(G), \text{Top})/(G/H \mapsto \text{Gr}_d(\mathcal{U}))^H, \]

encoding the equivariant homotopy type of \(\Theta\) in the sense explained.

The codomain of (6.3) denotes the over category in the category of functors. For later use let us point out that the map

\[
\text{Gr}_d(\mathcal{U})^H \to \bigoplus_{n=0}^d \text{Gr}_n(\mathcal{U})
\]

\[ V \mapsto V^H \]

defines a natural transformation of functors of \((G/H) \in \text{Or}(G)\), whose codomain is the constant functor. In particular it is invariant under the group of automorphisms of \(G/H \in \text{Or}(G)\), which is the Weyl group \(W_G(H) = N_G(H)/H\). Hence we get an induced map of spaces

\[
\prod_{(H)} (B^H)_{kW_G(H)} \to \prod_{(H)} (\text{Gr}_d(\mathcal{U}))^H_{kW_G(H)} \to \bigoplus_{n=0}^d \text{Gr}_n(\mathcal{U}) \simeq \bigoplus_{n=0}^d BO_n,
\]

where the disjoint unions are over subgroups \(H < G\), one in each conjugacy class. (More canonically, the domain may be written as \(\text{hocolim}_{G/H \in \text{Or}(G)} B^H\).)

7. Examples and applications

We discuss some special cases of Theorem 6.4 for various tangential structures, as well as some consequences and potential applications.

7.1. Some special cases.

Example 7.1 (Orientation reversing action). Let \(G = \mathbb{Z}/2\) and \(\Theta = \{-1, +1\}\), where \(\text{GL}_d\) acts on \(\Theta\) via the sign of the determinant, and \(G\) acts on \(\Theta\) by transposition. In this case \(\Theta\)-manifolds are manifolds with an orientation reversing involution.

In the special case \(d = 2\) of the above example, our Theorem 6.4 recovers the results of Nisan Stiennon on characteristic classes of real curves (\([\text{Sti13}]\)).

Example 7.2 (Unoriented manifolds). If \(\Theta = \{\ast\}\) we recover our original statement in Theorem (1.1) about unoriented manifolds.

It is interesting to consider the content of Theorem 6.4 in the case of 0-manifolds. Let \(\mathcal{F}_G\) denote a skeleton of the category of finite \(G\)-sets, and for an object \(A \in \mathcal{F}_G\) let \(\Sigma_A = \text{Aut}(A)\) denote the group of equivariant bijections of \(A\). Disjoint union of \(G\)-sets gives rise to a symmetric monoidal structure on \(\mathcal{F}_G\), and we may arrange that
the underlying monoidal structure is strict (associators and units are identities). Then the space
\[ M = \coprod_{A \in \mathcal{F}} B \Sigma A, \]
inherits the structure of a topological monoid, which makes it a model for the cobordism category \( \mathcal{C}_G \).

The spectrum \( MTO_0 = S_G \) is the \( G \)-equivariant sphere spectrum. As a special case of Theorem 6.4 we obtain the following theorem, due to Guillou and May.

**Theorem 7.3** (Equivariant Barratt-Priddy-Quillen Theorem, [GM17, Section 6.1]).

There is a weak equivalence of spaces
\[ \Omega B \left( \coprod_{A \in \mathcal{F}} B \Sigma A \right) \simeq (\Omega^\infty S_G)^G. \]

More generally we can consider the case of 0-manifolds for any \( G \)-space \( \Theta \), and get a weak equivalence
\[ \Omega B \left( \prod_{[A] \in \mathcal{F}} \operatorname{Map}_G(A, \Theta) \right) \simeq (\Omega^\infty \Sigma^\infty \Theta_+)^G, \]
where \( \operatorname{Map}_G(A, \Theta) \) is the space of \( G \)-equivariant maps and \( \operatorname{Map}_G(A, \Theta) \right\Sigma \) is the homotopy quotient
\[ \operatorname{Map}_G(A, \Theta) \times_{\Sigma A} E \Sigma A. \]

The domain of (7.1) may up to homotopy be identified as the group completion of a free \( E_\infty \) space, using that a finite \( G \)-set splits canonically as a disjoint union of orbits. We leave it as an exercise to relate this observation to the tom Dieck splitting, cf. [GM17, Section 6.2].

Finally, for any orthogonal representation \( \rho \) of \( G \), our main theorem gives an interpretation of the infinite loop space associated to an inverse representation sphere \( S_G^{-\rho} \), i.e. the orthogonal spectrum \( S_G^{-\rho} = \mathcal{J}_G(\rho, -) \) (see [MM02, Definition 4.6]).

**Example 7.4** (Action on frames). Let \( \rho : G \to \operatorname{GL}_d \) be a representation of \( G \), and let \( \Theta = \operatorname{GL}_d \) with left \((\operatorname{GL}_d \times G)\)-action given by \((A, g)B = AB\rho(g^{-1})\). In this case an equivariant \( \Theta \)-structure on a \( G \)-manifold \( M \) is an equivariant framing: an equivariant isomorphism \( M \times \mathbb{R}^d \to TM \) of vector bundles over \( M \), where \( G \) acts on \( \mathbb{R}^d \) via \( \rho \).

Note that with this action,
\[ \Theta \times_{\operatorname{GL}_d} \operatorname{St}_d(V) \cong \mathcal{L}(\rho, V), \]
so \( M \Theta \) is isomorphic to the spectrum \( S_G^{-\rho} = \mathcal{J}_G(\rho, -) \). Hence we get an equivariant weak equivalence
\[ \Omega^\infty S_G^{-\rho} \simeq \Omega B \mathcal{C}_\Theta. \]

7.2. **Rational cohomology and characteristic classes.** A main application of cobordism categories in the non-equivariant case is to moduli spaces of manifolds, see the recent survey [GRW18] and the references therein. Let us end this section with some preliminary remarks about a possible application of Theorems 1.1 and 6.4 to moduli spaces of equivariant manifolds, focusing on closed manifolds for...
simplicity. We thank Markus Hausmann for helpful discussions regarding stable equivariant rational homotopy theory.

The starting point is the observation that a closed \(d\)-manifold may be regarded as an endomorphism of the \((d-1)\)-manifold \(\emptyset\), leading by Theorem 6.4 to a map

\[
\prod_L \text{BDiff}^G_\emptyset(L) \simeq C^G_\emptyset(\emptyset, \emptyset) \to \Omega B C^G_\emptyset \simeq (\Omega^\infty MT\Theta)^G.
\]

As explained in Section 2.1 the space \(\text{BDiff}^G_\emptyset(L)\) is a classifying space for smooth equivariant bundles whose fibers are diffeomorphic to \(L\), and similarly \(\text{BDiff}^G_\emptyset(\emptyset)\) is a classifying space for such bundles equipped with a fiberwise equivariant \(\Theta\)-structure. Any cohomology class \(c \in H^*((\Omega^\infty MT\Theta)^G)\) may therefore be pulled back along (7.2) to give a characteristic class for such bundles.

The ring of characteristic classes arising by this construction is most conveniently expressed in terms of the objects associated to \(\Theta\) in Remark 6.7. As explained there, the \(H\)-fixed points of the \(G\)-space \(B = (\text{St}_d(U) \times \Theta)/\text{GL}_d\) come with a map \(\theta^H: (B^H)_{hW^H} \to \prod_{H} BO_n\).

Lemma 7.5. Let \(\theta^{H\gamma} \gamma\) denote the vector bundle on \((B^H)_{hW^H}\) classified by the map \(\theta_H\) above, and let \((B^H)_{hW^H}\) denote the Thom spectrum of the inverse virtual bundle. Then there is a canonical rational equivalence of spectra

\[
(MT\Theta)^G \to \prod_{H} (B^H)_{hW^H}(\Theta)^{-\theta^H},
\]

where the product is indexed by subgroups \(H < G\), one in each conjugacy class.

A special case of the following corollary was originally part of joint work between the second author and Bena Tshishiku. We thank him for several helpful discussions.

Corollary 7.6. For each \(n \in \{0, \ldots, d\}\) write \(X_{H,n} = \theta^{-1}_H(BO_n)\), so that \(\theta_H\) restricts to a map \(\theta_{H,n}: X_{H,n} \to BO_n\). Let us write \(Q_{w^1(\theta_{H,n})}\) for the local system corresponding to the orientation character of \(\theta_{H,n}\). For each \(c \in H^{n+i}(X_{H,n}; Q_{w^1(\theta_{H,n})})\) there is an associated class

\[
\kappa_{H,c} \in H^i((\Omega^\infty MT\Theta)^G; \mathbb{Q}).
\]

If \(B^H\) has finite type for all \(H\), then these classes induce an isomorphism

\[
\mathbb{Q}[\kappa_{H,c}] \to H^*((\Omega^\infty MT\Theta)^G); \mathbb{Q})
\]

whose domain is the free graded-commutative algebra of the classes \(\kappa_{H,c}\), where \(H \leq G\) range through one subgroup in each conjugacy class, \(n\) ranges through integers between 0 and \(d\), and \(c\) ranges through a homogeneous basis for \(H^{>n}(X_{H,n}; Q_{w^1(\theta_{H,n})})\).

Proof. The map on infinite loop spaces induced by (7.3) induces an isomorphism on rationalized homotopy groups, hence it is a rational equivalence of spaces when restricted to a map between path connected spaces. The corollary then follows from Thom isomorphism and the usual relationship between rational cohomology of a of finite type rational spectrum and its associated infinite loop space.

For any \(G\)-equivariant spectrum \(X\) and subgroup \(H \leq G\), recall that the geometric fixed points are defined as follows. If \(EP_H\) is a \(G\)-CW complex with

(EP_H)_K \simeq \{\ast\}$ when $K$ is conjugate to a proper subgroup of $H$ and $(EP_H)_K = \emptyset$ otherwise, we define $\E_P H$ as the mapping cone of $(EP_H)_+ \to S^0$ and the geometric fixed points as $\Phi^H(X) = (X \wedge \E_P H)^H = F_G((G/H)_+, X \wedge \E_P H)$, where $F_G$ denotes the spectrum of $G$-equivariant maps. There is an evident action of $W = W(H) = \text{Map}_G(G/H, G/H) = \text{NC}(H)/H$, and a $W$-equivariant map $X^H \to \Phi^H(X)$. We now consider the composition $X^G \to X^H \to \Phi^H X \to (\Phi^H X)_{hW}$, where the last map is the projection to the homotopy orbits. We combine these maps to a natural transformation

$$X^G \to \prod_H (\Phi^H X)_{hW(H)},$$

which we claim is a rational equivalence for any $G$-equivariant spectrum $X$. To see this it suffices to consider the cases $X = \Sigma^\infty G/K$ for subgroups $K \leq G$. Then $\Phi^H(\Sigma^\infty G/H) = \Sigma^\infty (G/H)^K$ and we must take homotopy colimit as $G/K$ runs through the category of $G$-orbits. Now homotopy colimit commutes with suspension spectrum and

$$\text{hocolim}_{G/K}(G/H)^K \simeq B(G\text{-orbits over } G/H) \simeq B(H\text{-orbits}) = \prod_{H/K} \Sigma^\infty B W_H(K),$$

where the disjoint union is over one $K \leq H$ in each conjugacy class. By the tom Dieck splitting, this agrees with the homotopy type of $(\Sigma^\infty (G/H))^H$, but the map is not an equivalence integrally (indeed, the natural transformation (7.4) is defined for any $X$, but the tom Dieck splitting only holds for suspension spectra). On the level of $\pi_0$ it may be identified with the ring homomorphism

$$A(H) \to \prod_{H/K} \mathbb{Z},$$

$$X \mapsto (|X^K|)_{H/K},$$

which is well known to be a rational isomorphism. For $X = \Sigma^\infty (G/H)$ both domain and codomain of (7.4) have vanishing rational homotopy in all non-zero degrees, so the map is a rational equivalence in this case. Since the class of spectra for which it is a rational equivalence is closed under suspension and desuspension, mapping cones, and filtered homotopy colimits, it must be a rational equivalence for all $X$. See also [GM95, Appendix A] and [LMSM86a, Section V].

It is well known how geometric fixed points $\Phi^H$ behave on suspension spectra, namely $\Phi^H(\Sigma^\infty A) = \Sigma^\infty A^H$. This fact generalizes to Thom spectra: the geometric fixed points of the Thom spectrum of an equivariant bundle over $A$ is the Thom spectrum of the non-equivariant bundle over $A^H$ formed by the fixed points, and a similar fact holds for Thom spectra of inverse vector bundles. This proves the claim.

For example, we can take $d = 2$, $\Theta = \{\pm 1\}$ on which $\text{GL}_2$ acts by the determinant and $G$ acts trivially. The corresponding equivariant spectrum $MT\Theta$ is an equivariant version of the spectrum $MTSO_2$ from e.g. [GMTW09]. The corresponding cobordism category has morphisms oriented surfaces equipped with orientation preserving $G$-action. Then $\text{St}_2(U) \times_{\text{GL}_2} \Theta$ is a model for $B_G SO_2$ and the $H$-fixed
points split as a disjoint union according to isomorphism type of representation $\rho : G \to SO_2$. For a representation $\rho : H \to SO_2$ the invariants $\rho^H$ are zero-dimensional, unless $\rho$ is trivial, in which case $\rho^H = \rho$. Since $SO_2$ is abelian the automorphism group of any representation is $SO_2$ and all Weyl groups are trivial. It follows that in the notation above, for each subgroup $H \leq G$

\[ X_{H,2} = BSO_2 \]
\[ X_{H,1} = \emptyset \]
\[ X_{H,0} = \text{Hom}_{\text{non-triv}}(H, SO_2) \times BSO_2. \]

In this case we get a rational equivalence

\[ MT\Theta G \xrightarrow{\simeq} \bigvee_{H \leq G} \left( MTSO_2 \vee \bigvee_{H \to SO_2 \text{ non-zero}} \Sigma^\infty_+ BSO_2 \right). \]

The classes $e^{i+1} \in H^{2i+2}(X_{H,2})$ give rise to classes $\kappa_{H, e^{i+1}} \in H^{2i}(\Omega^\infty M\Theta G; \mathbb{Q})$ for each $H < G$, while for each non-trivial homomorphism $\rho : H \to SO_2$ the class $\rho \otimes e^i \in H^{2i}(X_{H,0}; \mathbb{Q})$ gives rise to a class $\kappa_{H, \rho \otimes e^i} \in H^{2i}(\Omega^\infty M\Theta G; \mathbb{Q})$. As explained, each of these give rise to characteristic classes of bundles of $G$-equivariant surfaces, which seem to be the $G$-equivariant analogues of the Miller–Morita–Mumford classes. These characteristic classes seem worth a further study.

More generally, it seems interesting to investigate the properties of the maps $\text{BDiff}_G^G(L) \to \Omega^\infty M\Theta G$. For example, whether there are good cases in which these maps induce homology isomorphisms in a range, or, less ambitiously, whether all the characteristic classes above are detected on some $L$. Based on experience from the non-equivariant case (such as [Ebe13]) this may be more reasonable in cases where $X_{H,n} = \emptyset$ when $n$ is odd (for instance when $\Theta = \text{GL}_{2d}(\mathbb{R})/\text{GL}_d(\mathbb{C})$ with trivial $G$ action).

8. Relationship to equivariant bordism

8.1. Unoriented equivariant bordism groups. Let $N_d^G$ denote the geometric cobordism group of unoriented $d$-dimensional $G$-manifolds. As shown in [D75 Satz 5], there is an orthogonal $G$-spectrum $mO$ and an isomorphism

(8.1) \[ N_d^G \cong \pi_d^G(mO) \]

for finite $G$. After recalling the definition of $mO$ following [D75 Section 5] (see also [Sch18 Sections 6.1 and 6.2]), we explain how this isomorphism relates to our main result. We thank Gunnar Carlsson for helpful correspondence about equivariant bordism.

**Definition 8.1.** Let $mO$ be the orthogonal $G$-spectrum defined by

\[ mO(V) = \text{Th} \left( \begin{array}{c} \xi \\ \downarrow \\ \text{Gr}_{|V|}(V \oplus \mathbb{R}^\infty) \end{array} \right), \]

where $\xi$ is the tautological $|V|$-dimensional bundle over the Grassmanian.
Remark 8.2. We emphasize that this is different from the spectrum $MO_G$ of [May96, XV.2] defined in terms of Thom spaces over $\text{Gr}_{V_1}(V \oplus V)$. Both are genuine $G$-equivariant spectra, and $MO_G$ is a localization of $mO$, as explained in [Sch18, Corollary 6.1.35] (in the closely related setting of “global spectra”). The colimit (8.2) below expresses the spectrum $mO$ as a kind of localization of the equivariant spectra $MTO_d$.

Recall that for an orthogonal $G$-spectrum $E$ and a $G$-representation $W$ we write $\text{sh}_W E$ for the shifted spectrum given by $\text{sh}_W E(V) = E(V \oplus W)$ (in fact $\text{sh}_W E \simeq \Sigma^W E$). We will abbreviate $\text{sh}_R d$ as $\text{sh}_d$.

Definition 8.3. Let $p_d: \text{sh}_d MTO_d \to mO$ be the map of spectra induced by the maps of bundles

$$
\begin{array}{ccc}
\xi_{V \oplus \mathbb{R}^d} & \to & \xi_{V \oplus \mathbb{R}^d} \\
\downarrow & & \downarrow \\
\text{Gr}_d(V \oplus \mathbb{R}^d) & \to & \text{Gr}_{V_1}(V \oplus \mathbb{R}^d) \\
\end{array}
$$

Similarly, define spectrum maps $j_d: \text{sh}_d MTO_d \to \text{sh}_{d+1} MTO_{d+1}$ via the bundle maps

$$
\begin{array}{ccc}
\xi_{V \oplus \mathbb{R}^d} & \to & \xi_{V \oplus \mathbb{R}^{d+1}} \\
\downarrow & & \downarrow \\
\text{Gr}_d(V \oplus \mathbb{R}^d) & \xrightarrow{-\oplus \mathbb{R}} & \text{Gr}_{d+1}(V \oplus \mathbb{R}^{d+1}),
\end{array}
$$

cf. [GMTW09, 3.4] and [Sch18, Proposition VI.2.12]

The maps $p_d$ and $j_d$ are compatible in the sense that the $p_d$ define an isomorphism from the colimit

(8.2) $S \simeq MTO_0 \xrightarrow{j_0} \text{sh}_1 MTO_1 \xrightarrow{j_1} \ldots \to \text{sh}_d MTO_d \to \ldots$

to $mO$. Thus the $MTO_d$ may be viewed as the stages of a filtration on $mO$.

The main technical result in this section is

Proposition 8.4. There is a cofiber sequence of $G$-equivariant spectra

$$
\Sigma_{+,d} \text{Gr}_{d+1}(U) \to \text{sh}_d MTO_d \xrightarrow{j_d} \text{sh}_{d+1} MTO_{d+1}.
$$

Before giving the proof, let us explain some consequences relevant for us. Firstly, since equivariant spectra have vanishing homotopy groups in negative degrees ($\pi^H_i = 0$ for all $H < G$ and all $i < 0$), the long exact sequence in homotopy groups implies that $j_d$ induces an isomorphism

$$
\pi^G_i(MTO_d) \xrightarrow{j_d} \pi^G_{i+1}(MTO_{d+1})
$$

for all $i < 0$. It also implies an exact sequence

$$
\pi^G_i(MTO_{d+1}) \to \pi^G_0(\Sigma_{+,d} \text{Gr}_{d+1}(U)) \to \pi^G_0 MTO_d \xrightarrow{(j_d)_*} \pi^G_{i-1} MTO_{d+1} \to 0.
$$

These observations may be combined to the following

Corollary 8.5. The maps $p_d$ induce isomorphisms

$$
\pi^G_i MTO_d \xrightarrow{(p_d)_*} \pi^G_{d+i} mO
$$
for all i < 0, and an exact sequence

\[(8.3) \quad \pi_i^G(MTO_{d+1}) \to \mathbf{A}(O(d + 1), G) \to \pi_i^G MTO_d \xrightarrow{(p_0)_*} \pi_i^G mO \to 0,\]

where \(\mathbf{A}(O(d + 1), G)\) is a free abelian group with generators given by \((G \times O(d + 1))-\)

conjugacy classes \([H, \rho]\) for a subgroup \(H \leq G\) and a homomorphism \(\rho : H \to O(d + 1)\). That is, \(\mathbf{A}(O(d + 1), G)\) has generating set

\[\coprod_{(H)} \mathbf{Rep}_{d+1}(H)/W_G H,\]

where \(\mathbf{Rep}_{d+1}(H)/W_G H\) are Weyl group orbits of isomorphism classes of \((d + 1)-\)

dimensional \(H\)-representations, and the disjoint union is over conjugacy classes of

subgroups \(H \leq G\).

**Proof.** The isomorphisms \(\pi_i^G(MTO_d) \cong \pi_{i-1}^G(MTO_{d+1})\) for \(i < 0\) become an isomorphism \((p_d)_* : \pi_i^G(MTO_d) \to \pi_{i+1}^G mO\) in the colimit. It then remains to identify \(\pi_0^G(\Sigma^\infty Gr_{d+1}(U))\) with \(\mathbf{A}(O(d + 1), G)\).

This identification is a special case of the tom Dieck splitting, cf. [LMSM86b, V.9 Corollary 9.3]. Firstly, for any \(H \leq G\) the set \(\pi_0^H(Gr_d(U)^H)\) is canonically identified with \(\mathbf{Rep}_d(H)\), as we already used: \(V \in (Gr_d(U)^H)\) implies that the \(G\)-action on \(U\) restricts to an \(H\)-action on \(V \subset U\), defining an isomorphism class \([V] \in \mathbf{Rep}_d(H)\). The tom Dieck splitting then gives

\[(\Sigma^\infty Gr_d(U))^G \simeq \bigvee_{H \leq G} \Sigma^\infty (Gr_d(U)^H)_{hW_G(H)},\]

where the subscript denotes homotopy orbits under the action of the Weyl group \(W_G(H) = N_G(H)/H\) acting on the \(H\)-fixed points, and the wedge sum is over subgroups \(H \leq G\), one in each conjugacy class. By taking \(\pi_0\) we get an isomorphism \(\pi_0((\Sigma^\infty Gr_d(U)^G)) \cong \mathbf{A}(O(d), G)\).

By the equivariant Whitney embedding theorem we also have

\(N_{d-1}^G \cong \pi_0^G BC_d\).

Hence we recover (8.1) as a consequence of Theorem 1.1 and Corollary 8.5. The sequence (8.3) may now be written

\[\pi_1^G BC_{d+1} \xrightarrow{\chi} \mathbf{A}(O(d + 1), G) \to \pi_1^G BC_d \to N_d^G \to 0,\]

where the homomorphism \(\chi\) can be thought of as a kind of equivariant Euler characteristic.

**Proof of Proposition 8.4.** We can follow the proof of [GMTW09, Proposition 3.1]. For any two \(G\)-equivariant vector bundles \(E\) and \(F\) over the same base \(G\)-space \(B\), there is a \(G\)-cofiber sequence

\[(8.4) \quad \text{Th}(p^* E) \to \text{Th}(E) \to \text{Th}(E \oplus F),\]

where \(p : S(F) \to B\) is the bundle projection of the sphere bundle.

Apply (8.3) to \(B = Gr_d(V \oplus 1)\), \(F_V = \xi\) and \(E_V = \xi^\perp\) (the tautological bundle and its orthogonal complement), to get the cofiber sequence of \(G\)-spaces

\[(8.5) \quad \text{Th}(p^* E_V) \to MTO_d(V \oplus 1) \to \Sigma^{\xi \perp} Gr_d(V \oplus 1)_+ .\]

The Thom spaces \(\text{Th}(p^* E_V)\) for varying \(V\) assemble into an orthogonal spectrum \(\text{Th}(p^* E)\) that is equivalent to \(MTO_{d-1}\) for the following reason.
Consider the $G$-fiber sequence
\[ \text{Gr}_{d-1}(V) \to S(F_V) \to S^{V \oplus 1}, \]
(mapping $(L, v) \in S(F_V)$ to the unit vector $v \in S^{V \oplus 1}$). For a subgroup $H \leq G$, the fixed point space $(S^{V \oplus 1})^H = S^{V^H \oplus 1}$ is dim$(V^H)$-connected. This shows that the map $\text{Gr}_{d-1}(V) \to S(F_V)$ is dim$(V^H)$-connected on $H$-fixed points. The bundle $p^*E_V$ pulls back to the complement of the tautological bundle, $\xi$ over $\text{Gr}_{d-1}(V)$, hence giving a map $MTO_{d-1}(V) \to \text{Th}(p^*E_V)$ that is $(2 \dim(V^H) - d)$-connected on $H$-fixed points.

Thus we proved the equivalence of spectra $MTO_{d-1} \simeq \text{Th}(p^*E_V)$, which together with the sequence (8.5) implies the statement of the lemma.

\[ \square \]

**Remark 8.6 (Compact Lie groups).** Let $G$ be a compact Lie group. Our definitions in Section 2, and hence both sides of our main Theorem 1.1 make sense in this case as well. We have not pursued to what extent our results may generalize, but we offer the following remarks.

As discussed above, the classical result on geometric equivariant bordism can be recovered by taking $\pi_0$ of both sides in Theorem 1.1. As explained in [Sch18, 6.2.33], (8.1) fails e.g. for $G = SU(2)$, showing that Theorem 1.1 cannot be true for $SU(2)$.

Based on these $\pi_0$ investigations it seems possible that Theorem 1.1 could be true whenever $G$ is a product of a finite group and a torus. However, our methods do not immediately generalize to this case, in particular the unstable statement Theorem 2.21 fails for $G = S^1$. Let us briefly explain this, which follows from an example pointed out by [Seg87]: let $G = S^1$, $d = 0$ and let $V$ be $\mathbb{R}^3$ with $G$ acting by rotation around an axis. Then there is a $G$-cofibration sequence $S^1 \to S^V \to S^2 \wedge G^+$, and hence for any $G$-space $X$ a fibration sequence $\Omega^2 X \to (\Omega^V X)^G \to \Omega X^G$.

Taking $X = S^V$ this shows that $(\Omega^V S^V)^G \simeq \mathbb{Z} \times \Omega^2 S^3$. For the representation $V$ above and taking $d = 0$ we have $\Omega BC_d(V)^G \simeq \mathbb{Z}$, since $G$-equivariant configurations of points in $V$ are configurations of points on $V^G = \mathbb{R}$. This shows failure of Theorem 2.21 since by taking loops of fixed points on both sides we get $\Omega BC_d(V)^G \not\simeq \mathbb{Z} \not\simeq \mathbb{Z} \times \Omega^2 S^3 \simeq (\Omega^V S^V)^G$.
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