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Abstract

We show that the Drinfeld centre of a symmetric fusion category is a bilax 2-fold monoidal category. That is, it carries two monoidal structures, the convolution and symmetric tensor products, that are bilax monoidal functors with respect to each other. We additionally show that the braiding and symmetry for the convolution and symmetric tensor products are compatible with this bilax structure.

We establish these properties without referring to Tannaka duality for the symmetric fusion category. This has the advantage that all constructions are done purely in terms of the fusion category structure, making the result easy to use in other contexts.
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1 Introduction

By the Eckmann-Hilton argument, any two monoid structures \(\cdot\) and \(\star\) on a set \(S\) that are compatible in the sense that for all \(a,b,c,d \in S\)

\[(a \cdot b) \star (c \cdot d) = (a \star c) \cdot (b \star d),\]
i.e. that are mutually homomorphic, are commutative and equal. When considering monoidal categories a similar argument holds. Categorifying the above relation, replacing the elements \(a,b,c,d\) with objects and the equality with a natural isomorphism, we obtain the notion of strong compatibility of monoidal structures. The Eckmann-Hilton argument in this setting then shows that any two strongly compatible monoidal structures on a category are naturally isomorphic and braided. However, if one relaxes the compatibility to be lax, (so not given by a natural isomorphism, but rather just a natural transformation), the Eckmann-Hilton argument no longer holds. This allows for the existence of lax 2-fold monoidal categories. In the linear case, these are called lax 2-fold tensor categories.

2-fold (and more generally \(n\)-fold) monoidal structures have been studied in the literature because of their connection to \(n\)-fold loop spaces [BFAV98]. By the loop space recognition theorem, the classifying space of a monoidal category is a loop space, and a braided monoidal category corresponds to a 2-fold loop space. If the braiding is symmetric, the classifying space is in fact an infinite loop space. This jump begs the question: what kind of category has an \(n\)-fold loop space as its classifying space? The notion of \(n\)-fold monoidal category turns out to be an answer to this question.

In previous work [Was17a], it was established that the Drinfeld centre of a symmetric fusion category carries two monoidal structures: its usual tensor product (that we will refer to as the convolution tensor product) as well as a symmetric tensor product. The Drinfeld centre construction produces a (non-degenerate) braided fusion category out of a fusion category. This construction has been well studied, and is of particular interest in the context of fully-extended three-dimensional topological quantum field theories with values in the tricategory of tensor categories. There, the value of the circle turns out to be the Drinfeld centre of the value of the point for these theories. By Tannaka duality\footnote{Tannaka duality for symmetric fusion categories was proved by Deligne [Del90, Del02]. It says that any symmetric fusion category is the representation category of a finite (super) group. The non-super case is referred to as Tannakian.}, if the input of the Drinfeld centre construction is a symmetric fusion category, then the Drinfeld centre will be a category of equivariant (for the conjugation action) vector bundles over a finite group. This category carries two monoidal structures: the fibrewise tensor product \(\otimes_f\) of vector bundles, and the convolution tensor product with fibres \((V \otimes_{\text{conv}} W)_g = \bigoplus_{g_1 g_2 = g} V_{g_1} \otimes W_{g_2}\). The fibrewise tensor product and the convolution tensor product satisfy \((V \otimes_f W) \otimes_{\text{conv}} (V' \otimes_f W') \leftrightarrow (V \otimes_{\text{conv}} V') \otimes_f (W \otimes_{\text{conv}} W')\). In the Tannakian case, the symmetric tensor product on the Drinfeld centre corresponds to the fibrewise tensor product.
while the usual tensor product corresponds to convolution (hence the name for the usual tensor product on the Drinfeld centre of an abstract symmetric fusion category). The paper [Was17a] can be viewed as defining the fibrewise tensor product without reference to Tannaka duality. The present paper will continue along these lines: we show, without reference to Tannaka duality, that the symmetric tensor product and the convolution tensor product satisfy a similar relation to the one the fibrewise and convolution tensor products satisfy.

The goal for this paper is then to show that the Drinfeld centre of a symmetric fusion category over the complex numbers is a 2-fold tensor category for its convolution tensor product together with the symmetric tensor product defined in [Was17a], with compatibility given by the relation from the previous paragraph. We will additionally show that these tensor products are also oplaxly compatible, making it into a bilax 2-fold tensor category. Furthermore, the compatibility morphisms for the oplax structures are one-sided inverses for those of lax structure. To capture this extra property, we define the notion of strongly inclusive bilax 2-fold tensor category. Additionally, the braiding and symmetry for the convolution and symmetric tensor product are compatible with the lax structure, so the Drinfeld centre is a braided 2-fold tensor category, for which one of the braidings is symmetric. We will refer to this last property as being vertically symmetric. All in all, we will show:

**Theorem A.** Let $\mathcal{A}$ be a symmetric fusion category, and let $\otimes_c$ and $\otimes_s$ denote the usual (convolution) and symmetric tensor products on its Drinfeld centre $\mathcal{Z}(\mathcal{A})$, respectively. Then $(\mathcal{Z}(\mathcal{A}), \otimes_c, \otimes_s)$ is a vertically symmetric braided strongly inclusive bilax 2-fold tensor category.

In upcoming work, [Was17b] we will use this structure to define the notion of a $\mathcal{Z}(\mathcal{A})$-crossed braided category. These are categories $\mathcal{C}$ enriched and tensored over $(\mathcal{Z}(\mathcal{A}), \otimes_s)$, that have a monoidal structure that factors through $\mathcal{C} \boxtimes \mathcal{C}$. Here $\mathcal{C} \boxtimes \mathcal{C}$ denotes the $(\mathcal{Z}(\mathcal{A}), \otimes_s)$-enriched and tensored category which has as objects pairs $c \boxtimes c'$ with $c, c' \in \mathcal{C}$, and as hom-objects between $c_1 \boxtimes c_1'$ and $c_2 \boxtimes c_2'$ the tensor product $\mathcal{C}(c_1, c_2) \otimes_c \mathcal{C}(c_1', c_2')$. This category carries a switch functor that swaps the objects in the pairs and applies the braiding for $\otimes_c$ on the hom-objects. The monoidal structure on such a $\mathcal{Z}(\mathcal{A})$-crossed braided category $\mathcal{C}$ is required to be braided with respect to this switch functor.

The outline of this note is as follows. We start by recalling some definitions and notation in Section 2.1 and the definition and properties of the symmetric tensor product in Section 2.2. In Section 2.3, we define the notion of lax 2-fold monoidal category. We spell out what it means for such a category to be braided (or symmetric). We also give definitions that capture the extra properties that the lax structures on the Drinfeld centre of a symmetric fusion category exhibit. The rest of this paper, Section 3, is then devoted to proving the main Theorem A of this paper.
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2 Preliminaries

In this section we give some notation, recall the definition of the symmetric tensor product $\otimes_s$ on the Drinfeld centre $\mathcal{Z}(\mathcal{A})$ of a symmetric ribbon fusion category $\mathcal{A}$ over the complex numbers, and set up the theory of lax 2-fold monoidal categories.

2.1 Notation

We will suppress the associators of $\mathcal{A}$ (and hence of $\mathcal{Z}(\mathcal{A})$) throughout this paper, and suppress the symbol $\otimes$, when there is no risk of confusion. We will make use of the string diagram calculus for ribbon categories, reading the diagrams from bottom to top. The notation used here is the same as in [Was17a], we recall it for convenience of the reader.

2.1.1 String Diagrams

We will use the following conventions when drawing string diagrams in $\mathcal{Z}(\mathcal{A})$. First of all, recall that objects of the Drinfeld centre are pairs $d = (a, \beta) \in \mathcal{Z}(\mathcal{A})$, with $a \in \mathcal{A}$ and half-braiding $\beta: - \otimes a \Rightarrow a \otimes -$. For $c \in \mathcal{Z}(\mathcal{A})$ we will denote

$$\beta_c = \begin{array}{c} \beta \\ c \end{array} \begin{array}{c} d \end{array}.$$

We will use unresolved crossings to signal the use of the symmetry $s$ in $\mathcal{A}$. That is, for $(a, \beta), (a', \beta') \in \mathcal{Z}(\mathcal{A})$,

$$s_{a',a} = \begin{array}{c} \beta' \\ a' \end{array} \begin{array}{c} \beta \\ a \end{array}.$$

To make manipulations of string diagrams easier to follow, we will sometimes choose to resolve crossings between objects in $\mathcal{A} \subset \mathcal{Z}(\mathcal{A})$ and objects in $\mathcal{Z}(\mathcal{A})$. 
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So, given \((a, s_{-a}) \in \mathcal{A} \subset \mathcal{Z}(\mathcal{A})\) and \(c \in \mathcal{Z}(\mathcal{A})\),

\[
s_{c,a} := \frac{c}{\cdot} \quad = \quad \frac{c}{\cdot},
\]

When also \(c = (a', s_{-a'}) \in \mathcal{A} \subset \mathcal{Z}(\mathcal{A})\), we have:

\[
s_{a',a} := \frac{c}{\cdot} \quad = \quad \frac{c}{\cdot} = \frac{c}{\cdot}, \quad (1)
\]
as then both half-braidings correspond to the symmetry in \(\mathcal{A}\).

By the naturality and monoidality of the symmetry, the resolved and unresolved crossings interact as follows:

\[
= \quad . \quad (2)
\]

We will often use the following language:

**Definition 1.** Let \(c, c' \in \mathcal{C}\) be objects of a braided monoidal category. If

\[
\frac{c}{\cdot} = \frac{c}{\cdot},
\]

then \(a\) and \(c\) are said to be **transparent** to each other.

In the rest of this work, we will denote by \(\mathcal{O}(\mathcal{A})\) a set of representatives of the isomorphism classes of simple objects of \(\mathcal{A}\). For such an \(i \in \mathcal{O}(\mathcal{A})\) we will denote its quantum dimension by

\[
d_i = \frac{i}{\cdot},
\]

here we have suppressed, as we will do throughout, the pivotal structure \(i \cong i^{**}\) on the right hand side of the loop. We will also denote:

\[
i^{**} := \frac{\cdot}{\cdot}. \quad (3)
\]
We define composing this morphism with the pivotal structure to be the twist $\theta_i$ on $i$. We see that, because $\mathcal{A}$ is symmetric, the twist will be $\pm \text{id}$ on simple objects. The global dimension of $\mathcal{A}$ will be denoted by

$$D := \sum_{i \in \mathcal{O}(\mathcal{A})} d_i^2.$$  

As we are working with fusion categories over the complex numbers, this global dimension will always be non-zero [ENO05, Theorem 2.3].

We will additionally use the notation

$$= \sum_{i \in \mathcal{O}(\mathcal{A})} \frac{d_i}{D} (i),$$  

whenever we encounter an unlabelled loop in a string diagram.

### 2.1.2 Direct Sum Decompositions

In our proofs we will make frequent use of the following basic techniques from the theory of fusion categories, that we introduce in the setting of a ribbon fusion category $\mathcal{C}$.

**Notation 2.** Given $i, j, k \in \mathcal{C}$, we will denote by $B(ij, k)$ a basis for the vector space $\mathcal{C}(ij, k)$.

This choice $B(ij, k)$ for each $k \in \mathcal{O}(\mathcal{C})$, gives for fixed $i, j$ a direct sum decomposition of $ij$. This corresponds to a decomposition of the identity on $ij$ as:

$$= \sum_{k \in \mathcal{O}(\mathcal{C})} \sum_{\phi \in B(ij, k)} d_i^2 (k).$$  

The $\phi^t$ are defined below. The pairs $(\phi, \phi^t)$ for a given simple object $k$ are (projection, inclusion) pairs for subobjects of $ij$ isomorphic to $k$. Running through all $\phi$ from the basis $B(ij, k)$ ensures we exhaust the $k$-summands of $ij$ without dependence.

**Definition 3.** Let $\phi \in B(ij, k)$, for simple objects $i, j, k$. Then a transpose $\phi^t$ of $\phi$ is the dual basis element to $\phi$ in a dual basis for $\mathcal{C}(k, ij) = \mathcal{C}(ij, k)$, with respect to the non-degenerate pairing:

$$\circ: \mathcal{C}(ij, k) \otimes \mathcal{C}(k, ij) \to \mathcal{C}(k, k) = \mathbb{C}.$$  

Note that $\phi^t$ is such that $\phi \circ \phi^t = \text{id}_k$ and $\psi \circ \phi^t = 0$ for $\psi \in B(ij, k) - \{\phi\}$. 


Choosing direct sum decompositions also induces other direct sum decompositions:

**Lemma 4.** Pick, for a fixed \( i \in \mathcal{O}(\mathcal{C}) \) and all \( j \in \mathcal{O}(\mathcal{C}) \), a resolution of the identity on \( ij \) as in Equation 5. Then, for all \( k \in \mathcal{O}(\mathcal{C}) \):

\[
\begin{array}{c}
\phi^* \\
\downarrow \\
\phi^* \\
\downarrow \\
\phi^* \\
\end{array}
\begin{array}{c}
\phi^* \\
\downarrow \\
\phi^* \\
\downarrow \\
\phi^* \\
\end{array}
= \sum_{j \in \mathcal{O}(\mathcal{A})} \sum_{\phi \in B(ij,k)} \frac{d_j}{d_k} \phi^* \\
\begin{array}{c}
\phi^* \\
\downarrow \\
\phi^* \\
\downarrow \\
\phi^* \\
\end{array}
\begin{array}{c}
\phi^* \\
\downarrow \\
\phi^* \\
\downarrow \\
\phi^* \\
\end{array}.
\] (6)

It will be useful to have the following notation:

\[
\begin{array}{c}
\phi^* \\
\downarrow \\
\phi^* \\
\downarrow \\
\phi^* \\
\end{array} := \begin{array}{c}
\phi^* \\
\downarrow \\
\phi^* \\
\downarrow \\
\phi^* \\
\end{array}
\] (7)

The twist from Equation 3 interacts with the \( \phi \in B(ij,k) \) in the following way:

\[
\begin{array}{c}
\phi \\
\downarrow \\
\phi \\
\downarrow \\
\phi \\
\end{array} = \begin{array}{c}
\phi \\
\downarrow \\
\phi \\
\downarrow \\
\phi \\
\end{array}.
\] (8)

which follows from the naturality of the twist, together with the fact that in a symmetric fusion category the twist is a monoidal automorphism of the identity functor that squares to 1.

### 2.2 The Symmetric Tensor Product on the Drinfeld Centre

From here onward, we consider a symmetric fusion category \( \mathcal{A} \) over \( \mathbb{C} \). Its Drinfeld centre will be denoted \( \mathcal{Z}(\mathcal{A}) \), and the usual braided tensor product (the convolution tensor product) on the Drinfeld centre will be denoted by \( \otimes_c \).
2.2.1 Definition of the Symmetric Tensor Product

The symmetric tensor product on the Drinfeld centre \( Z(A) \) of the symmetric fusion category \( A \) is defined in terms of the following idempotent on \( c \otimes_d d \) for \( c, d \in Z(A) \):

\[
\Pi_{c,d} := \sum_{i \in \mathcal{O}(A)} \frac{d_i}{D} \text{  } i \quad \text{for} \quad c, d \in \mathcal{O}(A). \quad (9)
\]

The idempotent \( \Pi_{c,d} \) from Equation (9) has an associated subobject denoted \( c \otimes \Pi d \in Z(A) \). We will use the following notation:

\[
c \otimes \Pi d \quad \text{and} \quad c \otimes \Pi d
\]

(10)

for the projection and inclusion for the subobject associated to \( \Pi_{c,d} \). These morphisms satisfy

\[
c \otimes \Pi d \quad \text{and} \quad c \otimes \Pi d = c \otimes \Pi d = c \otimes \Pi d.
\]

(11)

The subobject associated to \( \Pi_{c,d} \) has the crucial property that the half-braidings associated to both factors agree.

**Definition 5.** The symmetric tensor product is the symmetric tensor product

\( \otimes_s: Z(A) \otimes Z(A) \to Z(A) \)

defined as follows. Let \( c, d \in Z(A) \), and write \( \Phi: Z(A) \to A \) for the forgetful functor. Then \( c \otimes_s d \in Z(A) \) is the object \( (\Phi(c \otimes \Pi d), \beta) \), where \( c \otimes \Pi d \) is the subobject associated to \( \Pi_{c,d} \), and \( \beta \) is the half-braiding with components, for
\[ a \in A: \]

\[
\beta_c = \begin{array}{c}
\text{Diagram 1} \\
\text{Diagram 2} \\
\text{Diagram 3}
\end{array},
\]

where the last equality expresses the fact that the idempotent picks out the subobject on which the half-braidings of \( c \) and \( d \) agree.

On morphisms \( f: c \to c', g: d \to d' \), the symmetric tensor product \( \otimes_s \) is given by

\[
\begin{array}{c}
\text{Diagram 4} \\
\text{Diagram 5} \\
\text{Diagram 6}
\end{array}.
\]

The associators for \( \otimes_s \) are induced from the associators for \( A \), and will be suppressed. The unit for the \( \otimes_s \) is the object \( \mathbb{I}_s \) which is \( \sum_{i \in O(A)} i \otimes i^* \), equipped with the half braiding:

\[
\begin{array}{c}
\text{Diagram 7} \\
\text{Diagram 8} \\
\text{Diagram 9}
\end{array}.
\]

The double strand will henceforth be used to denote the identity on \( \mathbb{I}_s \), and \( \phi^* \) was defined in Equation (7).
The left unitor built from evaluation morphisms

\[ I_s \otimes_s c \hfill \]

where the double strand coming out of the inclusion on the left hand side denotes the object \( I_s \). The right unitor is obtained by reflecting the above diagram in a vertical line. The inverse for the left unitor is given by:

\[ I_s \otimes_s c \hfill \]

and the inverse for the right unitor is again given by reflecting in a vertical line. The symmetry for \( \otimes_s \) is induced from the symmetry in \( \mathcal{A} \) as follows:

\[ c \otimes s c \hfill \]

2.2.2 Properties of the Symmetric Tensor Product

We will need the following properties of the idempotent from Equation (9) and the symmetric tensor product. We will refer to these properties as cloaking, slicing and snapping.

**Lemma 6** (Cloaking). Let \( c, c' \in \mathcal{E}(\mathcal{A}) \) and \( a \in \mathcal{A} \). Then the following identity holds:

\[ a \otimes c \hfill \]

\[ a \otimes c' \hfill \]

\[ a \otimes c \hfill \]

\[ a \otimes c' \hfill \]
Lemma 7 (Slicing). The half-braiding on $c \otimes s c'$ and the inclusion and projection maps for $\Pi_{c,c'}$ interact as follows:

\[
\begin{array}{cccc}
\text{and} \\
\end{array}
\]

where the diagonal strand is labelled by an object of $A$.

Lemma 8 (Snapping). For any $c \in \mathcal{Z}(A)$ we have:

\[
\begin{array}{cccc}
\end{array}
\]

2.3 2-fold Monoidal Categories

The following definition is inspired by [BFAV98], but allows for the units of the two monoidal structures to be different.

Definition 9. Let $\mathcal{C}$ be a category equipped with two monoidal structures $\otimes_1$ and $\otimes_2$, with units $I_1$ and $I_2$, respectively. The associator and right and left unitor isomorphisms for monoidal structures will be denoted $\alpha_1, \rho_1, \lambda_1$ and $\alpha_2, \rho_2, \lambda_2$, respectively. Then $(\mathcal{C}, \otimes_1, \otimes_2)$ is called lax 2-fold monoidal if it comes equipped with a natural transformation $\eta$ with components

\[
\eta_{c,c',d,d'} : (c \otimes_1 c') \otimes_2 (d \otimes_1 d') \to (c \otimes_2 d) \otimes_1 (c' \otimes_2 d'),
\]

and morphisms

\[
\begin{align*}
u_0 &: I_2 \to I_1 \\
u_1 &: I_1 \otimes_2 I_1 \to I_1 \\
u_2 &: I_2 \to I_2 \otimes_1 I_2.
\end{align*}
\]

We will refer to these morphisms as compatibility morphisms. These morphisms are such that the following diagrams commute for all $c, c', d, d' \in \mathcal{C}$. 
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\[
\begin{align*}
\begin{array}{c}
I_2 \otimes I_1 \xrightarrow{\mu_0 \otimes \text{id}} I_1 \otimes I_1 \\
\downarrow \rho_1 & \downarrow \rho_1 \\
I_2 & \xrightarrow{u_0} I_1
\end{array}
\end{align*}
\]

together with the corresponding diagram for \(\lambda_1\), and the corresponding diagrams for \(\lambda_2\) and \(\rho_2\),
\[
\begin{align*}
(\mathbb{I}_2 \otimes I_2) \otimes (d \otimes d') & \xrightarrow{\eta} (I_2 \otimes d) \otimes (I_2 \otimes d'), \\
\end{align*}
\]
where \(\lambda_2\) is the left-unitor for \(\otimes_2\). We similarly require the corresponding diagrams for the right-unitor to commute.
\[
\begin{align*}
(\mathbb{I}_1 \otimes c') \otimes (\mathbb{I}_1 \otimes d') & \xrightarrow{\eta} (\mathbb{I}_1 \otimes d) \otimes (\mathbb{I}_1 \otimes d'), \\
\end{align*}
\]
where \(\lambda_1\) denotes the left-unitor for \(\otimes_1\), and the corresponding diagram for the right-unitor is also required to commute.
\[
\begin{align*}
(\mathbb{I}_1 \otimes \mathbb{I}_1) \otimes \mathbb{I}_1 & \xrightarrow{\alpha_2} I_1 \otimes (\mathbb{I}_1 \otimes \mathbb{I}_1) \\
\end{align*}
\]
and the corresponding diagram for \(u_2\) and \(\alpha_1\),
\[
\begin{align*}
((c \otimes d) \otimes (c' \otimes d')) \otimes (c'' \otimes d'') & \xrightarrow{\alpha_2} (c \otimes d) \otimes ((c' \otimes d') \otimes (c'' \otimes d'')) \\
\end{align*}
\]
where \(\alpha_2\) denotes the associator for \(\otimes_2\).
\[
\begin{align*}
((c \otimes c') \otimes (d \otimes d')) \otimes (c'' \otimes d'') & \xrightarrow{\alpha_1 \otimes \alpha_1} (c \otimes (c' \otimes d') \otimes (c'' \otimes d'')) \\
\end{align*}
\]
where \(\alpha_1\) denotes the associator for \(\otimes_1\).
**Definition 10.** Reversing the direction of the compatibility morphisms in Definition 9 yields the notion of oplax 2-fold monoidal category\(^2\). A category that is both lax and oplax 2-fold monoidal will be called bilax 2-fold monoidal.

If \( C \) is a bilax 2-fold monoidal category with lax compatibility morphisms \( \eta, u_0, u_1, u_2 \) and \( \zeta, v_0, v_1, v_2 \) that satisfy

\[
\eta \circ \zeta = \text{id}, \quad u_0 \circ v_0 = \text{id}, \quad u_1 \circ v_2 = \text{id}, \quad v_1 \circ u_2 = \text{id},
\]

then \( C \) will be called an inclusive bilax 2-fold monoidal category. If, additionally, \( u_1 \) and \( v_2 \) are isomorphisms, we will call \( C \) strongly inclusive.

The notion of bilax 2-fold monoidal is known in the community. The notion of (strong) inclusivity is introduced here to capture the structure \( \mathcal{Z}(A) \) has.

**Definition 11.** Let \((C, \otimes_1, \otimes_2)\) be lax 2-fold monoidal and let \( \beta_1 \) be a braiding for \( \otimes_1 \). Then \( C \) is called horizontally braided lax 2-fold monoidal if the braiding is such that the following diagrams commute:

\[
\begin{array}{ccc}
I_2 & \overset{u_2}{\longrightarrow} & I_2 \otimes_1 I_2 \\
\downarrow{u_2} & & \downarrow{\beta_1} \\
I_2 \otimes_1 I_2 & , &
\end{array}
\]

\[
\begin{array}{ccc}
(c \otimes_1 c') \otimes_2 (d \otimes_1 d') & \overset{\eta}{\longrightarrow} & (c \otimes_2 d) \otimes_1 (c' \otimes_2 d') \\
\downarrow{\beta_1 \otimes_2 \beta_1} & & \downarrow{\beta_1} \\
(c' \otimes_1 c) \otimes_2 (d' \otimes_1 d) & \overset{\eta}{\longrightarrow} & (c' \otimes_2 d') \otimes_1 (c \otimes_2 d)
\end{array}
\]

If \( \beta_2 \) is a braiding for \( \otimes_2 \) and satisfies the analogous compatibility with \( \eta \) and \( u_1 \), we call \( C \) vertically braided. If \( C \) is both horizontally and vertically braided we will refer to it as braided lax 2-fold monoidal. If, in a braided lax 2-fold monoidal category, the horizontal (resp. vertical) braiding is symmetric the category will be called horizontally (resp. vertically) symmetric.

If \( C \) is additionally a bilax 2-fold monoidal category, and the horizontal or vertical braiding satisfies the corresponding compatibility with the oplax compatibility morphisms, \( C \) will be called (horizontally or vertically) braided bilax 2-fold monoidal.

**Definition 12.** When a lax 2-fold monoidal category \( C \) is enriched and tensored over \( \text{Vect} \), and the monoidal structures are tensor structures, we will call \( C \) a lax 2-fold tensor category.

### 3 The Drinfeld Centre as a Lax 2-Fold Monoidal Category

This section is devoted to proving the main theorem of this article:

\(2\)This also corresponds to switching the roles of \( \otimes_1 \) and \( \otimes_2 \).
Theorem 13. Let $\mathcal{A}$ be a symmetric fusion category and $\mathcal{Z}(\mathcal{A})$ its Drinfeld centre. Denote by $\otimes_\mathcal{C}$ and $\otimes_\mathcal{S}$ its usual (convolution) and its symmetric tensor product (Definition 5) on $\mathcal{Z}(\mathcal{A})$, respectively. Then $(\mathcal{Z}(\mathcal{A}), \otimes_\mathcal{C}, \otimes_\mathcal{S})$ is a vertically symmetric braided strongly inclusive bilax 2-fold tensor category, cf. Definitions 9, 10, 11 and 12.

The structure of this section is as follows. We will first define the compatibility morphisms from Definition 9, we will denote these by $(\eta, u_0, u_1, u_2)$ for the lax direction and $(\zeta, v_0, v_1, v_2)$ for the oplax direction. We will then proceed to check their coherence, combining the necessary proofs for the two cases whenever possible.

3.1 Lax Compatibility Morphisms

3.1.1 The Comparison Morphism

The following lemma allows us to define $\eta$ and $\zeta$.

Lemma 14. Let $c, c', d, d' \in \mathcal{Z}(\mathcal{A})$, then the following string diagrams define morphisms in $\mathcal{Z}(\mathcal{A})$:

$$\zeta_{c,d,c',d'} = \begin{array}{c}
\begin{array}{cc}
(c \otimes_{\mathcal{C}} c') \otimes_{\mathcal{S}} (d \otimes_{\mathcal{C}} d')
\end{array}
\end{array} \quad \text{and} \quad \eta_{c,c',d,d'} = \begin{array}{c}
\begin{array}{cc}
(c \otimes_{\mathcal{S}} d) \otimes_{\mathcal{S}} (c' \otimes_{\mathcal{S}} d')
\end{array}
\end{array},
$$

respectively. Here the unresolved crossing denotes the symmetry in $\mathcal{A}$ between the underlying objects in $\mathcal{A}$ of $d$ and $c'$, c.f. Section 2.1. These morphisms exhibit the object $(c \otimes_{\mathcal{S}} d) \otimes_{\mathcal{S}} (c' \otimes_{\mathcal{S}} d')$ as a subobject of $(c \otimes_{\mathcal{C}} c') \otimes_{\mathcal{S}} (d \otimes_{\mathcal{C}} d')$ with inclusion $\zeta_{c,d,c',d'}$ and projection $\eta_{c,c',d,d'}$.

Proof. We have to show that the composite along $(c \otimes_{\mathcal{C}} c') \otimes_{\mathcal{S}} (d \otimes_{\mathcal{C}} d')$ of the two maps is the identity, and that they define morphisms in $\mathcal{Z}(\mathcal{A})$. For the former:
where we have replaced a projection followed by an inclusion with the idempotent from Lemma 9, cf. Equation (11). We can now pull the top of the ring up and the bottom of the ring down, using the way the unresolved and resolved crossings interact, see Equation (2), to get:

\[
\begin{align*}
  c \otimes_s d & \quad c' \otimes_s d' \\
  c \otimes_s d & \quad c' \otimes_s d' \\
  c \otimes_s d & \quad c' \otimes_s d'
\end{align*}
\]

where in the last step we used Lemma 7. In the last diagram, the ring comes out, and the diagram evaluates to the identity on \((c \otimes_s d) \otimes_c (c' \otimes_s d')\), see Equation (11). To show that the inclusion and projection are morphisms in \(\mathcal{Z}(A)\), we compute, for \(a \in A \subset \mathcal{Z}(A)\):

\[
\begin{align*}
  (c \otimes_c c') \otimes_s (d \otimes_c d') & = (c \otimes_c c') \otimes_s (d \otimes_c d') \\
  a \otimes_s d & \quad c' \otimes_s d' \\
  a \otimes_s d & \quad c' \otimes_s d' \\
  a \otimes_s d & \quad c' \otimes_s d'
\end{align*}
\]

where we made repeated use of slicing, and use of Equation (2) in the second equality. \(\square\)
Lemma 15. The morphisms from Equation (18) combine to give natural transformations.

Proof. Let \( f : c_1 \to c_2, f' : c'_1 \to c'_2, g : d_1 \to d_2 \) and \( g' : d'_1 \to d'_2 \) be morphisms in \( Z(A) \). Using the definition of \( \otimes_s \) on morphisms, Equation (13), we compute:

\[
\begin{align*}
\begin{array}{c}
\text{Diagram 1} \quad & 
\text{Diagram 2} \\
\end{array}
\end{align*}
\]

where we replaced projections followed by inclusions by the idempotent from Lemma 9, and used the naturality of the symmetry and braiding, as well as Equation (2), to move the rings down and the morphisms up. We can now use cloaking (Lemma 6) for the bottom strand of the top ring with the bottom ring to get:

\[
\begin{align*}
\begin{array}{c}
\text{Diagram 3} \quad & 
\text{Diagram 4} \\
\end{array}
\end{align*}
\]

The last equality follows from the fact that the rings are transparent to each other. This means we can bring the smaller ring down using Equation (2), and cancel it with the inclusion, cf. Equation (11). The larger ring then gives the inclusion-projection composite in the middle of the last diagram.

The proof of naturality for the other map in Equation (18) is obtained by reading the diagrams top to bottom.

With this Lemma in hand, we can define \( \eta \) and \( \zeta \) to be the natural transformations with components \( \eta_{c,c',d,d'} \) and \( \zeta_{c,d,c',d'} \) defined in Equation (18).
3.1.2 Unit Compatibility

We will now produce the required morphisms \( u_0, u_1, u_2 \) and \( v_0, v_1, v_2 \) that relate the units for the two tensor products on \( Z(\mathcal{A}) \).

We start with the following observation:

Lemma 16. The following are morphisms in \( Z(\mathcal{A}) \)

\[ \begin{align*}
&\colon (v_0 : I_c \xrightarrow{\text{ev}} \bigoplus_{i \in \mathcal{O}(\mathcal{A})} i \otimes_c i^*) \\
&\colon (u_0 : I_s \xrightarrow{\text{ev}} I_c).
\end{align*} \]

These morphisms exhibit the unit \( I_c \) for \( \otimes_c \) as a subobject of the unit \( I_s \) for \( \otimes_s \) with inclusion \( v_0 \) and projection \( u_0 \).

Proof. The fact that these maps constitute an inclusion and projection pair is clear. We still need to show that these morphisms are morphisms in \( Z(\mathcal{A}) \), i.e. that they commute with the braiding. We compute, using Lemma 4:

\[ a = \sum_{i,j \in \mathcal{O}(\mathcal{A})} \sum_{\phi \in B(a_j,i)} d_{ij} \phi^* a = \sum_{i \in \mathcal{O}(\mathcal{A})} t_i \phi^* a = \sum_{i,j \in \mathcal{O}(\mathcal{A})} \delta_{i,j} a \]

A similar, but simpler, argument shows that \( u_0 \) commutes with braiding. \( \square \)

To produce the morphisms \( u_1 \) and \( v_2 \), we note that:

Lemma 17. The objects \( I_c \otimes_s I_c \) and \( I_c \) are canonically isomorphic.

Proof. We observe that on \( \mathcal{A} \subset Z(\mathcal{A}) \), the symmetric tensor product and the convolution tensor product agree. \( \square \)

We set \( u_1 : I_c \otimes_s I_c \xrightarrow{\text{ev}} I_c : v_2 \).

For \( u_2 \) and \( v_1 \), we use the following:

Lemma 18. The object \( I_s \) is a subobject of \( I_s \otimes_c I_s \), with inclusion and projection given by

\[ u_2 = \sum_{i \in \mathcal{O}(\mathcal{A})} t_i \phi^* \text{ and } v_1 = \sum_{i,j \in \mathcal{O}(\mathcal{A})} \delta_{i,j} \phi^* \]

respectively. \( \delta_{i,j} \) denotes the Kronecker delta symbol that is 1 when \( i = j \) and zero otherwise. In particular, \( u_2 \) and \( v_1 \) are morphisms in \( Z(\mathcal{A}) \).
Proof. It is clear that \( u_2 \) and \( v_1 \) constitute an inclusion-projection pair, composing along of \( I_s \otimes_c I_s \) gives \( \sum_i d_i \frac{D}{D} = 1 \) times the identity on \( I_s \). We still need to establish they are indeed morphisms in \( \mathcal{Z}(\mathcal{A}) \). That is, we need to show that

\[
\begin{align*}
\sum_{i} d_i \frac{D}{D} & = 1 \text{ times the identity on } I_s.
\end{align*}
\]

We still need to show that

Unpacking the definition (Equation (14)) of the half-braiding for \( I_s \), we see that we get for \( a \in A \):

\[
\sum_{j,k} \sum_{\phi,\phi' \in B(ak,j)} \frac{t_k}{D} j^* j = \sum_{j,k} \sum_{\phi,\phi' \in B(ak,j)} \frac{t_k}{D} j^* j.
\]

We can manipulate the middle part of the summands to see:

\[
\delta_{\phi,\phi'} = \delta_{\phi,\phi'}.
\]

where \( \phi, \phi' \in B(ak,j) \). Plugging this into Equation (19), we get:

\[
\sum_{j,k} \sum_{\phi,\phi' \in B(ak,j)} \frac{t_k}{D} j^* j = \sum_{j,k} \sum_{\phi,\phi' \in B(ak,j)} \frac{t_k}{D} j^* j.
\]
Similarly, we have:

\[
\sum_{j,k \in \mathcal{O}(A) \text{ and } \phi, \phi' \in B(ak,j)} \sum \phi^* \phi' a_k \phi j = \sum \phi^* \phi' a_j \phi j.
\]

We can again examine the middle part of this diagram to see:

We can now use Equation (8) to move the twists to the \( j \) strand. Then, after pre-composing with the coevaluation \( \mathbb{1} \rightarrow j j^* \), we can view the last morphism as an endomorphism of the simple object \( j \), so it is completely determined by its trace. This trace is computed by pre-composing the morphisms in the last diagram the morphism \( I \rightarrow j^* j \) that is obtained by composing the coevaluation for \( j^* \) and \( j^{**} \) with the pivotal structure. After we cancel the self-intersection with the twist in the diagram thus obtained, we get that this computes as \( \delta_{\phi, \phi'} \).

This means that this morphism evaluates to \( \delta_{\phi, \phi'} \) times the evaluation on \( j^* j \). Plugging this in yields the desired relation.

\[ \square \]

3.2 Coherence

This section is devoted to proving that the morphisms from the previous section satisfy the coherence conditions from Definition 9. This will establish Theorem 13.

3.2.1 Unitor Coherence

Lemma 19. The morphisms \( u_0 \) and \( v_0 \) satisfy the coherence diagrams from Definition 9(a), where \( 1 = c, 2 = s \) and \( 1 = s, 2 = c \) respectively.

Proof. For \( u_0 \), both routes through the diagram in 9(a) evaluate to \( u_0 \) directly, so there is nothing to prove.
For \( v_0 \), it is more convenient to compare \( I_c \xrightarrow{\lambda^{-1}} I_c \otimes_s I_s \xrightarrow{u_0 \otimes_s \text{id}} I_s \otimes_s I_s \xrightarrow{\lambda^{-1}} I_s \) to \( v_0 \). To do this, observe that, in string diagrams, this composite computes as:

\[
\begin{array}{c}
\begin{tikzpicture}
\draw[blue, thick, rounded corners] (0,0) -- (0,2) -- (2,2) -- (2,0) -- (0,0);
\end{tikzpicture}
= \begin{tikzpicture}
\draw[blue, thick, rounded corners] (0,0) -- (0,2) -- (2,2) -- (2,0) -- (0,0);
\end{tikzpicture}
= \begin{tikzpicture}
\draw[blue, thick, rounded corners] (0,0) -- (0,2) -- (2,2) -- (2,0) -- (0,0);
\end{tikzpicture}
\end{array}
\]

where we have applied snapping (Lemma 8).

**Lemma 20.** The morphisms \( \eta, u_2 \) make the diagrams from Definition 9(b) commute for \( \otimes_1 = \otimes_c \) and \( \otimes_2 = \otimes_c \). Analogously, the morphisms \( \zeta \) and \( v_1 \) make the diagrams from Definitions 9(c) commute for \( \otimes_1 = \otimes_s \) and \( \otimes_2 = \otimes_c \).

**Proof.** Consider the anti-clockwise composite in the diagram from Definition 9(b):

\[
d \otimes_c d' \xrightarrow{\lambda^{-1}} I_s \otimes_s (d \otimes_c d') \xrightarrow{u_0 \otimes_s \text{id}} (I_s \otimes_c I_s) \otimes_s (d \otimes_c d) \xrightarrow{\eta_{s, I_s, d \otimes_s d'}} (I_s \otimes_s d) \otimes_c (I_s \otimes_s d') \xrightarrow{\lambda \otimes_s \lambda_s} d \otimes_c d'.
\]

In terms of string diagrams, replacing inclusions followed by projections by the idempotent from Lemma 8 right away, this becomes:

\[
\begin{array}{c}
\begin{tikzpicture}
\draw[blue, thick, rounded corners] (0,0) -- (0,2) -- (2,2) -- (2,0) -- (0,0);
\end{tikzpicture}
= \begin{tikzpicture}
\draw[blue, thick, rounded corners] (0,0) -- (0,2) -- (2,2) -- (2,0) -- (0,0);
\end{tikzpicture}
= \begin{tikzpicture}
\draw[blue, thick, rounded corners] (0,0) -- (0,2) -- (2,2) -- (2,0) -- (0,0);
\end{tikzpicture}
\end{array}
\]

Here the first step is applying snapping (Lemma 8) and evaluating free loops to 1. The second equality is unwinding the loop, using that overcrossing for the loop is the symmetry in \( \mathcal{A} \), hence the same as an unresolved crossing. Reading the diagrams top to bottom yields a proof for the case of \( \zeta \) and \( v_1 \). \qed
3.2.2 Associator Coherence

We now proceed to check coherence between the associators and the (op)lax structure.

**Lemma 21.** The morphisms $u_1$ and $u_2$ satisfy the coherence diagrams from Definition 9 for $\otimes_1 = \otimes_c$ and $\otimes_2 = \otimes_s$. Furthermore, the morphisms $v_1$ and $v_2$ satisfy the coherence diagrams from Definition 9 for $\otimes_1 = \otimes_s$ and $\otimes_2 = \otimes_c$.

**Proof.** For $u_1$ and $v_1$, there is nothing to prove. For $u_2$, we have to check that:

$$
\begin{align*}
\alpha_2 & : (I_1 \otimes_2 I_1) \otimes_2 I_1 \\
& \rightarrow I_1 \otimes_2 (I_1 \otimes_2 I_1)
\end{align*}
$$

commutes. In terms of string diagrams, this becomes:

![String Diagram]

The proof for $v_2$ proceeds similarly, remembering that the associators for $\otimes_s$ are induced from the associators of $A$. \qed

**Lemma 22.** The morphisms $\eta, u_1$ make the diagrams from Definitions 9 commute for $\otimes_1 = \otimes_c$ and $\otimes_2 = \otimes_s$. Analogously, the morphisms $\zeta$ and $v_2$ make the diagrams from Definitions 9 commute for $\otimes_1 = \otimes_s$ and $\otimes_2 = \otimes_c$.

**Proof.** As $u_1$ and $v_1$ are the isomorphisms between $I_c$ and $I_c \otimes_s I_c$, there is nothing to prove. \qed

**Lemma 23.** The natural transformation $\eta$ makes the diagrams from Definitions 9 commute for $\otimes_1 = \otimes_c$ and $\otimes_2 = \otimes_s$. Analogously, the morphisms $\zeta$ make the diagrams from Definitions 9 commute for $\otimes_1 = \otimes_s$ and $\otimes_2 = \otimes_c$.

**Proof.** For the first case, we compute the anti-clockwise composite from the
In the first step, we used the relation from Equation (11) to replace projection-inclusion pairs by rings, and subsequently used slicing (Lemma 7) to bring these rings to a position where we could use:

\[
\begin{align*}
&= \quad ,
\end{align*}
\]

which is an easy consequence of Equation 11. This left the ring in the middle of the second diagram. To rid ourselves of this, we used the relation between the braiding in \( \mathcal{Z}(\mathcal{A}) \) and the symmetry in \( \mathcal{A} \) from Equation 2 and slicing to cancel the ring with a projection. The third diagram is just the composite on the right hand side of the coherence diagram 9(e). Reading the diagrams in this proof top to bottom yields a proof of the commutativity of the diagram from Definition 9(f).

Lemma 24. The natural transformation \( \eta \) makes the diagrams from Definitions 9(f) commute for \( \otimes_1 = \otimes_c \) and \( \otimes_2 = \otimes_s \). Analogously, the morphisms \( \zeta \) make the diagrams from Definitions 9(e) commute for \( \otimes_1 = \otimes_s \) and \( \otimes_2 = \otimes_c \).

Proof. As we are suppressing the associators in the string diagrams, we see that
we have, in terms of string diagrams:

\[
\begin{array}{c}
\includegraphics[width=0.2\textwidth]{fig1.png} \\
\includegraphics[width=0.2\textwidth]{fig2.png} \\
\includegraphics[width=0.2\textwidth]{fig3.png}
\end{array}
\]

for the left side composite in the diagram in Definition 9. Similar arguments also reduce the right side of this coherence diagram to the rightmost string diagram.

For the case involving $\zeta$, we read the diagrams top to bottom. \qed

This finishes proving that $\mathcal{Z}(\mathcal{A})$ can be viewed as a bilax 2-fold monoidal category in as advertised in Theorem 13.

3.2.3 Braiding Coherence

To prove Theorem 13, we still need to prove that the compatibility morphisms are compatible with the braiding.

Lemma 25. The morphism $v_2$ makes the diagram from Definition 11(a) commute, where $\otimes_1 = \otimes_s$ and $\otimes_2 = \otimes_c$. Analogously, the morphism $u_1$ makes the corresponding diagram from Definition 11(a) for $\beta_2$ commute, where $\otimes_1 = \otimes_c$ and $\otimes_2 = \otimes_s$.

Proof. As the maps involved are canonical isomorphisms coming from the unitors, the diagram 11(a) is automatically commutative. \qed

Lemma 26. The morphism $u_2$ makes the diagram from Definition 11(a) commute, where $\otimes_1 = \otimes_c$ and $\otimes_2 = \otimes_s$. Analogously, the morphism $v_1$ makes the corresponding diagram from Definition 11(a) for $\beta_2$ commute, where $\otimes_1 = \otimes_s$ and $\otimes_2 = \otimes_c$.

Proof. We need to show that:

\[
\begin{array}{c}
\includegraphics[width=0.1\textwidth]{fig4.png} \\
\includegraphics[width=0.1\textwidth]{fig5.png}
\end{array}
\]

Using the definition of the half-braiding on $I_s$ from Equation 14, we see that
the right hand side equals:

\[
\sum_{i \in \mathcal{O}(\mathcal{A})} \sum_{\phi \in B(ii^*i,i)} (A) \sum_{\phi^* \in B(i,i^*)} (ii^*), (20)
\]

where we have already taken into account restrictions on the possible combinations of labelling of the strands that can occur: the two leftmost strands coming into \(\phi\) need to agree with the rightmost two coming out of \(\phi^*\), and these in turn must be labelled by a pair of dual objects. Further, as the leftmost strand going from bottom to top is a morphism between simple objects, its incoming and outgoing labels must be the same.

Examining \(\phi \in \text{Hom}(ii^*i, i) \cong \text{Hom}(ii^*, ii^*)\), we see we can write it as:

\[
i \phi = i \psi^t,
\]

for some \(l \in \mathcal{O}(\mathcal{A})\) and \(\psi \in \text{Hom}(ii^*, l)\). Therefore, picking a basis for \(\text{Hom}(ii^*, l)\) for each \(l \in \mathcal{O}(\mathcal{A})\) gives a basis for \(\text{Hom}(ii^*, ii^*) \cong \text{Hom}(ii^*i, i)\). Rescaling if necessary we can arrange

\[
i \phi = i \psi^t.
\]
We now claim that the transposes for these $\phi$ are given by:

$\phi^t = \psi^t$.

To see this, we compute the composite:

$\phi^t \phi' = \psi^t \psi' = \delta_{\psi, \psi'} \psi \psi'(\psi')^t = \delta_{\psi, \psi'}$.

Putting this together, we see that the sum in Equation (20) becomes:

$$\sum_{i \in O(\mathcal{A})} \sum_{l \in O(\mathcal{A})} \sum_{\psi \in B(i^* i, l)} i_i^* i_l^* \psi \psi^t i_i^* i_l^* \chi$$

and this is what we wanted to show. For the proof of the other case, we read the diagrams top to bottom and see that two twists cancel.

**Lemma 27.** The morphism $\eta$ makes the corresponding diagram from Definition (11) for $\beta_2$ commute, where $\otimes_1 = \otimes_c$ and $\otimes_2 = \otimes_s$. Analogously, the morphism $\zeta$ makes the diagram from Definition (11) commute, where $\otimes_1 = \otimes_s$ and $\otimes_2 = \otimes_c$. 
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Proof. For the first statement, the top route in the diagram computes as:

\[
\begin{array}{ccc}
\text{惨} & \text{惨} & \text{惨} \\
\text{惨} & \text{惨} & \text{惨}
\end{array}
\]

where we immediately cancelled the rings coming from the projection after inclusion (like in the proof of Lemma 23). Similarly, the bottom route computes as:

\[
\begin{array}{ccc}
\text{惨} & \text{惨} & \text{惨} \\
\text{惨} & \text{惨} & \text{惨}
\end{array}
\]

Reading the diagrams top to bottom yields a proof for the other assertion in the lemma.

\[\square\]

Lemma 28. The morphism \(\eta\) makes the diagram from Definition 11 (b) commute, where \(\otimes_1 = \otimes_c\) and \(\otimes_2 = \otimes_s\). Analogously, the morphism \(\zeta\) makes the corresponding diagram from Definition 11 (b) for \(\beta_2\) commute, where \(\otimes_1 = \otimes_s\) and \(\otimes_2 = \otimes_c\).

Proof. The top route computes as:

\[
\begin{array}{ccc}
\text{惨} & \text{惨} & \text{惨} \\
\text{惨} & \text{惨} & \text{惨}
\end{array}
\]

our goal is to show that the bottom route in the diagram is the same. For this
composite we have that:

\[
\begin{align*}
\includegraphics{diagram1.png}
&= \includegraphics{diagram2.png}
&= \includegraphics{diagram3.png}
&= \includegraphics{diagram4.png},
\end{align*}
\]

where in the first equality we slid the ring resulting from the projection-inclusion pair down and the second equality uses slicing (Lemma 7) to bring the ring out. For the analogous statement for $\zeta$, we read the diagrams top to bottom. \qed

This completes the proof of the main Theorem 13.
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