First measurement of the $|t|$-dependence of coherent J/ photonuclear production

Acharya, S.; Adamová, D.; Adler, A.; Adolfsson, J.; Rinella, G.A.; Agnello, Maria; Agrawal, N.; Ahammed, Z.; Ahmad, S.; Bearden, Ian; rtc312, rtc312; bsm989, bsm989; Gaardhøje, Jens Jørgen; Nielsen, Børge Svane; Vislavicius, Vytautas; Moravcova, Zuzana; Thoresen, Freja; Zhou, You; Pacik, Vojtech; Schukraft, Jürgen; Pierre, Richert; Alice Collaboration

Published in:
Physics Letters B

DOI:
10.1016/j.physletb.2021.136280

Publication date:
2021

Document version
Publisher's PDF, also known as Version of record

Document license:
CC BY

Citation for published version (APA):

Download date: 13. jun., 2021
First measurement of the $|t|$-dependence of coherent J/$\psi$ photonuclear production

ALICE Collaboration*

1. Introduction

Photonuclear reactions can be studied in ultra-peripheral collisions (UPCs) of heavy ions where the two projectiles pass each other with an impact parameter larger than the sum of their radii. In this case, purely hadronic interactions are suppressed and electromagnetically induced processes occur via photons with typically very small virtualities, of the order of tens of MeV$^2$. The intensity of the photon flux is proportional to the square of the electric charge of the nuclei, resulting in large cross sections for the coherent photoproduction of a vector meson in UPCs of Pb ions at the LHC. This process has a clear experimental signature: the decay products of the vector meson are the only particles detected in an otherwise empty detector.

The physics of vector meson photoproduction is described, e.g., in Refs. [1–4]. Two vector meson photoproduction processes, coherent and incoherent, are relevant for the results presented here. In the former, the photon interacts with all nucleons in a nucleus, while in the latter it interacts with a single nucleon. In both cases a single vector meson is produced. Experimentally, one can distinguish between these two production types through the transverse momentum $p_T$ of the vector meson which is related to the transverse size of the target. While coherent photoproduction is characterised by an average transverse momentum $\langle p_T \rangle \sim 60$ MeV/c, incoherent production leads to higher average transverse momenta: $\langle p_T \rangle \sim 500$ MeV/c. Incoherent photoproduction can also be accompanied by the excitation and dissociation of the target nucleon resulting in an even higher transverse momentum of the produced vector meson [5].

Shadowing, the observation that the structure of a nucleon inside nuclear matter is different from that of a free nucleon [6], is not yet completely understood and several processes may have a role in different kinematic regions. In this context, coherent heavy vector meson photoproduction is of particular interest, because it is especially sensitive to the gluon distribution in the target, and thus to gluon shadowing effects at low Bjorken-$x$ [7,8]. One of the effects expected to contribute to shadowing in this kinematic region is saturation, a dynamic equilibrium between gluon radiation and recombination [9]. The momentum scale of the interaction $Q^2$ is related to the mass $m_V$ of the vector meson as $Q^2 \sim m_V^2/4$, corresponding to the perturbative regime of quantum chromodynamics (QCD) in the case of charmonium states. The rapidity of the coherently produced c$\bar{c}$ states is related to the Bjorken-$x$ of the gluonic exchange as $x = (m_V / \sqrt{S_{NN}}) \exp(\pm y)$, where the two signs indicate that either of the incoming ions can be the source of the photon. Thus, the charmonium photoproduction cross section at midrapidity in Pb–Pb UPCs at the LHC Run 2 centre-of-mass energy per nucleon pair of $\sqrt{S_{NN}} = 5.02$ TeV is sensitive to $x \in (0.3, 1.4) \times 10^{-3}$ at ALICE. It thereby provides information on the gluon distribution in nuclei in a kinematic region where shadowing could be present and saturation effects may be important [10,11].

Charmonium photoproduction in ultra-peripheral Pb–Pb collisions was previously studied by the ALICE Collaboration at $\sqrt{S_{NN}} = 2.76$ TeV [12–14]. The coherent J/$\psi$ photoproduction cross section was measured both at midrapidity $|y| < 0.9$ and at forward...
rapidity $-3.6 < y < -2.6$. Recently, a measurement of the rapidity dependence of coherent $J/\psi$ photoproduction at forward rapidity at the higher energy of $\sqrt{s_{NN}} = 5.02$ TeV was also published by the ALICE Collaboration [15]. In addition, the CMS Collaboration studied the coherent $J/\psi$ photoproduction accompanied by neutron emission at semi-forward rapidity $1.8 < |y| < 2.3$ at $\sqrt{s_{NN}} = 2.76$ TeV [16]. These measurements allow for a deeper insight into the rapidity dependence of gluon shadowing, but do not give information on the behaviour of gluons in the impact-parameter plane. The square of the momentum transferred to the target nucleus, $|t|$, is related through a two-dimensional Fourier transform to the gluon distribution in the plane transverse to the interaction [17]; thus the study of the $|t|$-dependence of coherent $J/\psi$ photoproduction provides information about the spatial distribution of gluons as a function of the impact parameter. Thus far, the only measurements in this direction were performed recently by the STAR Collaboration for the case of the $\rho^0$ vector meson [18] and for the yield of $J/\psi$ in semi-central Au–Au collisions [19].

In this Letter, the first measurement of the $|t|$-dependence of the coherent $J/\psi$ photoproduction cross section at midrapidity in Pb–Pb UPCs at $\sqrt{s_{NN}} = 5.02$ TeV is presented. The $J/\psi$ vector mesons were reconstructed in the rapidity range $|y| < 0.8$ through their decay into $\mu^+\mu^-$, taking advantage of the better mass and momentum resolution of this channel with respect to the $e^+e^-$ channel. The data sample, recorded in 2018, is approximately 10 times larger than that used in previous ALICE measurements at midrapidity at the lower energy of $\sqrt{s_{NN}} = 2.76$ TeV [14]. Cross sections are reported for six $|t|$ intervals and compared with theoretical predictions.

2. Detector description

The ALICE detector and its performance are described in Refs. [20,21]. Three central barrel detectors, the Inner Tracking System (ITS), the Time Projection Chamber (TPC), and the Time-of-Flight (TOF), in addition to two forward detectors, V0 and the ALICE Diffractive (AD) arrays, are used in this analysis. The central barrel detectors are surrounded by a large solenoid magnet producing a magnetic field of $B = 0.5$ T. The V0, AD, ITS, and TOF detectors are used for triggering, the ITS and the TPC for particle tracking, and the TPC for particle identification.

The V0 is a scintillator detector made of two counters, V0A and V0C, installed on both sides of the interaction point. The V0A and V0C cover the pseudorapidity ranges $2.8<\eta<5.1$ and $-3.7<\eta<-1.7$, respectively. Both counters are segmented in four rings in the radial direction, with each ring divided into 8 sections in azimuth.

The AD consists of two scintillator stations, ADA and ADC, located at 16 and $-19$ m along the beam line with respect to the nominal interaction point and covering the pseudorapidity ranges $4.8<\eta<6.3$ and $-7.0<\eta<-4.9$, respectively [22,23].

The ITS is a silicon based detector and is made of six cylindrical layers using three different technologies. The Silicon Pixel Detector (SPD) forms the two innermost layers of the ITS and covers $|\eta| < 2$ and $|\eta| < 1.4$, respectively. Apart from tracking, the SPD is also used for triggering purposes and to reconstruct the primary vertex.

The ITS is cylindrically surrounded by the TPC, whose main purpose is to track particles and provide charged-particle momentum measurements with good two-track separation and particle identification. The TPC coverage in pseudorapidity is $|\eta| < 0.9$ for tracks with full radial length. The TPC has full coverage in azimuth. It offers good momentum resolution in a large range of the track transverse momentum spanning from 0.1 GeV/c to 100 GeV/c.

The TOF is a large cylindrical gaseous detector based on multi-gap resistive-plate chambers. It covers the pseudorapidity region $|\eta| < 0.8$. The TOF readout channels are arranged into 18 azimuthal sectors which can provide topological trigger decisions.

3. Data analysis

3.1. Event selection

The online event selection was based on a dedicated UPC trigger which selected back-to-back tracks in an otherwise empty detector. This selection required (i) that nothing above the trigger threshold was detected in the V0 and AD detectors, (ii) a topological trigger requiring less than eight SPD chips with trigger signal, forming at least two pairs; each pair was required to have an SPD chip fired in each of the two layers and to be in compatible azimuthal sectors, with an opening angle in azimuth between the two pairs larger than $144^\circ$, (iii) a topological trigger in the TOF requiring more than one and less than seven TOF sectors to register a signal; at least two of these sectors should have an opening angle in azimuth larger than $150^\circ$.

The integrated luminosity of the analysed sample is 233 pb$^{-1}$. The determination of the luminosity is obtained from the counts of a reference trigger based on multiplicity selection in the V0 detector, with the corresponding cross section estimated from a van der Meer scan; this procedure has an uncertainty of 2.2% [24]. The determination of the live-time of the UPC trigger has an additional uncertainty of 1.5%. The total relative systematic uncertainty of the integrated luminosity is thus 2.7%.

Additional offline V0 and AD veto decisions were applied in the analysis. The offline veto algorithm improved the signal to background ratio, because it utilised a larger timing window to integrate the signal than its online counterpart. Some good events were lost due to this selection. The loss was taken into account with the correction on veto trigger inefficiency discussed in Sec. 3.4. The systematic uncertainty from the V0 and AD vetoes was estimated as the relative change in the measured $J/\psi$ cross section before and after imposing them and correcting for the losses; it amounts to 3%.

Each event had a reconstructed primary vertex within 15 cm from the nominal interaction point along the beam direction, z, and had exactly two tracks. These tracks were reconstructed using combined tracking in the ITS and TPC. Tracks were requested to have at least 70 (out of 159) TPC space points and to have a hit in each of the two layers of the SPD. Each track had to have a distance of closest approach to the event interaction vertex of less than 2 cm in the z-axis direction. Also, each track was required to have $|\eta| < 0.9$. The relative systematic uncertainty from tracking, which takes into account the track quality selection and the track propagation from the TPC to the ITS, was estimated from a comparison of data and Monte Carlo simulation. The combined uncertainty to reconstruct both tracks is 2.8%.

The particle identification (PID) was provided by the specific ionisation losses in the TPC, which offer a large separation power between muons and electrons from the leptonic decays of the $J/\psi$ in the momentum range $(1.0,2.0)$ GeV/c, relevant for this analysis. The effect of a possible misidentification was found to be negligible.

An offline SPD decision was also applied in the analysis. The offline topological SPD algorithm ensured that the selected tracks crossed the SPD chips used in the trigger decision. The relative systematic uncertainty from the SPD and TOF trigger amounts to 1.3%, which was estimated using a data-driven method by changing the requirements on the probe tracks.

The selected events were required to have tracks with opposite electric charge, the rapidity of the dimuon candidate was restricted to $|y| < 0.8$ and its $p_T$ had to be less than 0.11 GeV/c, in order to obtain a sample dominated by coherent interactions.
with just a small contamination from incoherent processes. The measurement was initially carried out in $p_T^2$ intervals, because for collider kinematics $|t| \approx p_T^2$. The corrections needed to obtain the $|t|$-dependence are discussed in Sec. 3.7.

3.2. Signal extraction

As a first step in extracting the coherent $J/\psi$ signal, a fit to the opposite sign dimuon invariant mass distribution was performed. The model used to fit the data consists of three templates: one Crystal Ball function [25] (CB) to describe the $J/\psi$ resonance, a second CB function to describe the $\psi'$ resonance, and an exponential function to describe the continuum production of muon pairs, $\gamma \gamma \rightarrow \mu^+ \mu^-$. The parameters of the exponential function were left free. The integral of this exponential in the mass range (3.0, 3.2) GeV/c² was used to determine the number of events from the continuum production in this interval.

The CB parameters describing the tails of the measured distribution in data, commonly known as $\alpha$ and $\pi$, were fixed to the values obtained while fitting the dimuon invariant mass distribution in an associated Monte Carlo simulation, which is described in Sec. 3.4. These settings were employed for both CB functions.

The number of $J/\psi$ candidates in each $p_T^2$ interval was obtained from an extended maximum likelihood fit to the unbinned invariant mass distribution of all $\mu^+ \mu^-$ pairs which survived the selection criteria described in Sec. 3.1. Results of the fits for the six $p_T^2$ intervals are shown in Fig. 1. In all cases a very clear $J/\psi$ resonance is seen over a fairly small background. Note that the effect on the kinematics from a potential dimuon decay including bremsstrahlung is negligible.

The relative systematic uncertainty from the signal extraction was calculated by repeating the fit over different invariant mass ranges, and modifying the CB $\alpha$ and $\pi$ parameters accordingly. These uncertainties vary in the interval (0.7,2.2)%.

3.3. Corrections for irreducible backgrounds

The selection criteria described above are not sensitive to events which mimic the signature of coherent $J/\psi$ production, but are coming from feed-down of $\psi'$ or incoherent production. The contribution of these events was taken into account with the $f_D$ and $f_I$ factors, respectively, entering Eq. (1).

$$N_{\text{coh}}^{J/\psi} = \frac{N^{\text{fit}}}{1 + f_I + f_D} \times \left(\frac{\text{Acc} \times e}{\text{coh}}\right)^{J/\psi},$$

where $N^{\text{fit}}$, the yield of $J/\psi$ candidates, is the integral of the CB describing the $J/\psi$ signal in the fit of the dimuon invariant mass spectrum, and $\left(\frac{\text{Acc} \times e}{\text{coh}}\right)^{J/\psi}$ is the acceptance and efficiency correction factor described in Sec. 3.4.

Feed-down refers to the decay of a $\psi'$ to a $J/\psi$ plus anything else, where these additional particles were not detected for some reason. The correction for these events, $f_D$, was estimated with Monte Carlo simulations describing the apparatus $(\text{Acc} \times e)$ factor for the following channels: $J/\psi \rightarrow \mu^+ \mu^-$, $\psi' \rightarrow \mu^+ \mu^-$, and $\psi' \rightarrow J/\psi + X$; and the measured ratio of $\psi'$ to $J/\psi$ production cross sections. The details of the method are described in Ref. [15].

The results for each $p_T^2$ interval are summarised in Table 1. Relative systematic uncertainties, estimated by using different cross section ratios, are $p_T^2$-correlated. Their relative effect on the final cross section can be found in Table 2: it is well below 1%.

Most of the incoherent production of $J/\psi$ off nucleons was rejected with the restriction of the phase space in $p_T$, as mentioned in Sec. 3.1. However, around 5% of all incoherent events remained in the region where the measurement was performed. To estimate the $f_I$ factor to correct for the remaining incoherent events, a fit to the measured $J/\psi$ $p_T$ distribution of data in the invariant mass range (3.0, 3.2) GeV/c² was used. The model fitted to the data consists of six templates: coherent $J/\psi$ photoproduction, incoherent $J/\psi$ photoproduction, incoherent $J/\psi$ photoproduction with nucleon dissociation, coherent $\psi'$ photoproduction, incoherent $\psi'$ photoproduction, and continuum production from $\gamma \gamma \rightarrow \mu^+ \mu^-$. The templates of all, but dissociative $J/\psi$ and continuum, were taken from Monte Carlo simulations. In the fit, the fractions of both $\psi'$ photoproduction processes were fixed to values calculated as described above. These included the modifications that the $p_T$ restriction was released and that there was a selection on the invariant mass to be in the range (3.6, 3.8) GeV/c². Other fractions were left free in the fit. The normalisation of the continuum was restricted from the invariant mass fit to be the sum of background events in the mass range of the $J/\psi$. The shape of the continuum was taken from the dimuon $p_T$ distribution selecting the invariant mass range between the $J/\psi$ and the $\psi'$, while the shape for the nucleon dissociation process was based on the H1 parameterisation [26]. The global template was fitted to data using an extended maximum likelihood unbinned fit. The results for each $p_T^2$ interval are reported in Table 1. The systematic uncertainties, estimated from a combination of the fit uncertainty and a modification of the coherent template used in the fitting model are $p_T$-correlated.

Their relative effect on the final cross section can be found in Table 2.

3.4. Acceptance, efficiency and pile-up corrections

The STARlight 2.2.0 MC generator [27] was used to generate samples of coherent and incoherent events for the production of $J/\psi \rightarrow \mu^+ \mu^-$ and $\psi' \rightarrow \mu^+ \mu^- + \pi^+ \pi^- (\pi^0 \pi^0)$. GEANT 3.21 [28]...
was used to reproduce the response of the detector. The simulated data were reconstructed with the same software as the real ones, accounting for actual data-taking conditions. Values of the acceptance and efficiency, \((\text{Acc} \times \varepsilon)_{\text{coh}}^{\gamma\gamma}\), are shown in Table 1 for the different \(p_T^2\) intervals used in this analysis.

AD and V0 were used to veto activity at forward rapidity. These detectors were sensitive to signals coming from independent interactions (pile-up), which resulted in the rejection of potentially interesting events. The correction factor for this effect was obtained using a control sample of events collected with an unbiased trigger. These were then used to compute the probability of having a veto from AD or V0 in otherwise empty events. The total veto trigger efficiency \(\varepsilon_{\text{VETO}}\) used in Eq. (2) was determined to be 0.94. The corresponding systematic uncertainty is included in the AD and V0 value of 3% mentioned in Sec. 3.1.

Electromagnetic dissociation (EMD) is another process which may cause the rejection of a good event due to the veto from the forward detectors. EMD can occur when photons excite one or both interacting nuclei. Upon de-excitation, neutrons and sometimes other charged particles are emitted at forward rapidities [29].

Fig. 1. Invariant-mass distributions for different \(p_T^2\) intervals with the global fit described in the text shown with the blue line. The exponential part of the fit model, representing the \(\gamma\gamma \rightarrow \mu^+ \mu^-\) background, is shown in red.
and can trigger a V0 or AD veto. Such loss of events was quantified from data gathered with a specialized EMD trigger; the efficiency correction factor to take into account these losses amounts to \( e^{\text{EMD}} = 0.92 \) with a relative systematic uncertainty of 2\% given by the statistical uncertainty from the control sample.

### 3.5. Unfolding of the \( p_T^2 \) distribution

Cross sections were measured in different \( p_T^2 \) intervals. In order to account for the migration of about 45% of the events across \( p_T^2 \) intervals due to the finite resolution of the detector, an unfolding procedure was used. The effect of migrations are much more important than the small difference between the data and MC \( p_T^2 \) spectra, so no re-weighting has been performed previous to unfolding.

Amongst many available methods, unfolding based on Bayes’ theorem [30] was chosen to perform the unfolding, while the singular-value decomposition (SVD) method [31] served to study potential systematic effects. The implementations of these methods as provided by RooUnfold [32] were used in this analysis.

Bayesian unfolding is an iterative method, therefore the result depends on the number of iterations. The size of the data sample is large enough to investigate different numbers of \( p_T^2 \) ranges. These two parameters, that is the number of iterations and of ranges, were tuned using Monte Carlo simulations by studying the evolution of the statistical uncertainty in each interval as a function of the number of iterations, and by using the relative difference between iteration-adjacent results. It was found that the best combination for this analysis is Bayes’ unfolding with three iterations applied to the \( p_T^2 \) distribution split into six regions. The widths of the \( p_T^2 \) intervals were chosen to have similar statistical uncertainties in each region.

The Monte Carlo sample used for unfolding contained 600000 events. An 80% fraction of them was used to train the response matrix which is used to unfold the true distribution from the measured distribution. This matrix was tested on the remaining 20\% of the events. The unfolding matrix was able to correct the smeared distribution with high precision. Comparison with results using the SVD method revealed a \( p_T \)-correlated relative systematic uncertainty with values in the interval (0.6, 2.3\%).

### 3.6. Cross section for coherent \( J/\psi \) photoproduction in UPCs

The differential cross section for coherent \( J/\psi \) photoproduction in a given \( p_T^2 \) interval and a given rapidity range \( \Delta y \) in Pb–Pb UPCs is

\[
\frac{d^2\sigma^{\text{coh}}_{J/\psi}}{dy dp_T^2} = \frac{\text{unf}^{\text{coh}}_{J/\psi}}{\epsilon^{\text{VETO}} \times \epsilon^{\text{EMD}}} \times \text{BR}(J/\psi \rightarrow \mu^+\mu^-) \times \mathcal{L}_{\text{int}} \times \Delta p_T^2 \times \Delta y,
\]

where the correction factors \( \epsilon^{\text{VETO}} \) and \( \epsilon^{\text{EMD}} \) are introduced in Sec. 3.4, \( \text{BR}(J/\psi \rightarrow \mu^+\mu^-) \) is the branching ratio (5.961 ± 0.033)\% [33], \( \mathcal{L}_{\text{int}} \) is the total integrated luminosity of the data sample, \( \Delta p_T^2 \) is the size of the interval where the measurement was performed, and finally, \( \text{unf}^{\text{coh}}_{J/\psi} \) is the number of coherent \( J/\psi \) candidates after unfolding the results given by Eq. (1). The corresponding systematic uncertainties are summarised in the upper part of Table 2. With the exception of signal extraction, all other systematic uncertainties mentioned up to here are correlated across \( p_T^2 \) intervals.

### 3.7. Corrections for the photonuclear cross section

The cross section described by Eq. (2) is the one measured by ALICE. The main theoretical interest is in the photonuclear process at a fixed energy. To obtain the corresponding cross section, one has to account for several effects. None of these effects is affected by the ALICE detector, they just depend on the kinematics and quantum nature of the process. This means that the uncertainties in going from the UPC to the photonuclear cross sections are of theoretical nature only.

At midrapidity, the UPC cross section corresponds to the \( \gamma + \text{Pb} \) cross section multiplied by twice the photon flux averaged over the impact parameter, \( n_{\gamma + \text{Pb}}(y) \).

\[
\frac{d^2\sigma^{\text{coh}}_{J/\psi}}{dy dp_T^2} = 2n_{\gamma + \text{Pb}}(y = 0) \frac{d\sigma_{\gamma + \text{Pb}}}{dt}.
\]

Since the rapidity dependence of the UPC cross section in the rapidity range studied here is fairly flat, the measurements are taken to represent the value at \( y = 0 \). In UPCs, there are two potential photon sources, so in principle both amplitudes have to be added and their interference needs to be accounted. This was studied for the first time in Ref. [34] and later measured for the case of \( p^0 \) coherent photoproduction by the STAR Collaboration [35]. The interference is important only at very small values of \( |t| \) [see for example (36)]. To account for this effect, the STARlight program, which includes the interference of both amplitudes, was used. It was found that this is an 11.6\% effect in the smallest \( |t| \) interval, where the effect is concentrated. To estimate the potential uncertainty on this procedure, the interference effects with the nominal strength were compared to those with a 25\% reduction of the strength. The relative change in the photonuclear cross section varied from 0.3 to 1.2\% with the largest uncertainty being assigned to the smallest \( |t| \) interval.

The photon flux was computed in the semiclassical formalism following the prescription detailed in Ref. [37] and cross checked with that of Ref. [38]. The flux amounts to 84.9 with an uncertainty of 2\% coming from variations of the geometry of the Pb ions.

Although the value of \( p_T^2 \) is a good approximation to that of \( |t| \), it is not exact due to the fact that the photon also has a transverse momentum in the laboratory frame. To account for this effect, the cross section was unfolded with a response matrix built from \( p_T^2 \) and \( |t| \)-distributions. Two sources for the distributions were used: (i) the STARlight generator which includes the transverse momenta of the photons, but does not describe so well the shape of the measured \( p_T^2 \) distribution in data, and (ii) measured \( p_T^2 \) values coupled to photon momenta randomly generated using the transverse momentum distribution of photons from Refs. [39,40]. The average of the corresponding unfolded results was used for the cross section, while half their difference was taken as a systematic uncertainty which varied between 0.1\% and 5.7\%, with this last value corresponding to the largest \( |t| \) interval.

These three uncertainties are reported in the lower part of Table 2. The uncertainty on the value of the photon flux at \( y = 0 \) is correlated across \( |t| \), the uncertainty on the \( p_T^2 \rightarrow |t| \) unfolding is partially correlated and the uncertainty on the 25\% decrease of the interference term is anti-correlated in the lowest \( |t| \) region and correlated in the other \( |t| \) regions. They are added in quadrature for the final result shown in Sec. 4 and Table 3 below.

### 4. Results

The final result for the cross section measured in each \( p_T^2 \) interval is reported in Table 3. The statistical uncertainty originates from the error obtained in the fit to the dimuon invariant-mass
distribution, propagating the uncertainties of the $f_t$ and $f_D$ corrections, see Eq. (1), and the uncertainty related to the unfolding process. The uncorrelated systematic uncertainty from signal extraction and the quadratic sum of correlated systematic uncertainties are shown in Table 3.

The results for the photonuclear cross section are listed in Table 3 and shown in Fig. 2, where the measurement is compared with several theoretical predictions. The average $|t|$ (⟨|t|⟩) quoted in Table 3 was estimated from the $|t|$-distribution used in the response matrix based on measured data (see above). The mean of the ensuing distribution in a given $p_T^2$ interval was taken to be ⟨|t|⟩.

STARlight utilises the vector meson dominance model and a parameterisation of the existing data on exclusive photoproduction of $J/\psi$ off protons coupled with a Glauber-like formalism to obtain the photonuclear cross section. Since the $|t|$-dependence in this model comes from the Glauber calculation, meaning that it does not include explicitly gluon shadowing effects, it is an interesting baseline for comparisons (this approach is quite similar to the impulse approximation used in [41]). STARlight overestimates the measured cross section and the shape of the distribution appears to be wider than that of the measured data.

The LTA prediction by Guzev, Strikman and Zhalov [10] is based on the leading-twist approximation (LTA) of nuclear shadowing based on the combination of the Gribov–Glauber theory and inelastic diffractive data from HERA [42]. There are two LTA predictions; one called high shadowing and the other low shadowing. The low shadowing prediction is shown in Fig. 2. The shape obtained from this model is similar to that of the data and describes the cross section within experimental uncertainties. As shown in Fig. 3 of [10], the high-shadowing version of the model has a similar shape but the overall normalisation is smaller by factor around 1.7.

The b-BK model by Bendova et al. [11,43,44] is based on the colour dipole approach where the scattering amplitude is obtained from the impact-parameter dependent solution of the Balitsky–Kovchegov equation coupled to a nuclear-like initial condition [45,46] which incorporates saturation effects. This model also predicts the behaviour of the data quite well.

The different predictions of the STARlight and LTA or b-BK models reflect the effects of QCD dynamics (shadowing in LTA, saturation in b-BK) at small values of $x \sim 10^{-3}$ and highlight the importance of measuring the $|t|$-dependence of the photonuclear cross section.

5. Conclusions

The first measurement of the $|t|$-dependence of coherent $J/\psi$ photonuclear production off Pb nuclei in UPCs is presented. The measurement was carried out with the ALICE detector at mid-rapidity, $|y| < 0.8$, in ultra-peripheral Pb–Pb collisions at $\sqrt{s_{NN}} = 5.02$ TeV and covers the small-$x$ range $(0.3 - 1.4) \times 10^{-3}$. Photonuclear cross sections in six different intervals of $|t|$ are reported and compared with theoretical predictions. The measured cross section shows a $|t|$-dependent shape different from a model based on the Pb nuclear form factor and closer to the shape predicted by models including QCD dynamical effects in the form of shadowing (LTA) or saturation (b-BK). The difference in shape and magnitude between the LTA and b-BK models is of the same order as the current measurement uncertainties, but the large data sample expected in the LHC Run 3 [47] and the improvement in tracking from the upgrades of the ALICE detector [48] promise a much improved accuracy. These results highlight the importance of observables sensitive to the transverse gluonic structure of particles for extending the understanding of the high-energy limit of QCD.
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