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1 Introduction

Despite its astounding success, the Standard Model (SM) of particle physics is considered to be a low-energy approximation to some fundamental theory of nature, with new degrees of freedom and symmetries that would be evident at a higher energy. Numerous attempts have been made to figure out a footprint of physics beyond the Standard Model (BSM) at the Large Hadron Collider (LHC), but no significant sign of new physics has been observed yet. In this paper, proton-proton collisions at the LHC are used to explore the production of events with an energetic photon and large missing transverse momentum ($E_T^{\text{miss}}$, with magnitude $E_T^{\text{miss}}$), as it may constitute a striking signature of BSM physics, including extensions that account for particle dark matter (DM) [1].

Understanding the nature of dark matter has provided some of the strongest motivations to search for BSM physics at the LHC. Recent advances in theory and experiment combining high-energy physics, astrophysics and cosmology have led to a potential DM phenomenology with a variety of experimental signatures that could be observed in proton-proton collisions at the LHC. Among the searches are those focusing on final states that try to replicate the annihilation processes which could have led to dark-matter freeze-out in the early universe. This is the case for direct DM pair-production yielding large $E_T^{\text{miss}}$ in association with a visible particle (X) that, in most searches, originates from initial-state radiation [2]. The X + $E_T^{\text{miss}}$ signature is the hallmark of this type of search.

Axion-like particles (ALPs), originally motivated by the QCD axion from the dynamical solution to the strong CP problem of the SM [3], provide a compelling and elegant
Figure 1. Feynman diagrams corresponding to the simplified DM model (left) and ALP DM model (right) considered.

explanation of DM. More generally, ALPs appear in any theory with a spontaneously broken global symmetry. They could be non-thermal DM candidates [4] or mediators to a dark sector. Depending on the different ALP production mechanisms at the LHC, it is possible to probe a large range of masses and couplings over several orders of magnitude [5]. Masses from keV to MeV are conducive to a stable ALP and are best searched for in association with either a photon or a jet, and hence the expected final states are events with a photon or a jet plus $E_T^{\text{miss}}$ [6–8].

This paper presents the results of a search for an excess of events with a $\gamma + E_T^{\text{miss}}$ final state over the SM prediction. The search is performed using the full Run-2 dataset collected by the ATLAS experiment at the LHC in proton-proton collisions at a centre-of-mass energy of $\sqrt{s} = 13$ TeV. The $\gamma + E_T^{\text{miss}}$ final state has the advantage of a clean signature that nicely complements the other $X + E_T^{\text{miss}}$ processes. The sensitivity of this search is enhanced compared to a previous search using 36.1 fb$^{-1}$ [9] due to the increased size of the dataset and by incorporating new criteria for reconstructed objects. The $X + E_T^{\text{miss}}$ signatures have been explored by the LHC experiments for the cases where $X$ is a photon [9, 10], a jet [11, 12], a heavy quark [13, 14], a vector boson [12, 15, 16] or a Higgs boson [17, 18].

The results are interpreted using simplified models where Dirac-fermion DM candidates (denoted by $\chi$) interact with quarks through the exchange of a mediator in the $s$-channel via vector or axial-vector interactions [19–21]. A photon can be radiated from the initial state and the $\chi\bar{\chi}$ pair is invisible to the detector, resulting in a $\gamma + E_T^{\text{miss}}$ final state as shown in figure 1 (left).

The free parameters in models of this kind are the mass of the mediator, $m_{\text{med}}$, the mass of the DM particle, $m_\chi$, the couplings $g_q$, $g_\ell$ and $g_\chi$ of the mediator to quarks, leptons and DM particles respectively, and the width of the mediator, $\Gamma_{\text{med}}$ [22]. The latter is computed as the minimum width allowed given the couplings and masses.

In addition, a model with an ALP (denoted by $a$) produced in association with a photon is used. The model considered is an effective field theory (EFT) that extends the SM Lagrangian, by using effective operators to describe the interactions of ordinary matter with an additional particle. This particle is a generic CP-odd (pseudo-)Nambu-Goldstone boson of a spontaneously broken symmetry at energies below a scale higher than the electroweak scale, singlet under the SM charges and playing the role of the ALP [8].
Signals from this model consist of events having the ALP generated in association to a photon as shown in figure 1 (right). In this ALP EFT, the new physics scale to be considered is the ALP decay constant $f_a$, which regulates the dimension-5 operators built from the SM fields and $a$. After electroweak symmetry breaking, the couplings of ALPs to the electroweak gauge bosons can be obtained as a linear combination of the relevant free parameters, namely the real operator coefficients $c_i$ in the effective Lagrangian describing bosonic ALP couplings, and the effective scale $f_a$. The ALP mass is supposed to be a free parameter, but since the ALP is considered a light particle ($\sim 1$ MeV) it does not affect the kinematics. The coupling of ALPs to two photons is tightly constrained by experimental observations, and it is taken to be zero, which allows a further reduction in the number of parameters (see ref. [8] and the references therein). The resulting limits for this model are set on the energy scale $f_a$ and $c_W$, the coefficient for the operator built from the SU(2)$_L$ gauge group field and $a$. The signal cross section depends on the square of the ratio of an operator coefficient to the effective scale, $(c_i/f_a)^2$, and hence the ratio $c_W/f_a$ is the relevant combination of parameters provided by this analysis.

2 ATLAS detector

The ATLAS experiment is a multipurpose detector [23–25] with a cylindrical geometry and almost $4\pi$ coverage in solid angle. The collision point is surrounded by tracking detectors, collectively referred to as the inner detector (ID), followed by a superconducting solenoid providing a 2 T axial magnetic field, a calorimeter system and a muon spectrometer.

The ID provides precise measurements of charged-particle tracks in the pseudorapidity range $|\eta| < 2.5$. It consists of three subdetectors arranged in a coaxial geometry around the beam axis: a silicon pixel detector, a silicon microstrip detector and a transition radiation tracker.

The electromagnetic (EM) calorimeter covers the region $|\eta| < 3.2$ and is based on a high-granularity, lead/liquid-argon (LAr) sampling technology. It is segmented longitudinally in shower depth. The first layer has a high granularity in the $\eta$ direction in order to provide efficient discrimination between single-photon showers and two overlapping photons originating from a $\pi^0$ decay. The second layer is where most of the energy, deposited in the calorimeter by electron- or photon-initiated electromagnetic showers, is collected. Significant energy deposits can be left in the third layer by very high energy showers; this layer can also be used to correct for energy leakage beyond the electromagnetic calorimeter.

The hadronic calorimeter uses a steel/scintillator-tile sampling detector in the region $|\eta| < 1.7$ and a copper/LAr detector in the region $1.5 < |\eta| < 3.2$. The forward calorimeter (FCAL) covers the range $3.2 < |\eta| < 4.9$ and uses LAr as the active material and copper or tungsten as absorbers for the EM and hadronic sections, respectively.

---

1 ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point (IP) in the centre of the detector and the $z$-axis along the beam pipe. The $x$-axis points from the IP to the centre of the LHC ring, and the $y$-axis points upward. Cylindrical coordinates $(r, \phi)$ are used in the transverse plane, $\phi$ being the azimuthal angle around the beam pipe. The pseudorapidity is defined in terms of the polar $\theta$ angle as $\eta = -\ln \tan(\theta/2)$. 
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The muon spectrometer (MS) consists of separate trigger and high-precision tracking chambers to measure the deflection of muons in a magnetic field generated by three large superconducting toroids arranged with an eightfold azimuthal coil symmetry around the calorimeters. The high-precision chambers cover the range of $|\eta| < 2.7$. The muon trigger system covers the range $|\eta| < 2.4$ with resistive-plate chambers in the barrel and thin-gap chambers in the endcap regions.

A two-level trigger system is used to select events in real time [26]. It consists of a hardware-based first-level trigger and a software-based high-level trigger. The latter employs algorithms similar to those used in the offline reconstruction.

3 Dataset and simulated events

The analysis is performed on a set of proton-proton collision data collected by the ATLAS detector at $\sqrt{s} = 13$ TeV between 2015 and 2018. In this period, the LHC delivered colliding beams with a peak instantaneous luminosity up to $L = 2.1 \times 10^{34}$ cm$^{-2}$s$^{-1}$ and an average number of interactions in the same or neighbouring bunch crossings of $\langle \mu \rangle = 33.7$. With requirements on the stability of the beams, the operational status of all ATLAS detector components, and the quality of the recorded data, the total integrated luminosity of the dataset is 139 fb$^{-1}$ with an uncertainty of 1.7%. It is derived from the calibration of the luminosity scale using $x$-$y$ beam-separation scans, following a methodology similar to that detailed in ref. [27], and using the LUCID-2 detector [28] for the baseline luminosity measurements.

To evaluate the effects of the detector efficiency and acceptance on the signal and background, and to estimate SM backgrounds, simulated event samples were produced using Monte Carlo (MC) generators. Inelastic collisions were simulated using Pythia 8.186 [29] with a set of tuned parameters called the A2 tune [30] and the MSTW2008LO parton distribution function (PDF) [31] set and overlaid on the signal and background MC samples. These simulated events are reweighted to accurately reproduce the average number of proton-proton interactions in the same or neighbouring bunch crossings (referred to as pile-up).

Samples of simulated events for DM production in simplified models were generated for the case of an $s$-channel mediator with axial-vector interactions. MadGraph5_aMC@NLO v2.6.2 [32] was used in conjunction with Pythia 8.235 with the A14 tune [30] for modelling of parton showering, hadronisation, and the underlying event. The PDF set used is NNPDF3.0NLO [33]. A photon with a transverse energy above 130 GeV was required at the matrix-element level in MadGraph5_aMC@NLO. The DMsimp [34] implementation of the model at next-to-leading order (NLO) in QCD was used. The $g_\gamma$ coupling was set to be universal in quark flavour and equal to 0.25, $g_\chi$ was set to 1.0, and $\Gamma_{m_{\text{med}}}$ was computed as the minimum width allowed given the couplings and masses. Different choices of the couplings and a model with a vector mediator were also considered [22]. A grid of signal samples was generated spanning the $m_\chi$-$m_{\text{med}}$ plane for $m_\chi$ values from 10 to 500 GeV and $m_{\text{med}}$ values from 10 to 1700 GeV.

Samples for ALP production in association with a photon were generated at NLO with MadGraph5_aMC@NLO v2.6.2 and interfaced to Pythia 8.240 with the A14 tune for
modelling of parton showering, hadronisation, and the underlying event. The PDF set used for the generation is NNPDF23LO, and the renormalisation and factorisation scales were set to half of the transverse mass of the ALP and photon system. Effective scales $f_a$ in the range between 1 TeV and 5 TeV are explored.

Samples of SM backgrounds were produced using the Sherpa 2.2 MC event generator [35, 36]. The leading-order (LO) and NLO matrix elements were generated using the Comix [37] and OpenLoops [38] matrix-element generators, and the merging with the parton shower is done using the ME+PS@NLO prescription [39]. The NNPDF3.0NNLO [33] PDF set was used in conjunction with a dedicated parton shower tuning developed by the Sherpa authors [40]. For $W\gamma$ and $Z\gamma$ backgrounds, events containing a charged lepton ($e$, $\mu$ or $\tau$) and a neutrino or a pair of charged leptons together with a photon and associated jets were simulated by Sherpa 2.2.2 and the matrix elements were calculated for up to one parton at NLO and up to three partons at LO. For $\gamma^*/Z$ decays into charged leptons, a requirement on the dilepton invariant mass of $m_{\ell\ell} > 10$ GeV was applied at generator level. Events containing a photon with associated jets were also simulated using Sherpa 2.2.2, and the matrix elements were calculated for up to one parton at NLO and up to four partons at LO. Events containing $W$ or $Z$ bosons with associated jets were simulated using Sherpa 2.2.1 and the matrix elements were calculated for up to two partons at NLO and up to four partons at LO. The $W/Z+jets$ events are normalised to next-to-next-to-leading order (NNLO) inclusive cross-section predictions [41].

Table 1 summarises the details of the generation of events for the signal samples and SM background processes considered in the analysis.

All background samples were simulated with a full ATLAS detector simulation [42] based on Geant4 [43], while the signal samples were processed through a fast simulation of the ATLAS detector using a parameterisation of the calorimeter response and Geant4 for the ID and MS. The simulated events are reconstructed and analysed with the same analysis chain as for the data, using the same trigger and event selection criteria discussed in section 4.

### 4 Event reconstruction and selection

All the events in the analysis must satisfy beam, detector and data-quality criteria. They are selected by a trigger requiring at least one photon candidate with transverse energy $E_T^\gamma$. 

<table>
<thead>
<tr>
<th>Process</th>
<th>Generators</th>
<th>PDF sets</th>
<th>Order</th>
</tr>
</thead>
<tbody>
<tr>
<td>DMsimp model</td>
<td>MG5_aMC@NLO v2.6.2 + Pythia 8.235</td>
<td>NNPDF3.0NLO</td>
<td>NLO</td>
</tr>
<tr>
<td>ALP model</td>
<td>MG5_aMC@NLO v2.6.2 + Pythia 8.240</td>
<td>NNPDF23LO</td>
<td>NLO</td>
</tr>
<tr>
<td>$W/Z + \gamma$</td>
<td>Sherpa 2.2.2</td>
<td>NNPDF3.0NNLO, 0.1j@NLO + 2.3j@LO</td>
<td></td>
</tr>
<tr>
<td>$\gamma+jets$</td>
<td>Sherpa 2.2.2</td>
<td>NNPDF3.0NNLO, 1.2j@NLO + 3.4j@LO</td>
<td></td>
</tr>
<tr>
<td>$W/Z+jets$</td>
<td>Sherpa 2.2.1</td>
<td>NNPDF3.0NNLO, 0.1,2j@NLO + 3.4j@LO</td>
<td></td>
</tr>
</tbody>
</table>
above a threshold of 140 GeV and passing ‘loose’ identification requirements [44]. Events are required to have at least one candidate for primary vertex, defined as the vertex with the highest sum of the squared transverse momenta of its associated tracks and reconstructed from at least two good-quality tracks [45] with $p_T > 0.5$ GeV. Events are removed if they contain a poor-quality photon or jet arising from instrumental problems or non-collision background [46].

Depending on the quality and kinematic requirements imposed, physics objects are labelled either as candidate or selected, where the latter is a subset of the former, with tighter selection criteria applied. Candidate physics objects are used when classifying overlapping selected objects and for vetoing events.

Photons are reconstructed from clusters of energy deposits in the electromagnetic calorimeter, together with information about charged-particle tracks reconstructed in the ID [47]. Photon candidates are classified either as converted (the photon cluster is matched to a reconstructed conversion vertex) or as unconverted (matched to neither a conversion vertex nor an electron track). Both the converted and unconverted photon candidates are used in the analysis. The calibration of the photon energy in the calorimeter accounts for upstream energy loss as well as lateral and longitudinal leakages. The energy of the cluster of calorimeter cells associated with the photon candidate is corrected using a combination of simulation-based and data-driven calibration factors determined from $Z \rightarrow e^+e^-$ events. Photon candidates are also required to fulfill ‘loose’ or ‘tight’ identification criteria based on observables that reflect the shape of the electromagnetic showers in the calorimeter, especially in the finely segmented first layer. All the reconstructed photons of ‘loose’ quality with $E_T > 10$ GeV and $|\eta| < 2.37$ are considered as photon candidates. Selected photons must additionally satisfy the ‘tight’ identification criteria, have $|\eta| < 1.37$ or $1.52 < |\eta| < 2.37$, and be isolated to avoid contamination coming from π0 or other neutral hadrons decaying into an almost-collinear photon pair; the isolation condition is imposed by requiring the transverse energy in the calorimeters in a cone of size $\Delta R = \sqrt{(\Delta \eta)^2 + (\Delta \phi)^2} = 0.4$ around the cluster barycentre, excluding the transverse energy associated with the photon cluster, to be less than $2.45 \text{ GeV} + 0.022 E_T$. This transverse energy in the cone is corrected for photon energy leakage from the central core and for the effects of pile-up and the underlying event. In addition, the scalar sum of the $p_T$ of non-conversion tracks in a cone of size $\Delta R = 0.2$ around the cluster barycentre is required to be less than $0.05 E_T$.

Electron candidates are reconstructed from energy clusters in the electromagnetic calorimeter matched to charged-particle tracks in the ID. A procedure similar to that for photons is applied for their identification and calibration [47]. They must fulfil the ‘medium’ identification requirement and are required to have $p_T > 7$ GeV and $|\eta| < 2.47$. Selected electrons must be isolated according to ‘loose’ criteria.

Muon candidates are reconstructed by searching for track segments in different layers of the MS. These segments are combined and matched with tracks found in the ID. The candidates are re-fitted using the complete track information from both detector systems. Muon candidates must pass the ‘medium’ identification requirement [48] and are required to have $p_T > 6$ GeV and $|\eta| < 2.7$. Selected muons are also required to pass the ‘loose’ isolation requirement.
To achieve additional rejection of background electrons and muons from non-prompt sources, electron and muon tracks must be matched to the primary vertex with a longitudinal impact parameter $|z_0\sin\theta| < 0.5$ mm and a transverse impact parameter significance, defined as the transverse impact parameter $d_0$ divided by its estimated uncertainty $\sigma_{d_0}$, satisfying $|d_0|/\sigma_{d_0} < 5.0$ for electrons and $|d_0|/\sigma_{d_0} < 3.0$ for muons.

Jets are reconstructed from topological clusters of energy in the calorimeter [49] using the anti-$k_t$ jet clustering algorithm [50, 51] with a radius parameter $R = 0.4$. The reconstructed jets are then calibrated by the application of a jet energy scale derived from 13 TeV data and simulation [52]. Only candidate jets with $p_T > 20$ GeV and $|\eta| < 4.5$ are considered. To reduce the effects of pile-up, for jets with $|\eta| < 2.5$ and $p_T < 120$ GeV a significant fraction of the tracks associated with each jet must have an origin compatible with the primary vertex, as defined by the jet vertex tagger [53]. Selected jets are required to have $p_T > 30$ GeV and $|\eta| < 4.5$.

Hadronically decaying $\tau$-lepton candidates are reconstructed by combining information from the calorimeters and the ID. The $\tau$-lepton reconstruction algorithm is seeded by jets reconstructed as described above and the reconstructed energy is corrected to the $\tau$-lepton energy scale [54]. Hadronically decaying $\tau$-lepton candidates are required to have one or three associated charged-particle tracks (prongs) and $p_T > 20$ GeV. To improve the discrimination between hadronically decaying $\tau$-leptons and jets, a multivariate algorithm is used; selected $\tau$-leptons are required to fulfil the ‘loose’ identification criteria.

Possible double counting of reconstructed candidate physics objects is resolved in the following order. If any electron shares its inner detector track with a selected muon, the electron is removed and the muon is kept, in order to remove electron candidates originating from muon bremsstrahlung followed by photon conversion. If a photon and an electron or a muon are closer than $\Delta R = 0.4$ the photon is removed. If an electron lies within $\Delta R = 0.2$ of a jet, the jet is removed, while if an electron lies within $0.2 < \Delta R < 0.4$ of a jet, the electron is removed. Muons lying within $\Delta R = 0.4$ of jets are removed, except if the number of tracks with $p_T > 0.5$ GeV associated with the jet is less than three. In the latter case, the muon is kept and the jet is discarded. If a jet lies within $\Delta R = 0.4$ of a photon, the jet is removed. Hadronically decaying $\tau$-leptons close to electrons or muons ($\Delta R < 0.2$) are removed. Any remaining jet within $\Delta R = 0.2$ of a hadronically decaying $\tau$-lepton is removed.

The missing transverse momentum $E_T^{\text{miss}}$ is measured as the negative vectorial sum of the transverse momenta of all candidate electrons, photons, hadronically decaying $\tau$-leptons, jets, and muons, plus an additional ‘soft term’ [55]. The ‘soft term’ is constructed from high-quality charged-particle tracks associated with the primary vertex but not with such physics objects. This allows the $E_T^{\text{miss}}$ calculation to adopt the best calibration for all the identified particles, while maintaining pile-up independence in the ‘soft term’. Possible double counting of contributions from reconstructed charged-particle tracks, energy deposits in the calorimeter, and reconstructed muons is avoided by applying a signal ambiguity resolution procedure which rejects already used signals when combining the various $E_T^{\text{miss}}$ contributions. A powerful quantity used to discriminate between events with $E_T^{\text{miss}}$ arising from poorly reconstructed physics objects and events with $E_T^{\text{miss}}$ originating from weakly interacting particles is the $E_T^{\text{miss}}$ significance, which is calculated as...
Event cleaning

Detector quality conditions and primary vertex

Leading $\gamma$

$E_T^\gamma > 150 \text{ GeV, } |\eta| < 1.37 \text{ or } 1.52 < |\eta| < 2.37, $

tight, isolated, $|\Delta z_\gamma| < 250 \text{ mm},$

$\Delta \phi(\gamma, E_T^{\text{miss}}) > 0.4$

$E_T^{\text{miss}}$ significance

> 8.5

Jets

0 or 1 with $p_T > 30 \text{ GeV, } |\eta| < 4.5 \text{ and } \Delta \phi(\text{jet, } E_T^{\text{miss}}) > 0.4$

Leptons

veto on $e, \mu$ and $\tau$

<table>
<thead>
<tr>
<th>$E_T^{\text{miss}}$ [GeV]</th>
<th>SRI1</th>
<th>SRI2</th>
<th>SRI3</th>
<th>SRI4</th>
<th>SRE1</th>
<th>SRE2</th>
<th>SRE3</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>&gt; 200</td>
<td>&gt; 250</td>
<td>&gt; 300</td>
<td>&gt; 375</td>
<td>200–250</td>
<td>250–300</td>
<td>300–375</td>
</tr>
</tbody>
</table>

Table 2. Selection criteria for the SRs.

$|E_T^{\text{miss}}|/\left[\sigma_L^2 (1 - \rho_{LT}^2)\right]^{1/2}$, where $\sigma_L$ is the total standard deviation in the direction longitudinal to the $E_T^{\text{miss}}$ corresponding to the summation of the covariance matrices from resolution effects of physics objects and ‘soft term’ entering the $E_T^{\text{miss}}$ calculation, $\rho_{LT}$ is the correlation factor of the longitudinal (L) and transverse (T) measurements [56].

The signal region (SR) is defined by requiring events to have a selected leading photon that satisfies the criteria defined in section 4 and has $E_T^\gamma > 150 \text{ GeV}$.

The ‘photon pointing’, $|\Delta z_\gamma|$, defined as the separation, measured along the beam line, between the extrapolated origin of the photon and the position of the event’s identified primary vertex is required to be smaller than 250 mm. This criterion suppresses the non-collision background in the data-driven method used to estimate the contribution from events in which jets are misidentified as photons, as described in section 6.

To ensure that the leading photon and $E_T^{\text{miss}}$ do not overlap in the transverse plane, $\Delta \phi(\gamma, E_T^{\text{miss}}) > 0.4$ is required. In order to reduce the number of background events characterised by $E_T^{\text{miss}}$ arising from poorly reconstructed physics objects, events are required to have $E_T^{\text{miss}} > 200 \text{ GeV}$ and $E_T^{\text{miss}}$ significance $> 8.5$. To suppress multi-jet background, events with more than one selected jet or with a jet with $\Delta \phi(\text{jet, } E_T^{\text{miss}}) < 0.4$ are rejected. Events are required to have no candidate electrons, muons or hadronically decaying $\tau$-leptons passing the requirements described in section 4. This lepton veto mainly rejects $W/Z$ events.

To improve the sensitivity of the analysis, seven SRs are defined corresponding to different $E_T^{\text{miss}}$ ranges: four inclusive (SRI1–SRI4) and three exclusive (SRE1–SRE3), their use will be explained in section 5. Table 2 summarises the SR definitions and the selection criteria described above.
5 Strategy for background estimation

Backgrounds in the various SRs arise from a number of processes that generate real photons and from events in which one or more energetic jets or electrons are misidentified as photons. The latter are estimated through the use of control samples including jets or electrons, scaled by misidentification rates determined from data. The background where isolated photons are accompanied by significant $E_T^{\text{miss}}$ is expected to receive contributions from processes with energetic neutrinos providing genuine $E_T^{\text{miss}}$ and from events where the $E_T^{\text{miss}}$ arises from instrumental sources or poorly reconstructed physics objects. These contributions are obtained using MC simulations constrained by observed event counts in dedicated control regions (CRs) through the estimation of normalisation factors. Control regions are built by inverting one or more of the selection criteria used to define the SRs, allowing one of the background processes to become dominant but otherwise kinematically similar to the given SR. The contribution of these backgrounds is determined separately for each SR, as defined in table 2, with a maximum-likelihood fit, referred to as the ‘background-only fit’. This procedure constrains the normalisation of the dominant backgrounds to the observed event yields in the associated CRs, assuming that no signal is present in the CRs and including the background contribution from the misidentification of electrons and jets as photons estimated with data-driven techniques.

The inputs to the fit for each SR include the number of events observed in its associated CRs and the number of events predicted by simulation in the SR and CRs for each background process. The latter are described by Poisson statistics. The systematic uncertainties in the expected values (see section 6) are included in the fit as nuisance parameters, modelled by Gaussian distributions with widths corresponding to the sizes of the associated uncertainties. Using a simultaneous fit technique allows a straightforward combination of multiple CRs and permits a coherent treatment of the correlation of the systematic uncertainties across the different regions. The product of the various probability distributions forms the likelihood, which the fit maximises by adjusting the background normalisations and the nuisance parameters.

Moreover, a simultaneous fit is performed using the CRs associated to the exclusive SRs plus the inclusive SR corresponding to the highest $E_T^{\text{miss}}$ range (SR14) as shown in table 2. This allows normalisation factors for the background contributions in each $E_T^{\text{miss}}$ bin to be extracted by exploiting the $E_T^{\text{miss}}$ shape information. Since the shape of BSM signal models over multiple $E_T^{\text{miss}}$ bins is different from the background prediction, this technique, known as ‘simplified shape fit’, permits to better discriminate signal from background and it is used to set exclusion limits in the models studied, if no excess is found in the data.

Four control regions are defined in order to estimate the contributions of the dominant $Z(\rightarrow \nu\nu)\gamma$ background and secondary $W(\rightarrow \ell\nu)\gamma$, $Z(\rightarrow \ell\ell)\gamma$ and $\gamma + \text{jets}$ backgrounds, making use of the maximum-likelihood approach described above.

The Single-Muon CR used to extract the normalisation of the $W(\rightarrow \ell\nu)\gamma$ background in the corresponding signal regions is built by selecting events with the same criteria used for each SR, except for the muon veto. Exactly one selected muon must be present in each event. In addition, since background events characterised by fake $E_T^{\text{miss}}$ arising from
poorly reconstructed jets are not expected to contribute significantly in the leptonic CRs, the requirement on the $E_T^{\text{miss}}$ significance is not applied. For this control region the $E_T^{\text{miss}}$ is defined as described in section 4 but the muon contribution is not taken into account in the computation to emulate the $E_T^{\text{miss}}$ distribution in the SR. A similar Single-Electron CR is not needed to constrain the $W(\rightarrow \ell \nu)\gamma$ normalisation because the Single-Muon CR has enough events and is less contaminated by events with fake photons and fake $E_T^{\text{miss}}$.

To constrain the normalisation of both the $Z(\rightarrow \nu\nu)\gamma$ and the $Z(\rightarrow \ell\ell)\gamma$ processes in each SR, two control regions are defined similarly, with the corresponding $E_T^{\text{miss}}$ criteria but inverting the lepton veto. In the $Z$-enriched Two-Muon and Two-Electron CRs, exactly two selected muons/electrons are required in the event, with a dilepton invariant mass $m_{\ell\ell}$ greater than 10 GeV. Similarly to the Single-Muon CR, the $E_T^{\text{miss}}$ in the Two-Muon CR and the Two-Electron CR is computed disregarding the contributions from selected muons or electrons, respectively.

The $\gamma + \text{jets}$ background in the SRs consists of events characterised by fake $E_T^{\text{miss}}$ originating from jet energy mismeasurements or wrong jet-to-vertex matching amplified by the high pile-up conditions. This QCD background is largely suppressed by the large $E_T^{\text{miss}}$ requirement, the jet-$E_T^{\text{miss}}$ azimuthal separation and the requirement on the $E_T^{\text{miss}}$ significance described in section 4. The control region used to estimate the normalisation of the residual $\gamma + \text{jets}$ background (Photon-Jet CR) is defined by lowering the $E_T^{\text{miss}}$ requirement to the range $85 \text{ GeV} < E_T^{\text{miss}} < 110 \text{ GeV}$ and removing the requirement on the $E_T^{\text{miss}}$ significance. In addition, the requirement $\Delta\phi(\gamma, E_T^{\text{miss}}) < 3.0$ is applied to reduce possible signal contamination, thus providing a region dominated by real photons arising from radiative QCD processes.

The background contribution from events in which jets are misidentified as photons, mainly due to $Z + \text{jet}$ or $W + \text{jet}$ processes, is estimated using a sideband counting method [57]. This method relies on counting photon candidates in four regions of a two-dimensional plane defined by the amount of transverse energy deposited in cell-clusters within a cone of size $\Delta R = 0.4$ around the photon, excluding the photon cluster itself (isolation), and by the quality of the photon identification criteria (tightness). A photon signal region (region A) is defined by photon candidates that are isolated and satisfy ‘tight’ identification as explained in section 4. Three background regions are defined in the isolation-tightness plane, consisting of photon candidates which are tight and non-isolated (region B), non-tight and isolated (region C) or non-tight and non-isolated (region D). A non-isolated photon candidate is defined by inverting the requirement in the amount of isolation transverse energy. A photon candidate is classified as non-tight if it fails the tight identification but satisfies a modified set of requirements related to four of the selections associated with the shower-shape variables computed from the energy deposits in the first layer of the EM calorimeter. Complete independence between the photon identification and isolation would imply that the numbers of photon candidates in the four regions (A, B, C, D) satisfy the condition $N_A/N_B = N_C/N_D$. Although this condition is almost fully satisfied, to estimate the number of background candidates in the region A there is a residual correlation that has to be taken into account. Besides, a correction to the method is added in order to consider the effect of contamination by real photon events in
the three background regions (B, C, D). MC simulations are used to estimate both the correlation factor and the signal leakage coefficients. This method is then used to evaluate the contribution of jets misidentified as photons in all analysis regions: the SRs and their associated four CRs used for the dominant background.

Electrons or positrons can be misidentified as photons and represent an additional source of background. This contribution is estimated by using a control sample with an electron-$E_T^{\text{miss}}$ final state and scaling the event yield by the probability for such an electron to be misreconstructed as a tight photon as determined from a comparison of the rate of $Z$ boson reconstruction in the $e\gamma$ and $ee$ final states. The full Run-2 dataset is used to select $Z \to ee$ events where the two electrons (actually, one of the two electrons is a positron, but they are referred to as electrons in what follows) in the final state are reconstructed either as an $ee$ pair or as an $e\gamma$ pair. The invariant mass $m_{ee}$ or $m_{e\gamma}$ is required to be consistent with the $Z$ boson mass to within 10 GeV. The yields of $Z$ events are then obtained from a fit to the $m_{ee}$ and $m_{e\gamma}$ distributions, in order to subtract the contamination from misidentified jets in the sample as modelled from the sidebands. The electron-to-photon scale factor, measured as a function of $|\eta|$ and $p_T$, varies between 1.5% and 9%, with larger factors associated with larger values of $|\eta|$, since the misidentification rate depends on the amount of material in front of the calorimeter. Background estimates are then also made for the various signal regions as well as for their associated four control regions by applying the electron-to-photon misidentification factor to events selected with the same criteria as used in these regions but requiring an electron instead of a photon.

6 Results

The background-only simultaneous fit, described in section 5, is performed to evaluate the SM background expectations in all regions of the analysis.

Systematic uncertainties in each of the background components are taken into account in the fit as described in section 5. Uncertainties arising from experimental and theoretical sources are estimated for the $Z(\to \nu\bar{\nu})\gamma$, $W(\to \ell\nu)\gamma$, $Z(\to \ell\ell)\gamma$ and $\gamma + \text{jets}$ backgrounds. Experimental uncertainties related to the energy and momentum scale of all the physics objects described in section 4, and to their identification, reconstruction and isolation efficiencies, are taken into account. The uncertainties of the different physics objects are propagated to the $E_T^{\text{miss}}$ calculation, as are the uncertainties in the ‘soft term’ resolution and scale. The uncertainty in the integrated luminosity and pile-up reweighting, reported in section 3, is also considered.

Theoretical uncertainties affecting the SHERPA MC event generator predictions include an uncertainty in the NLO cross section as well as uncertainties from variations of the QCD factorisation and renormalisation scales [58], in the strong coupling constant $\alpha_S$, and from the choice of parton distribution functions. The effects of the latter ‘PDF+$\alpha_S$’ uncertainties are calculated using the PDF4LHC prescription [59]. The theoretical uncertainties affect the dominant $W/Z + \gamma$ backgrounds by less than about 7%.

Both the experimental and theoretical systematic uncertainties are considered fully correlated between the different control and signal regions allowing a partial cancellation in the fitting procedure.
Uncertainties in the estimates of jets and electrons misidentified as photons are evaluated with the in situ techniques explained in section 5. The main systematic uncertainty for the sideband counting method is evaluated by varying the criteria for photon tightness and isolation used to define the four regions (A,B,C,D). Uncertainties related to signal leakage were considered in order to account for differences between \( W\gamma \) and \( Z\gamma \) samples. The sources of systematic uncertainties related to the methodology used to estimate the contribution of electrons misidentified as photons are the choice of invariant mass window, the background subtraction and the energy scale of the misidentified photons; the last of these has the dominant effect.

Table 3 shows the observed number of events and the expected SM background contribution in SRI1, which is the most inclusive SR and covers \( E_T^{miss} > 200 \) GeV, and in its associated CRs: three leptonic CRs and the Photon-Jet CR. For the SM predictions, both the statistical and systematic uncertainties are included.

The observed number of events and the expected SM background contribution resulting from the background-only fit are reported in table 4 for each inclusive SR. The values of the normalisation factors for \( W/Z + \gamma \) and \( \gamma + \text{jets} \) backgrounds \((k_{Z\gamma}, k_{W\gamma}, k_{\gamma+\text{jets}})\) are also shown. A summary of the data event yields and the background expectations broken down into their contributing SM sources in the inclusive regions is shown in figure 2, which also presents the significance of the difference between data and the SM background prediction, calculated with the method described in ref. [60].

Results from the ‘simplified shape fit’ described in section 5, are shown in table 5 together with the fitted normalisation factors. The fit is performed simultaneously in the CRs associated with each of the exclusive SRs and with the inclusive SR with the highest \( E_T^{miss} \) range (SRI4). The Photon-Jet CR is common to all SRs as it corresponds to a lower \( E_T^{miss} \) range, while the leptonic CRs span the same \( E_T^{miss} \) ranges of the SRs involved. A summary of the data event yields and the SM expectations in all the regions used for the ‘simplified shape fit’ to extract the model-dependent limits is shown in figure 3.

The distributions of \( E_T^{miss} \) in data and for the expected SM background obtained after performing the ‘simplified shape fit’ are shown in figure 4 for the SRs and the leptonic CRs. The distributions of the expected SM backgrounds include the \( W/Z + \gamma \) and \( \gamma + \text{jets} \) backgrounds normalised with the corresponding \( k \)-factors reported in table 5 and the data-driven estimates for the backgrounds produced by events in which electrons or jets are misidentified as photons.

Table 6 shows the total relative uncertainty, including systematic and statistical contributions, in the expected SM background yield after the background-only fit for inclusive SRs and after the ‘simplified shape fit’ for exclusive SRs. This total uncertainty ranges from 3.5% to 9.5% depending on the SR. The purely statistical uncertainty is dominant, varying from 2.4% to 8.5% and driven by the statistical precision from the Two-Muon and Two-Electron CRs adopted to constrain the normalisation of the leading \( Z(\rightarrow \nu\nu)\gamma \) background.

The relative impact of each source of systematic uncertainty on the total SM background estimates is summarised in table 6. A large experimental uncertainty is related to jets misidentified as photons and varies from 1.4% to 4.1%. The impact of the uncertainty in the jet energy scale and resolution varies from 1.6% to 2.7%. The uncertainty related to
The uncertainty includes both the statistical and systematic uncertainties. The individual uncertainties can be correlated and do not necessarily add in quadrature to equal the total background uncertainty.

**Table 3.** Observed and expected yields from SM backgrounds in SRI1 corresponding to $E_T^{\text{miss}} > 200$ GeV and in its associated four CRs. The expected event yields from SM processes are obtained from the background-only fit, described in section 5. The uncertainty includes both the statistical and systematic uncertainties. The individual uncertainties can be correlated and do not necessarily add in quadrature to equal the total background uncertainty.

<table>
<thead>
<tr>
<th></th>
<th>SRI1</th>
<th>1 Muon CR</th>
<th>2 Muon CR</th>
<th>2 Electron CR</th>
<th>Photon-Jet CR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Observed events</td>
<td>5293</td>
<td>1991</td>
<td>473</td>
<td>378</td>
<td>21991</td>
</tr>
<tr>
<td>Expected SM events</td>
<td>5350±190</td>
<td>1991±45</td>
<td>475±18</td>
<td>376±15</td>
<td>21990±150</td>
</tr>
<tr>
<td>$Z(\to \nu\nu)\gamma$</td>
<td>3410±150</td>
<td>1.721±0.094</td>
<td>—</td>
<td>—</td>
<td>372±42</td>
</tr>
<tr>
<td>$W(\to \ell\nu)\gamma$</td>
<td>680±33</td>
<td>1589±68</td>
<td>0.40±0.11</td>
<td>0.81±0.18</td>
<td>530±37</td>
</tr>
<tr>
<td>$Z(\to \ell\ell)\gamma$</td>
<td>48.4±2.9</td>
<td>131.5±8.1</td>
<td>457±19</td>
<td>361±16</td>
<td>35.9±4.8</td>
</tr>
<tr>
<td>$\gamma + \text{jets}$</td>
<td>103±41</td>
<td>12.9±7.0</td>
<td>—</td>
<td>—</td>
<td>19610±290</td>
</tr>
<tr>
<td>Fake photons from $e$</td>
<td>860±80</td>
<td>63.9±6.0</td>
<td>1.91±0.31</td>
<td>0.54±0.22</td>
<td>694±65</td>
</tr>
<tr>
<td>Fake photons from jets</td>
<td>249±54</td>
<td>192±49</td>
<td>15.3±8.6</td>
<td>13.7±8.5</td>
<td>750±230</td>
</tr>
</tbody>
</table>

**Table 4.** Observed and expected yields from SM backgrounds in all inclusive SRs. The expected event yields from SM processes are obtained from the background-only fit, described in section 5, in each inclusive SR. The normalisation factors obtained from the fit are also shown. The uncertainty includes both the statistical and systematic uncertainties. The individual uncertainties can be correlated and do not necessarily add in quadrature to equal the total background uncertainty.

<table>
<thead>
<tr>
<th></th>
<th>SRI1</th>
<th>SRI2</th>
<th>SRI3</th>
<th>SRI4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Observed events</td>
<td>5293</td>
<td>2270</td>
<td>1106</td>
<td>427</td>
</tr>
<tr>
<td>Expected SM events</td>
<td>5350±190</td>
<td>2320±110</td>
<td>1134±71</td>
<td>448±42</td>
</tr>
<tr>
<td>$Z(\to \nu\nu)\gamma$</td>
<td>3410±150</td>
<td>1540±95</td>
<td>779±65</td>
<td>306±40</td>
</tr>
<tr>
<td>$W(\to \ell\nu)\gamma$</td>
<td>680±33</td>
<td>285±22</td>
<td>128±12</td>
<td>56.8±7.1</td>
</tr>
<tr>
<td>$Z(\to \ell\ell)\gamma$</td>
<td>48.4±2.9</td>
<td>16.4±1.2</td>
<td>7.01±0.65</td>
<td>2.69±0.37</td>
</tr>
<tr>
<td>$\gamma + \text{jets}$</td>
<td>103±41</td>
<td>17.0±7.0</td>
<td>5.5±2.2</td>
<td>2.9±1.2</td>
</tr>
<tr>
<td>Fake photons from $e$</td>
<td>860±80</td>
<td>349±32</td>
<td>161±15</td>
<td>59.7±5.6</td>
</tr>
<tr>
<td>Fake photons from jets</td>
<td>249±54</td>
<td>114±40</td>
<td>54±20</td>
<td>20±11</td>
</tr>
<tr>
<td>$k_{Z\gamma}$</td>
<td>0.93±0.07</td>
<td>0.88±0.07</td>
<td>0.88±0.09</td>
<td>0.86±0.12</td>
</tr>
<tr>
<td>$k_{W\gamma}$</td>
<td>0.81±0.08</td>
<td>0.80±0.09</td>
<td>0.78±0.10</td>
<td>0.85±0.13</td>
</tr>
<tr>
<td>$k_{\gamma+\text{jets}}$</td>
<td>0.82±0.21</td>
<td>0.82±0.20</td>
<td>0.81±0.19</td>
<td>0.82±0.21</td>
</tr>
</tbody>
</table>

electrons misidentified as photons varies between about 2% and 2.3%. Other experimental systematic uncertainties related to electrons, photons, muons and the $E_T^{\text{miss}}$ ‘soft term’ have a relative impact below 1.5% in all SRs. Theoretical systematic uncertainties in the $W/Z + \gamma$ and $\gamma + \text{jets}$ MC estimates have an impact of 0.5% in all SRs.

In all SRs of the analysis, the observations and background predictions are found to be compatible within the uncertainties.
Table 5. Observed and expected yields from SM backgrounds obtained from the ‘simplified shape fit’ described in section 5. The normalisation factors obtained from the fit are also shown. The uncertainty includes both the statistical and systematic uncertainties. The individual uncertainties can be correlated and do not necessarily add in quadrature to equal the total background uncertainty.

<table>
<thead>
<tr>
<th>Background Category</th>
<th>Observed Events</th>
<th>Expected SM Events</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>SRE1</td>
<td>SRE2</td>
</tr>
<tr>
<td>Observed events</td>
<td>3023</td>
<td>1164</td>
</tr>
<tr>
<td>Expected SM events</td>
<td>3070 ± 130</td>
<td>1182 ± 75</td>
</tr>
<tr>
<td>$Z(\rightarrow \nu\nu)\gamma$</td>
<td>1910 ± 110</td>
<td>758 ± 65</td>
</tr>
<tr>
<td>$W(\rightarrow \ell\nu)\gamma$</td>
<td>394 ± 22</td>
<td>159 ± 15</td>
</tr>
<tr>
<td>$Z(\rightarrow \ell\ell)\gamma$</td>
<td>33.2 ± 2.4</td>
<td>9.32 ± 0.89</td>
</tr>
<tr>
<td>$\gamma + \text{jets}$</td>
<td>87 ± 35</td>
<td>11.9 ± 4.8</td>
</tr>
<tr>
<td>Fake photons from $e$</td>
<td>511 ± 48</td>
<td>188 ± 18</td>
</tr>
<tr>
<td>Fake photons from jets</td>
<td>136 ± 28</td>
<td>56 ± 29</td>
</tr>
</tbody>
</table>

$k_{Z\gamma}$ | 0.99 ± 0.08 | 0.89 ± 0.09 | 0.90 ± 0.11 | 0.86 ± 0.12 |

$k_{W\gamma}$ | 0.81 ± 0.09 | 0.84 ± 0.11 | 0.74 ± 0.11 | 0.85 ± 0.13 |

$k_{\gamma+\text{jets}}$ | 0.82 ± 0.21 |

Figure 2. Data event yields and the SM predictions from separate background-only fits in each inclusive SR and its associated CRs. The uncertainties in the expected numbers of events are the combined statistical and systematic uncertainties. The lower panel shows the significance of the difference between data and background prediction.
Figure 3. Data event yields and the SM predictions from the ‘simplified shape fit’ in all exclusive SRs plus the inclusive SR with the highest $E_T^{\text{miss}}$ range (SRI4) and their associated CRs. The uncertainties in the expected numbers of events are the combined statistical and systematic uncertainties. The lower panel shows the significance of the difference between data and background prediction.

Table 6. Summary of the uncertainties (%) in the background estimate for inclusive SRs after the background-only fit and for exclusive SRs after the ‘simplified shape fit’. The individual uncertainties can be correlated and do not necessarily add in quadrature to equal the total background uncertainty.
Figure 4. Distribution of $E_T^{\text{miss}}$ in data and for the expected SM background in the SRs and CRs after performing the ‘simplified shape fit’: SRs (top left), Single-Muon CR (top right), Two-Muon CR (bottom left) and Two-Electron CR (bottom right). Overflows are included in the fourth bin of each distribution. The $E_T^{\text{miss}}$ calculation in these CRs does not include the muon or electron contribution. The error bars are statistical, and the dashed band includes statistical and systematic uncertainties determined by the fit. The expectations for the simplified model for two different values of $m_\chi$ and $m_{\text{med}}$, and with $g_\gamma = 0.25$ and $g_\chi = 1.0$ and for the ALP model are also shown. The lower panel shows the ratio of data to expected background event yields.

7 Interpretations

For each SR, exclusion upper limits at the 95% confidence level (CL) are set on the number of events from any scenario of physics beyond the SM that would produce an excess in events with a $\gamma + E_T^{\text{miss}}$ final state as presented in this paper. These limits are based on the profile-likelihood-ratio test statistic [61] and CL$_s$ prescriptions [62], evaluated using the asymptotic approximation [63]. A simultaneous fit is performed including both the SR and its associated CRs to obtain the model-independent upper limits on the observed number of such events. Normalising the upper limits on the number of signal events by the integrated luminosity of the data sample provides upper limits on the visible BSM cross section $\sigma \times A \times \epsilon$. Here $\sigma$ is the production cross section for the BSM signal, and $A \times \epsilon$ is the
product of the acceptance ($A$), defined to be the fraction of events whose underlying objects pass all kinematic selections at the particle level, and the efficiency ($\epsilon$), defined to be the fraction of those events that would be observed after reconstruction in the detector. The expected (in absence of new physics) and observed 95% CL limits on $\sigma \times A \times \epsilon = N_{\text{lim}} / \int L \, dt$ are shown in table 7 together with the observed upper limits on the number of events.

In order to provide additional constraints on BSM physics, which can be reinterpreted in terms of the results from this paper, a fiducial region is defined at the particle level with the same selection criteria as in the SRs. The $E_{\text{T}}^{\text{miss}}$ computation at particle level is given by the vector sum of the transverse momenta of all non-interacting particles. The $E_{\text{T}}^{\text{miss}}$ significance requirement is not applied, because the object-based definition is not reproducible at particle level, but the impact of this selection on signal events is treated as negligible.

Given the fiducial acceptance ($A$) for a particular model and the fiducial efficiency ($\epsilon$), calculated as the ratio of the number of events passing the signal region selection at reconstruction level to the number of events passing the fiducial selection at the particle level, it is straightforward to convert the visible cross-section limit into fiducial cross-section ($\sigma \times A$) limits. Using the DM simplified model, described in section 3, the fiducial efficiency for each SR is calculated and the lowest values, shown in table 7, can be used to set the fiducial cross-section limit in a conservative way.

Exclusion limits for the BSM models studied are obtained from the ‘simplified shape fit’ described in section 5. A fit of the background plus the signal model is performed, where the signal component is allowed to populate both the SR and CRs, with the signal strength being the freely floating signal normalisation factor. A specific signal is excluded if the upper limit on the signal strength is less than unity.

Systematic uncertainties in the signal predictions from the simplified DM and ALP models, described in section 3, are included in the fit. The sources of experimental uncertainties are related to the physics objects as described for the main SM backgrounds. Theoretical uncertainties include uncertainties in the NLO cross section due to QCD factorisation and renormalisation scales $[58]$ and the choice of parton distribution functions.

<table>
<thead>
<tr>
<th>Signal region</th>
<th>$(\sigma \times A \times \epsilon)^{0.05}_{\text{obs}}$ [fb]</th>
<th>$(\sigma \times A \times \epsilon)^{0.05}_{\text{exp}}$ [fb]</th>
<th>$N^{0.05}_{\text{obs}}$</th>
<th>$\epsilon$ [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>SRI1</td>
<td>2.45</td>
<td>$2.82^{+1.08}_{-0.78}$</td>
<td>340</td>
<td>76</td>
</tr>
<tr>
<td>SRI2</td>
<td>1.42</td>
<td>$1.68^{+0.63}_{-0.46}$</td>
<td>198</td>
<td>74</td>
</tr>
<tr>
<td>SRI3</td>
<td>0.93</td>
<td>$1.07^{+0.40}_{-0.29}$</td>
<td>129</td>
<td>72</td>
</tr>
<tr>
<td>SRI4</td>
<td>0.53</td>
<td>$0.63^{+0.23}_{-0.17}$</td>
<td>74</td>
<td>67</td>
</tr>
<tr>
<td>SRE1</td>
<td>1.80</td>
<td>$2.03^{+0.77}_{-0.56}$</td>
<td>250</td>
<td>75</td>
</tr>
<tr>
<td>SRE2</td>
<td>1.04</td>
<td>$1.15^{+0.43}_{-0.31}$</td>
<td>145</td>
<td>75</td>
</tr>
<tr>
<td>SRE3</td>
<td>0.79</td>
<td>$0.82^{+0.31}_{-0.22}$</td>
<td>109</td>
<td>71</td>
</tr>
</tbody>
</table>

**Table 7.** The observed and expected upper limits at 95% confidence level on the visible cross section $\sigma \times A \times \epsilon$ from all signal regions. The observed limits on the number of events are also reported as well as the fiducial efficiencies, $\epsilon$. 
<table>
<thead>
<tr>
<th>Mediator</th>
<th>$g_q$</th>
<th>$g_{\chi}$</th>
<th>$g_{\ell}$</th>
<th>$m_{\text{med}}$ [GeV]</th>
<th>$m_{\chi}$ [GeV]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Axial-vector</td>
<td>0.25</td>
<td>1</td>
<td>0</td>
<td>1460</td>
<td>415</td>
</tr>
<tr>
<td>Axial-vector</td>
<td>0.1</td>
<td>1</td>
<td>0.1</td>
<td>920</td>
<td>280</td>
</tr>
<tr>
<td>Vector</td>
<td>0.25</td>
<td>1</td>
<td>0</td>
<td>1470</td>
<td>580</td>
</tr>
<tr>
<td>Vector</td>
<td>0.1</td>
<td>1</td>
<td>0.01</td>
<td>950</td>
<td>400</td>
</tr>
</tbody>
</table>

Table 8. Observed limits at 95% CL on $m_{\text{med}}$ and $m_{\chi}$ for the mediators and couplings to quarks, DM particles, and leptons considered for each model. The values reported for $m_{\text{med}}$ and $m_{\chi}$ correspond to the maximum excluded values of mediator masses and DM masses in the search.

These uncertainties are below 5% for acceptance and cross section, for different DM signals. Uncertainties in initial- and final-state radiation due to the choice of parton shower parameters used with PYTHIA 8.2 are estimated by generating MC samples with the alternative tunes described in ref. [30], and are less than 10%. The same sources of uncertainty are considered for ALP signals and the largest uncertainty is approximately 20%, which comes mainly from QCD factorisation and renormalisation scales.

The results are presented for simplified DM models, described in section 3, with the exchange of an axial-vector or a vector mediator in the $s$-channel for different couplings to quarks and leptons: $g_q = 0.25$, $g_{\ell} = 0$ and $g_q = 0.1$, $g_{\ell} = 0.1$ (0.01) [22].

As it was verified that the choice of mediator and couplings only affects the cross section and not the acceptance of the signal, the cross-section predictions for an axial-vector mediator are rescaled in order to obtain the results for a vector mediator and for different couplings. Observed and expected 95% CL exclusion contours in the $m_{\chi}$-$m_{\text{med}}$ plane are shown in figure 5. The region of the plane under the limit curves is excluded. The band around the expected contour shows the ±1σ variations including all uncertainties described in section 6 except theoretical uncertainties affecting the signal cross section. Those uncertainties are instead indicated as dotted lines around the observed limit. The line corresponding to the DM thermal relic abundance measured by the Planck Collaboration [64] is also indicated [22]. The region not allowed due to perturbative unitarity violation is to the left of the line defined by $m_{\chi} = \sqrt{\pi/2m_{\text{med}}}$ [65]. The results of the search are summarised in table 8, where the values for $m_{\text{med}}$ and $m_{\chi}$ correspond to the maximum excluded values of the mediator masses and DM masses. These limits are more stringent than the limits obtained from the previous search using 36.1 fb$^{-1}$ [9], which excluded dark-matter candidates with masses up to 340(480) GeV for axial-vector (vector) mediators, while the maximum excluded mass of the mediator was 1200 GeV for the same DM models.

To show the complementarity with DM direct detection searches, the contours in the $m_{\chi}$-$m_{\text{med}}$ plane obtained for a specific choice of mediator and couplings can be directly translated into bounds on the $\chi$-nucleon scattering cross section following the procedure described in ref. [66]. Figure 6 (top left) shows the 90% CL exclusion limits on the $\chi$-proton spin-dependent (SD) scattering cross section versus $m_{\chi}$ in the axial-vector model with couplings $g_q = 0.25$, $g_{\chi} = 1$ and $g_{\ell} = 0$. In figure 6 (top right), 90% CL exclusion limits on the $\chi$-neutron SD scattering cross section versus $m_{\chi}$ are shown for the same model. A comparison
with the results from direct DM searches [67–72] is also shown. The search probes complementary regions with respect to direct DM searches in the full parameter space, providing greater sensitivity for \(m_\chi\) values below 440 GeV for these models and parameter values. Figure 6 (bottom) shows the 90\% CL exclusion limits on the \(\chi\)-nucleon spin-independent (SI) scattering cross section versus \(m_\chi\) for the vector model with couplings \(g_q = 0.25, g_\chi = 1\) and \(g_\ell = 0\). With the exception of small \(m_\chi\) masses, lower than about 3 GeV, direct detection searches [73–76] provide stronger limits for these models and parameter values.

The results are also interpreted in terms of limits on the parameters of the ALP model described in section 3, obtained for the first time using the full Run-2 dataset from events with a \(\gamma + E_\text{miss} T\) final state. Figure 7 shows the expected and observed limits at 95\% CL on the coefficient \(c_{\text{W}}\) as a function of the effective scale \(f_a\) for an ALP mass of 1 MeV. The limits are obtained by using the cross section to rescale the result obtained for the point generated with \(c_{\text{W}} = 1, f_a = 1\) TeV and \(m_a = 1\) MeV. The limits on \(c_{\text{W}}\) increase linearly with \(f_a\). For \(f_a = 1000\) GeV the couplings \(c_{\text{W}} > 0.12 (0.13)\) are excluded according to the observed (expected) limit. The ALP model is an EFT and it becomes invalid for \(\hat{s} > f_a^2\) (\(\hat{s}\) corresponds to the invariant mass-squared of the partonic collision). The validity of the limit is verified by applying a suppression factor \(f_a^4/\hat{s}^2\) to the events outside of the region of validity; this truncation has an almost negligible impact for \(f_a > 1000\) GeV. The largest change in the limit is 1\% for \(f_a = 1\) TeV, where the truncation impact is largest.

Since the signal cross section and width depend on the ratio of the operator coefficient to the effective scale, the limit is also computed for \(c_{\text{W}}/f_a\) as a function of ALP mass in the range from 1 MeV to 1 GeV, where the acceptance is constant. The result obtained for the observed (expected) upper limit is \(c_{\text{W}}/f_a = 1.2 \times 10^{-4} (1.3 \times 10^{-4})\) GeV\(^{-1}\), constant with the ALP mass in the considered range. This limit constrains the coupling of the ALP to the electroweak gauge bosons, \(|g_aZ\gamma| < 0.51\) TeV\(^{-1}\) assuming \(g_{\gamma\gamma} = 0\). In addition, using the relationship [8]:

\[
\Gamma(Z \to a\gamma) = \frac{m_Z^3}{384\pi} g_{aZ\gamma}^2 \left(1 - \frac{m_a^2}{m_Z^2}\right)^3,
\]

and assuming \(m_a = 1\) MeV, a contribution to the \(Z\) boson width of \(\Gamma(Z \to a\gamma) < 0.17\) MeV at 95\% CL is estimated. The most stringent limit is set from LEP, \(\Gamma(Z \to X\gamma) < 2.5\) keV for photons with energy above 30 GeV in \(e^+e^-\) annihilation events at the \(Z\) resonance can be inferred from ref. [77], where \(X\) refers to a stable, weakly interacting particle.
The observed (solid line) and expected (dot-dashed line) 95% CL exclusion contours in the $m_\chi$-$m_{med}$ plane for a simplified DM model involving an axial-vector mediator with couplings $g_\chi = 1$, $g_q = 0.25$ and $g_\ell = 0$ (top left) and $g_\chi = 1$, $g_q = 0.1$ and $g_\ell = 0.1$ (top right). The same is shown for a vector mediator with couplings $g_\chi = 1$, $g_q = 0.25$ and $g_\ell = 0$ (bottom left) and $g_\chi = 1$, $g_q = 0.1$ and $g_\ell = 0.01$ (bottom right). The area under the limit curve is excluded. The region to the left of the line defined by $m_\chi = \sqrt{\pi/2}m_{med}$ is excluded by the perturbative limit which is relevant for axial-vector mediators. The relic density curve [64] is also shown. The area below the relic density curve in the on-shell region (or above in the off-shell region in the axial-vector mediator case) corresponds to a predicted DM overabundance.
Figure 6. The 90% CL exclusion limit on the $\chi$-proton spin-dependent scattering cross section (top left) and on the $\chi$-neutron spin-dependent scattering cross section (top right) in an axial-vector model with couplings $g_\chi = 1$, $g_q = 0.25$ and $g_\ell = 0$ as a function of the dark-matter mass $m_\chi$. The 90% CL exclusion limit is displayed only in the regime where the theory is perturbative. Results at 90% CL from direct DM searches [67–72] are also shown. The 90% CL exclusion limit on the $\chi$-nucleon spin-independent scattering cross section (bottom) in a vector model with couplings $g_\chi = 1$, $g_q = 0.25$ and $g_\ell = 0$ as a function of the dark-matter mass $m_\chi$. Results at 90% CL from direct DM searches [73–76] are also shown.
8 Conclusion

A search for an excess of events in a $\gamma + E_T^{\text{miss}}$ final state over the SM prediction is performed using 139 fb$^{-1}$ of proton-proton data collected by the ATLAS experiment at the LHC at a centre-of-mass energy of $\sqrt{s} = 13$ TeV. Events with an isolated photon with transverse energy above 150 GeV in association with $E_T^{\text{miss}} > 200$ GeV are selected. Several signal regions (inclusive and exclusive) are defined for different $E_T^{\text{miss}}$ ranges to improve the sensitivity, and control regions are adopted to estimate the main backgrounds, decreasing the impact of the experimental and theoretical uncertainties with a data-driven approach. The observed data are consistent with the SM expectation. Model-independent 95% CL upper limits are set on the visible cross section for events beyond the Standard Model ranging from 2.45 to 0.5 fb in signal regions corresponding to different $E_T^{\text{miss}}$ ranges. Model-dependent 95% CL limits are placed on parameters of simplified dark-matter models. Dark-matter candidates are excluded for masses up to 415 (580) GeV for axial-vector (vector) mediators, while the maximum excluded mass of an axial-vector (vector) mediator is 1460 (1470) GeV. The results are also translated into limits on the parameters of the axion-like particle (ALP) model. The 95% CL limits on the coupling $c_W$ are computed as a function of the effective scale $f_a$ for an ALP mass of 1 MeV. For $f_a = 1$ TeV, values of the couplings $c_W > 0.12 \ (0.13)$ are excluded according to the observed (expected) limit. The observed limit constrains the coupling of the ALP to the electroweak gauge bosons to be $|g_{aZ\gamma}| < 0.51$ TeV$^{-1}$, assuming $g_{a\gamma\gamma} = 0$. 

Figure 7. Observed (solid line) and expected (dot-dashed line) exclusions at 95% CL on the coupling $c_W$ as a function of the effective scale $f_a$ for an ALP mass of 1 MeV. The region above the limit lines is excluded.
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